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ABSTRACT
Effective cooperation between human operators and robots is essen-
tial for the accomplishment of crucial tasks in tough and dangerous
contexts, such as search and rescue operations. While autonomous
robots excel at moving through dangerous conditions, human deci-
sions made on the basis of global knowledge and experience, are still
required to adapt to unforeseen events. We used a Human-Machine
Cooperation model to address this topic. The model proposes the
definitions to analyze the Know-How-to-Operate and Know-How-
to-Cooperate competencies of the teaming agents, in relation to
the different phases of a shared task. On this basis, we designed
four cooperation levels for the team with the addition of an intel-
ligent assistant system (IAS) agent. As a proof-of-concept, these
levels have been implemented for evaluation purposes in a team
composed of one human, one IAS, and two robots. In our study we
demonstrated the practical implementation of the proposed cooper-
ation levels within a human-robot team, emphasizing the Intelligent
Assistance System (IAS) agent’s ability to improve cooperation and
task efficiency in hazardous environments.
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1 INTRODUCTION
Human operators and robots must work together effectively, espe-
cially in crucial circumstances such as search and rescue [35] and
disaster response[5]. For example, in search and rescue efforts after
a natural catastrophe, time is critical, and effective cooperation
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between humans and robots may mean the difference between life
and death for those in need. Similarly, in disaster response activi-
ties, such as firefighting [35] in hazardous situations, cooperation
among human firefighters and robotic systems equipped with spe-
cific sensors and equipment may considerably improve operational
performance and safety.

The synergy between humans and robots in hazardous settings
is explored against the backdrop of existing research in the field.
Projects like the DARPA Robotics Challenge (DRC) [30] and the
Robotic Firefighter (RFF) [11] have significantly contributed to ad-
vancing the capabilities of robots in disaster response scenarios.
Despite the advantages of fully autonomous robots [31], they usu-
ally struggle to handle complex tasks, such as navigating uncertain
environments, which frequently require human intervention for
accurate and efficient completion. In such cases, agents may re-
quest human intervention when the environmental circumstances
or unanticipated difficulties exceed the agent’s capabilities, when
they are not aware of the current global situation, or if it is the case
where the agents did not receive enough training to handle unex-
pected events. The issues posed by hazardous situations require a
fundamental change in the way humans and robots cooperate [20].

Our goal is thus to improve cooperation between human opera-
tors and robots, especially in situations when seamless coordination
is essential. The idea is to elevate cooperation between human op-
erators and robots in situations where effective teamwork is not
just advantageous but pivotal.

With this aim inmind, we examined both the cooperation and the
autonomy aspects of human-robot teaming. In addition to Human-
Robot Interaction studies, the Human-Machine Systems field pro-
vides models that can offer valuable insights to human-robot co-
operation, such as the model in [27] that proposes analysis grids
based on the Humans’ and Machines’ skills, regarding not only the
task performance but also the interactions inside the team. The
notion of levels of autonomy is also used in different fields, includ-
ing multi-agent systems. These levels are intended to define the
degree of independence and decision-making ability of agents or
systems [23]. Nevertheless, there is a recognized gap in seamlessly
merging these models with multi-agent principles to achieve a
comprehensive Human-Robot Cooperation framework.



After positioning the problem regarding the related literature
in Section 2, we present the proposed model made of four cooper-
ation levels in Section 3, and its application to a team composed
of one human, one assistant system and two robots in Section 4.
The planned experiments and evaluation metrics are described in
Section 5, before the conclusion and future works.

2 PROBLEM STATEMENT AND LITERATURE
GAP

In the area of difficult and hazardous circumstances, maximizing co-
operation among human operators and autonomous robots emerges
as a significant task. While autonomous robots excel at moving
through dangerous conditions, human decisions made on the basis
of global knowledge and experience are still required to adapt to
unforeseen events. Current approaches focus heavily on fully self-
governing robots [19], sometimes missing the distinct advantages
that human operators bring to the table.

In the field of human-robot interaction (HRI) and Human-robot
teaming, successful collaboration between human operators and
autonomous robots is critical for attaining common goals [28] in
challenging circumstances. HRI involves numerous aspects of in-
teraction, such as communication, coordination [21], and collabora-
tion, to enable humans and robots to work together. Human-robot
teaming combines human experience with autonomous robots to
improve work performance and adaptability [7].

In addition, since our context includes interacting entities with
autonomy-related characteristics, we considered the approaches
provided by the Multi-Agent System (MAS) field. Indeed, MAS
proposes systematic techniques for defining and implementing
artificial agents’ competencies and skills [36], allowing them to
complete individual and cooperative tasks, in some cases using
predefined or adaptive organizations [13]. MAS approaches also
make it easier to integrate agents’ learning capabilities, with the
help of models and algorithms common to the robotics field. In
MAS literature, the term "agent" refers to both human and artificial
beings, such as robots, virtual agents, and AI-based systems, with
distinctions drawn between the agent’s embodiment and its soft-
ware components. In the agent systems where organizations are
modeled (at the difference from emerging organization, as in swarm
for instance [6, 29]), the agents have roles in the group and follow
rules that define the way they interact. Organizational structures
within multi-agent systems vary from completely decentralized to
a variety of hierarchical structures [3, 12], including mixed struc-
tures like the holonic organizations [1, 2]. In these systems, the
autonomy of robot agents primarily relates to motion planning and
navigation, with higher-level decisions involving task scheduling
or conflict resolution. Additionally, agents in MAS often exhibit
various behaviors and communication abilities, further enhancing
their cooperative capabilities.

Despite the advancement of current human-robot interaction
approaches, multi-agent systems have certain limitations as men-
tioned below. These approaches frequently rely on completely au-
tonomous robotic systems, ignoring the particular problem-solving
talents and situational awareness of human operators. To address
these constraints and improve human-robot collaboration in com-
plex contexts, we propose integrating an Intelligent Assistance

System (IAS) agent and using Human-Machine collaboration mod-
els.

Identifying the shortcomings in the current methodolo-
gies, we pinpoint three key challenges:

Lack of Swift Human Decisions:
In rapidly changing situations, autonomous robots struggle to

make swift decisions. Human operators, with their cognitive capa-
bilities and field-related knowledge, possess the agility to respond
promptly to unforeseen events. In most cases, autonomous robots
do not necessarily consider human opinions or actions to finish the
goal.

Autonomous Robots’ Struggle with Complex Sensor Data:
The robot’s analysis of combined sensor data can be an issue for

autonomous robots. Humans, on the other hand, excel in analyzing
and understanding global information, at a cognitive level, therefore
their presence is critical in navigating complex circumstances.

Communication Weakness Between Humans and Robots:
Effective communication between humans and robots is piv-

otal for successful cooperation. Current approaches often exhibit
weaknesses in sharing high-level information, related to the team
organization or plan changes due to new context for instance.

In the context of shared tasks, a large number of studies consider
the physical human-robot interaction [17], while our focus is on
the cognitive aspects of Human-Robot interaction: how to let the
Human take control when the robot shows difficulties answering
to unforeseen events or assess the current context, how to share
high-level information.

Existing research on human-robot cooperation and multi-agent
systems provides valuable insights, but a noticeable gap persists
in integrating Human-Machine Cooperation models with multi-
agent principles. This gap hinders the achievement of seamless
teamwork between humans and robots, a critical aspect in complex
and unpredictable environments.

To address these challenges, and elevate Human-Robot Cooper-
ation (HRC), we introduce an innovative assistance system. This
assistance system serves as an intelligent bridge, empowering hu-
mans and robots to communicate, observe, and make real-time
decisions effectively. With features such as real-time monitoring,
decision support, workload optimization, bi-directional communi-
cation, and instant alerts, the assistance system fills the existing
gaps, fostering a new era of enhanced cooperation in hazardous
environments. The subsequent sections describe the architecture,
functionality, and evaluation metrics of our proposed assistance sys-
tem, arguing for its innovative potential to improve Human-Robot
Cooperation.

3 COOPERATION MODEL
The proposed cooperation model of the studied team is adapted
from human-machine cooperation models, based on Know-How-to-
Operate (KHO) and Know-How-to-Cooperate (KHC) competencies,
proposed in [25].

The paradigm uses the cooperation model definition as shown
in Figure 1) to identify the competencies of each agent, including
humans and robots. The agent’s interactions are analyzed based on
the agent’s competencies, i.e. what the agents are able to do regard-
ing the process and about the cooperation, and the management



of their interactions, for instance how the control on a process is
shared in the team. This comprehensive methodology enables the
evaluation of each agent’s contribution as well as the efficiency of
the cooperation.

Figure 1: Cooperation Model [26]

3.1 Know-How-to-Operate and
Know-How-to-Cooperate

The system leverages the Know-How-to-Operate (KHO) model,
defining the internal and external competencies of each agent in-
volved in completing a task. The internal KHO focuses on an agent’s
capacity to control the process and problem-solving abilities, while
the external KHO pertains to obtaining information from and acting
upon the process.

KHO is presented in four steps, each corresponding to the process
control :

(1) Information Gathering (IG): agents acquire data from the
environment, which essential for understanding the current
state and making informed decisions.

(2) Information Analysis (IA): the collected information un-
dergoes analysis to discern patterns, anomalies, or trends,
aiding in determining the optimal course of action.

(3) Decision Selection (DS): based on the analyzed informa-
tion, agents make decisions regarding process control, de-
termining the most effective strategies to achieve desired
goals.

(4) Action Implementation (AI): once decisions are made,
agents execute the chosen actions.

This categorization establishes the task allocation to agents in pur-
suit of common goals using the Know-How-to-Cooperate functions.

The Know-How-to-Cooperate (KHC) model is divided into in-
ternal and external components. The internal component enables
an agent to construct models of other agents, facilitating smoother
cooperation. Meanwhile, the external KHC involves the exchange
of information, contributing to mutual understanding and control.
This dual model governs interactions and supports a nuanced un-
derstanding of Human-Robot Cooperation.

Similarly, KHC is also presented in four steps:

(1) InformationGathering on/from the other (IGO):Agents
gather information on other agents, crucial for understand-
ing their capabilities and intentions and for effective cooper-
ation.

(2) Interference Detection (ID): agents detect potential inter-
ferences, either positive interferences when the actions of
one agent can help in achieving another agent’s goals, or
negative interferences when the actions of one agent may
obstruct another agent’s plans [14].

(3) Interference Management (IM): agents manage interfer-
ence by negotiating, imposing or accepting the other agent’s
function, ensuring smooth coordination and cooperation.

(4) Function Allocation (FA): agents manage function allo-
cation to define the organization between themselves by
distributing tasks to optimize cooperation and performance.

We used these definitions to analyze and design the Know-how-
to-Operate and Know-how-to-Cooperate competencies of the team-
ing agents in relation to the different phases of the activity.

4 APPLICATION OF THE COOPERATION
MODEL TO THE HUMAN-ROBOTS
TEAMING

In our application domain, a team composed of a human operator
and two robots is set to explore various cooperative scenarios in
which we demonstrate how to handle tasks using the KHO and
KHC terminologies. To support smooth cooperation and knowl-
edge exchange within the team, we introduced an additional agent
assuming the function of an Intelligent Assistance System (IAS).
This customized IAS agent takes on the vital role of monitoring
and facilitating cooperation between the human operator and the
robots. In the next paragraphs, we are going to look at how to
use the cooperation model in practice, using the KHO and KHC
functions to optimize the cooperation between humans, IAS, and
robots. Furthermore, we use the cooperation model competence
definitions [26] (in Figure 1) to define agent competencies and skills,
setting the groundwork for improved cooperation and synergies
between humans and robots.

The KHO functions (IG, IA, DM, AI) and KHC functions (IGO, ID,
IM, FA) presented in 3, form the operational pillars of the system.
These functions orchestrate the flow of information and actions
between agents, ensuring a comprehensive understanding of each
agent’s role in the cooperation process.

4.1 The IAS agent
Direct communication protocols [22] between humans and robots
are frequently used in the majority of human-robot teaming con-
cepts. Nevertheless, several drawbacks to this approach may affect
the workload of human operators as we discussed a few of them
below, namely: real-time monitoring, decision support, and bidirec-
tional communication. Furthermore, it might be difficult for human
operators to keep an eye on several robots at once, which could
result in performance oversight [28]. Additionally, making deci-
sions [9] in changing surroundings might be difficult, which can
cause delays in quickly replying to the needs of robots. With these
constraints in mind, we have developed the Intelligent Assistance
System (IAS) agent to improve human-robot cooperation efficiency.



At its core, the IAS agent prioritizes real-time monitoring, deci-
sion support, and bidirectional communication. The KHO & KHC
functions provide the foundation for analyzing sensor data, fa-
cilitating informed decision-making, and ensuring optimal agent
cooperation.

Real-time Monitoring: The IAS continuously monitors sen-
sor data from robots and the environment, providing up-to-date
information on the operational status, and surroundings, to display
alerts to notify the human if an urgent decision is required and
potential hazards. This real-time monitoring ensures that human
operators and the IAS agent are equipped with timely information
to make informed decisions.

Decision Support: Drawing from the KHO and KHC functions,
the IAS agent offers decision support by analyzing sensor data,
evaluating situational factors, and presenting actionable insights
to human operators. By providing contextual information and sug-
gesting optimal plans of action, the system enhances the decision-
making capabilities of human operators, leading to more efficient
task execution.

Bidirectional Communication: The system facilitates seam-
less bidirectional communication channels between human opera-
tors, the IAS, and robots. Through clear and efficient communica-
tion protocols, human operators can convey instructions, receive
real-time updates, and collaborate with the IAS agent and robots
effectively. Likewise, the IAS agent can provide feedback, request
clarification, and coordinate actions with human operators and
robots, ensuring synchronized cooperation.

4.2 Levels of Cooperation
In various fields like Robotics, automation, and multi-agent systems,
different scales are used to measure the levels of autonomy of
systems, agents, or robots. However, these levels of autonomy may
not necessarily align with the levels of cooperation we designed
for our needs because it is very rare to find a similar application
with the respective levels according to the needs of the application
proposed. In our approach, we identified the levels of cooperation
according to the competencies provided to the agents, based on
the model of cooperation 3. The more functions of the agent’s
Know-How-to-Operate and Know-How-to-Cooperate are chosen,
the higher the autonomy of the agents and the more the agents
are able to cooperate. The difficulty is then to identify the best
balance between high autonomy with the human as a supervisor
and less autonomy with the human-in-the-loop as a team member.
Cooperation must not be the main task that could overload human
and decrease performance. Inspired by Pacaux-Lemoine et al’s work
[24] and adapted from the automation domain, our model identifies
four degrees of human-robot cooperation.

Drawing on automation and human-machine cooperation prin-
ciples, these stages evolve from manual teleoperation to supervised
autonomy, to optimize cooperation and autonomy in complex sit-
uations. By combining insights from pre-existing concepts and
modifying them to the specific needs of human-robot cooperation,
we built structured levels that allow for efficient cooperation and
task performance in numerous scenarios.

The Intelligent Assistance System (IAS) is an important support
part of the human-robot cooperation framework, acting similarly to

a cooperative agent in aMulti-Agent System (MAS) context. The IAS
allows for seamless communication as well as cooperation between
human operators and robots, which is crucial to accomplishing
tasks successfully.

The IAS functions on four unique levels, each having its own
hierarchical structure based on the levels of autonomy obtained
from human-machine cooperation and the automation domain.

At each level, as shown in Figures 2 and 3, we illustrated the steps
of Know-How-to-Operate (KHO) by solid blue arrows represent-
ing the flow of knowledge and information within the system; the
dashed green lines represent the steps of Know-How-to-Cooperate
(KHC), indicating the management of cooperative interactions and
the allocation of functions among the agents. This color-coded dis-
tinction visually distinguishes between the internal competencies of
individual agents (KHO) and the processes involved in cooperation
(KHC).

Level 1: Teleoperation Interface
Figure 2 represents the multi-agent system composed of four

agents: two robots, one IAS, and one human. The diagram shows
how these agents cooperate at an initial level (Level 1), where the
IAS acts as an interface for teleoperation between the human and
the robots. The information gathered (IG) by the robots is made
available to the Human via the IAS. The Human performs the
Information Analysis (IA), makes decisions (DS), and controls the
robots through the IAS mediation that translates the operation into
a format understandable by the robots (AI) and transmits them to
Robot 1 and Robot 2.

Level 2: Decision Support and Plan Presentation
In Level 2 (see Fig. 2) , the Intelligent Assistance System (IAS)

enhances the capabilities of the human operator by providing spec-
ified strategies tailored to the task at hand. Through the KHO steps,
represented by solid blue arrows, the IAS offers various plans, a
step-by-step proposal outlining actions for the agent to achieve
the respective goal and recommendations based on real-time data
analysis and environmental factors. These plans are communicated
to the human operator through solid blue arrows, facilitating in-
formed decision-making (DS) and action implementation (AI). Con-
currently, the KHC steps, illustrated by dashed green lines, govern
the allocation of functions among the agents, ensuring coordinated
efforts. The IAS leverages its Interference Management (IM) func-
tion to address any conflicts or discrepancies in the proposed plans,
while Function Allocation (FA) organizes the distribution of tasks
among the agents.

Level 3: Autonomous Decision-Making
In Level 3 (see Fig. 3), characterized by increased autonomy, the

IAS gains additional authority which refers to its capability to make
decisions autonomously [10], as depicted by the solid blue arrows
representing KHO steps. While the IAS continues to present pre-
defined plans to the human operator, now it can execute actions
independently if the situation aligns with the available plans. This
autonomous decision-making process, indicated by solid blue ar-
rows, enables the IAS to analyze real-time data and environmental
cues to determine the most suitable actions for task execution. How-
ever, in scenarios where actions deviate from the predefined plans,
the IAS seeks permission from the human operator, as indicated by
dashed green lines representing KHC steps. This cooperative ap-
proach ensures that the human operator remains actively engaged



Figure 2: Level 1 & 2 cooperation. The flow of information and knowledge is represented by solid arrows and the flow of control
is represented by dashed arrows.

Figure 3: Level 3 & 4 cooperation. The flow of information and knowledge is represented by solid arrows; the flow of control is
represented by dashed arrows.

in the decision-making process and retains oversight over the ac-
tions performed by the IAS. Through the Interference Decision (ID)
function, the IAS evaluates deviations from predefined plans and
cooperates with the human operator to resolve any conflicts or
deviations from the plans. Additionally, the Function Allocation
(FA) step ensures the equitable distribution of tasks between the IAS
and the human operator, fostering a balanced and cooperative in-
teraction. Overall, Level 3 cooperation reflects a transition towards
increased autonomy for the IAS while maintaining a cooperative
partnership with the human operator to achieve common goals.

Level 4: Supervised Autonomy
In Level 4 (see Fig. 3), the IAS has the highest level of auton-

omy, assuming full control over the robots, illustrated by solid blue
arrows representing KHO steps. At this stage, the IAS operates in-
dependently without constant guidance from the human operator,
enabling efficient task execution based on real-time data and en-
vironment. The IAS manages tasks autonomously, as indicated by

solid blue arrows, leveraging its decision-making capabilities to de-
termine optimal actions for achieving predefined objectives. While
the human operator transitions into a supervisory role, denoted
by solid red lines representing KHC steps, they retain the ultimate
authority and oversight over the IAS’s actions. As a supervisor, the
human operator remains on standby to intervene in emergencies or
unforeseen circumstances, ensuring the safety and efficiency of task
execution. Through the Interference Management (IM) function,
the IAS addresses any conflicts or challenges that may arise during
autonomous operation and cooperates with the human operator to
resolve issues effectively. Additionally, the Function Allocation (FA)
step ensures a balanced distribution of responsibilities between the
IAS and the human operator, promoting effective cooperation and
task management.

This hierarchical design improves the overall flexibility and ef-
fectiveness of the human-robot cooperation model by ensuring an



increasing integration of autonomy and balancing human oversight
and robot capabilities.

5 EXPERIMENTAL SETUP
The main goal is to improve the cooperation between human and
robots in a crisis management scenario. In order to achieve it we
decided to mimic a fire accident situation in a controlled setting, as
seen in Figure 4, where cooperation between humans and robots
is essential. The experimental setup aims to validate and evaluate
the proposed cooperation levels, particularly aimed at improving
human-robot cooperation in challenging and risky situations such
as fire accidents or post-earthquake scenarios. To simulate these
challenging scenarios, we have devised an experiment focusing on
various cooperative tasks similar to real-life scenarios. These tasks
include some basic activities like line following for robot navigation
along predetermined paths, a pick-and-place operation involving
two robots, and cooperative tasks demonstrating the support pro-
vided by the IAS agent to both human and robot agents. With the
help of an IAS agent, we aim to address challenges such as real-time
monitoring, decision support, and bidirectional communication to
enhance the effectiveness of cooperation.

Figure 4: Environment setup inside a room

In the experimental setup, two RoboMaster EP robots, equipped
with infrared sensors for collision avoidance, a camera for line
following, and object detection, and programmed to navigate chal-
lenging situations, are used in the simplified experiment. Among
the cooperative tasks are pick-and-place tasks between two robots,
object detection in the surrounding environment, and optimal route
planning from point A to point B.

5.1 Experiment levels
The experiment intends to illustrate the actual implementation
of the proposed cooperative organization at various levels of au-
tonomy, with an emphasis on a pick-and-place operation. While
several tasks may be completed cooperatively, the pick-and-place
operation is a fine example of how each agent’s authority varies
over levels.

On the basis of the four levels described in Section 3, we designed
four configurations that differ according to the roles assigned to
the Human, the Robots, and the IAS, see Table 1. A role synthetizes
a specific set of task-related Know-How and interaction-related
Know-How-to-Cooperate abilities and responsibilities.

At Level 1, the configuration is a teleoperation setup. A Human
Operator utilizes the IAS interface to guide the robots to designated
areas with objects. The robots follow teleoperation commands from
the human operator to move and perform actions like detection of
objects and the use of the robot arm.

At Level 2, the configuration focuses on decision support. The
IAS displays available plans for pick and place based on object size
and shape and receives sensor information (e.g., camera feedback,
object detection, obstacle avoidance) from robots. The Human op-
erator selects one of the plans based on the presented options. The
robots follow the selected plan.

At Level 3, the configuration allows autonomous decision-
making. The IAS displays available plans and proposes the best
plan according to the object and situation. The Human operator
provides only high-level guidance and approves deviations from
the predefined plans. The robots communicate with each other and
with the IAS for coordination while achieving the plan.

At Level 4, the configuration includes a higher level of auton-
omy. The Human Operator’s role consists of supervising the IAS’s
autonomous operation and intervening if an emergency occurs.
The robots communicate with each other for cooperative decision-
making and task execution. The IAS operates autonomously to
control the robots based on the current situation and communi-
cates with them for task assignment and coordination. The Human
operator can communicate through the IAS interface for supervi-
sion and intervention if necessary.

Figure 5: IAS agent

Figure 5 represents an IAS agent that acts according to the men-
tioned levels of cooperation, to improve cooperation among human
operators and robots. Its capabilities include real-time monitoring,
decision assistance, and bidirectional communication to handle
issues like prompt decision-making and information exchange. By
considering the criteria for objective and subjective metrics evalua-
tion with the respective tasks (described below in Section 5.2), our
aim will be to attempt to improve cooperation efficiency and task
performance using the IAS agent.



Table 1: Levels of cooperation developed for the experiments

Cooperation
level

Human’s role IAS’ role Robots’ roles Communication

Teleoperation teleoperates the
robots via the IAS

control interface follow Human’s com-
mands through the IAS
interface

from Human to Robots through
the IAS agent interface

Decision
Support

selects the plan for
the robot’s actions

Displays the available
plans and data from
robots’ sensors

follow the selected plan IAS and robots can inform each
other about the plan situation

Autonomous
Decision-
Making

high-level guidance presents pre-selected
available plans to the
human operator

follow the selected plan
and manage interfer-
ences

robot share plans for coordi-
nated pick and place; IAS helps
the robots to coordinate

Supervised
Autonomy

supervises IAS agent,
intervenes in emer-
gency situations

operates autonomously,
assigns tasks to Robots
and helps in coordina-
tion

follow IAS’ plans Direct communication among
robots for cooperative decision-
making in real-time

5.2 Evaluation Metrics
It is important to note that, while the current experimental setup
offers a fundamental illustration of the proposed principles, no
formal testing has been conducted at this time. This initial step
acts as a proof-of-concept, establishing the framework for future
experiments. As part of our ongoing research schedule, we intend
to systematically evaluate the effectiveness and performance of the
proposed approach.

The evaluation of the proposed IAS agent impact on human-
robot cooperation encompasses a comprehensive set of metrics,
combining both objective measurements and subjective user feed-
back for a nuanced understanding of performance [15].

Objective Metrics:
Response Time: Measures the system’s speed in delivering

real-time monitoring and feedback to human operators, ensuring
swift and efficient information provision during the tasks.

Event Detection Precision: Assesses the system’s accuracy
in recognizing and reporting crucial occurrences such as robot
behavior, objects, and obstructions, revealing information about
the IAS agent’s reliability.

Navigation Accuracy: Assesses the system’s proficiency in
translating human directives into precise robot movements, deter-
mining the accuracy and effectiveness of the cooperative naviga-
tion.

Workload Management: Determines how well the IAS agent
supports decision-making while controlling the cognitive load of
human operators to guarantee the best possible task performance
under pressure.

Subjective Metrics:
HRIQuestionnaires:Gathers human operator feedback through

Human-Robot Interaction (HRI) questionnaires [34], offering in-
sights into their perceptions of the cooperation, ease of system use,
and workload experienced during operations.

User Experience and Safety: Captures qualitative feedback
on user experience, comfort, trust in robot behaviors, and safety

considerations in hazardous environments. This subjective assess-
ment provides a holistic understanding of the system’s usability
and safety features.

Performance Comparison: Analyzes scenarios both with and
without the IAS agent to determine its added value in event detec-
tion, navigation, and operator workload. This comparative analysis
elucidates the system’s tangible contributions to Human-Robot
Cooperation.

Ethics and SafetyConsiderations:Addresses ethical and safety
concerns inherent in the system, emphasizing human well-being,
adherence to ethical norms, and the confidentiality of sensitive data.
This critical evaluation ensures the system’s alignment with ethical
standards and safety protocols.

The utilization of this diverse set of objective and subjective met-
rics contributes to a comprehensive assessment of the proposed IAS
agent’s efficacy in enhancing Human-Robot Cooperation within
challenging and hazardous environments.

5.3 Discussion
Since the proposed application of the KHO-KHC terminologies has
not been evaluated yet, its efficiency is still to be demonstrated.
However, the model we based on has already proven its applica-
bility, for instance, [24] that provides a practical framework to
design cooperative interaction behaviors in a system made of such
heterogeneous agents as humans and robots.

The decomposition in four levels is a first attempt that will be
refined, considering other propositions that are provided in the
Human-Robot Interaction[16] and MAS fields [4, 8].

The Intelligent Assistance System agent is another proposition
that has to be refined. For instance, the decision part of it may
be implemented directly in the agents-robots’ behaviors. Finally,
the objective is to get relevant indicators regarding the situation
to make dynamic changes in the autonomy level. The literature
about situation awareness, mode awareness [32], and competence-
awareness [18, 33] will make the ground for this development.



6 CONCLUSION
This paper described an early investigation of an intelligent assis-
tance agent intended to improve cooperation among humans and
robots in demanding circumstances. We have presented a proof-of-
concept with the aim to improve cooperation between Human and
robots, with the help of an IAS agent, with implementation of four
levels demonstrating degrees of autonomy and cooperation, with
respective to Know-how-to-Operate and Know-how-to-Cooperate
model.

The experimental setup serves as a starting point for future tests
and experimental evaluation, with the help of several objective
and subjective metrics. Notably, the aim is to show the system’s
adaptation to a variety of cooperative tasks, such as line following,
object manipulation, and collaborative navigation, to demonstrate
its flexibility and utility. Moving ahead, efforts will be focused on
improving the cooperation model and IAS agent to suit different
operator competency levels and expand the scope of cooperative
activities. Ongoing improvements in algorithm development, sensor
integration, and real-world testing are intended to position this
system as a useful tool for tackling difficult issues while supporting
enhanced human-robot cooperation across several domains.

7 FUTUREWORK
Further research and development of the suggested cooperation
model as well as the IAS agent are planned. The study trajectory
involves investigating the model’s adaptability across a wide range
of users and testing it with a variety of human operators with vary-
ing competency levels. To provide adaptability in a wide range of
applications cooperative tasks inside the system will be varied be-
yond pick-and-place and line following. To systematically evaluate
the scalability and flexibility of the system, the complexity of the
scenarios will be gradually enhanced. To validate the system in
real-world scenarios and correlate its performance to real-world
needs in disaster response, search and rescue, or hazardous situa-
tions, field trials will be planned. The development of algorithms,
decision-making procedures, real-time monitoring, agent modeling,
and human-robot cooperation will be the main areas of ongoing
work. The research into the use of extra sensors aims to increase
system adaptability by integrating cutting-edge technology for bet-
ter situational awareness and environmental perception. The goal
of this extensive future effort is to improve the system’s efficacy by
expanding its capabilities for a wider range of real-world circum-
stances and user profiles.
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