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A STABILIZED HYBRIDIZED NITSCHE METHOD FOR SIGN-CHANGING

ELLIPTIC PDES

ERIK BURMAN1, ALEXANDRE ERN2 AND JANOSCH PREUSS1

Abstract. We present and analyze a stabilized hybridized Nitsche method for elliptic problems with sign-

changing coefficients without imposing symmetry assumptions on the mesh around the material interfaces.

The use of a stabilized primal-dual formulation allows us to cope with the sign-changing nature of the
problem and to prove optimal error estimates under two assumptions on the continuous problem, namely

that it admits a unique solution and that the contrast at the sign-changing interface lies outside a certain
critical interval. The method can be used on arbitrary shape-regular meshes (fitted to material interfaces)

and yields optimal convergence rates for smooth solutions. As an illustration, the method is applied to

simulate a realistic acoustic cloaking device.

Keywords: sign-changing PDEs, Finite Elements, Stabilized methods, Hybridized Methods,
Metamaterials
MSC 2020: 65N20, 65N30, 78A48

1. Introduction

In the last decades, extensive research was motivated by the aim to manufacture so-called metamaterials
leading to propagation of electromagnetic and acoustic waves in ways that are unknown from naturally
occuring materials. These synthetic materials have many interesting applications. Acoustic metamaterials,
for example, can be used to cloak objects from incoming sound waves. We refer the reader to [30] for a
review and to [35] for an overview of the mathematical theory behind cloaking. Often, metamaterials are
constructed by placing natural materials of size smaller than the wavelength of interest in repeating patterns
to produce the desired effects. In the paper, we consider the fully homogenized version of such materials
which already poses enough challenges for their mathematical analysis and numerical resolution. Indeed,
when it comes to simulating wave propagation inside metamaterials, one is faced with the challenge to deal
with the sign-changing nature of the material coefficients. This leads to variational problems which are
not coercive, even when the wavenumber vanishes, thereby precluding the application of many established
numerical methods relying on this property.

To start with, let us briefly outline the current approaches in the numerical analysis literature which
have been proposed to cope with sign-changing coefficients. To investigate well-posedness of these problems
at the continuous level, the approach of T-coercivity, introduced in [7], has proved to be fruitful. It turns
out that the problem is Fredholm provided that the contrast between the material parameters at the sign-
changing interface lies outside some critical interval of the negative real axis. We refer to [4] in which scalar
problems are studied using this approach and to [5, 6] for applications to time-harmonic Maxwell problems.
T-coercivity is a reformulation of the inf-sup condition that is necessary and sufficient for well-posedness,
here applied to a symmetric problem in Hilbert spaces (see, e.g., Chap. 25 of [33]). The T operator allows
one to keep track of the maximizer considered in the proof of the inf-sup condition.
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Even when the contrast lies outside the critical interval, standard Galerkin methods can struggle with
sign-changing problems. Proving convergence on arbitrary regular meshes typically requires the additional
assumption that the contrast is sufficiently large, see [7, 24]. Alternatively, certain conditions on the mesh
must be respected for the Galerkin discretization to work properly. These conditions allow one to apply the
T-coercivity framework, or, equivalently, to prove the inf-sup condition, at the discrete level, see, e.g., [26, 3].
Furthermore, we refer to [23, 36] for an application to eigenvalue problems and to [24] for an application to
multi-scale problems using the framework of localized orthogonal decomposition. Unfortunately, the above
conditions on the mesh can be very challenging to realize if the interface at which the sign change occurs
is geometrically complicated. They even become impossible to realize for certain advanced discretization
techniques, e.g., geometrically unfitted methods. In the recent preprint [37], an approach was suggested to
avoid these stringent assumptions on the mesh. However, its implementation involves an intricate assembly
procedure and a delicate construction of adapted quadrature rules, which have so far been neglected in the
corresponding error analysis.

Let us continue to discuss alternative approaches. In the case of piecewise constant coefficients, the
problem can be treated using boundary element methods, see Section 5 in [41]. For more general settings,
we are aware of two other finite-element based approaches that can be applied on general meshes. An
optimization-based method was proposed in [1], see also [2], and very recently also an optimal control-based
method was devised in [27] which overcomes a potentially restrictive regularity condition required in the
former reference. These methods can be proven to converge. Yet, it seems that convergence rates have not
been proven for either of these methods. Moreover, the solution of the associated optimization problems
requires additional computational effort. Hence, there is the need for more research on this subject.

In the paper, we propose a stabilized finite element method for the numerical simulation of acoustic
metamaterials. We proceed in the spirit of [9] in which a stabilized primal-dual framework is introduced
to discretize non-coercive or ill-posed problems using the finite element method. This methodology has
for example been applied to various unique continuation problems[10, 15, 16, 18, 19] for which it leads to
optimal error estimates when combined with appropriate conditional stability estimates for the continuous
problem[20]. In the paper, we show how to apply this framework to treat problems with sign-changing
coefficients under the assumption that the (possibly curved) meshes are fitted to the interface. In particular,
we derive optimal error estimates in the H1-norm under the assumption that the problem admits a unique
solution and the contrast lies outside the critical interval mentioned above. A hybridized Nitsche method
is considered in which an interface variable is introduced to enforce the appropriate zero-jump conditions
across the interface. Moreover, the discretization hinges, for both the primal and the dual variable, on
continuous finite elements on both subdomains, and discontinuous finite elements for the interface variable.
The hybridized Nitsche method has been introduced in [31] for an elliptic interface problem without sign-
changes. We also notice that it is possible to employ a hybridized discontinuous Galerkin method in the
subdomains, as done, e.g., in [11, 12] for unique continuation problems.

Let us briefly distinguish our method from the ones already proposed in the literature. In contrast to
the plain Galerkin discretization, our approach is applicable on arbitrary shape-regular meshes without any
symmetry requirement. The price to pay is to solve for a larger problem since a dual variable is introduced
and needs to be approximated as well. Furthermore, even though there already exist other methods in
the literature[1, 27, 2] which can be applied on arbitrary shape-regular meshes, it seems that convergence
rates for these methods have not been shown so far. As we are able to do so under the assumption of
well-posedness, it thus seems that our method closes a gap in the literature.

On the other hand, several open questions remain for future research. Firstly, if we lower the assumption
on the continuous problem to uniqueness, we still obtain convergence, but in a fairly weak norm which does
not provide much information of practical interest about the quality of the approximate solution. Secondly,
our method requires that the solution of the continuous problem is subdomain-wise in Hs for s > 3/2, which
is the same assumption stated in Proposition 2.1 of [1]. This assumption may fail to hold if the interface has
very low regularity. We mention that some methods proposed in the literature operate under lower regularity
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assumptions as those in [27, 37]. Thus, the extension of our method to allow for weaker assumptions on
the continuous problem and the study of its convergence (rates) remains a topic that deserves additional
research.

The remainder of the paper is structured as follows. We define the hybridized Nitsche method in
Sec. 2 and prove its convergence in Sec. 3. In Sec. 4, we conduct numerical experiments to investigate the
performance of the method for academic test cases and an actual metamaterial proposed in the physics
literature. We finish in Sec. 5 with a conclusion and give some perspectives on further research.

2. Continuous and discrete settings

In this section, we present the continuous and discrete settings. In Sec. 2.1, we introduce the continuous
model problem and state certain assumptions related to its solvability. We then move on to the disrete
setting by introducing the mesh and the finite element space in Sec. 2.2. The standard hybridized Nitsche
method and its limitations when applied to sign-changing problems are discussed in Sec. 2.3. To resolve
these issues, we combine this method in Sec. 2.4 with a stabilized primal-dual approach. Sec. 2.5 is devoted
to the discusssion of the concrete choice of stabilization terms for the sign-changing problem.

2.1. Model problem. We consider a bounded domain Ω ⊂ Rd for d ∈ {2, 3} split by an interface Γ into two
subdomains Ω± in such a way that Ω = Ω+∪Ω− and ∂Ω+∩∂Ω− = Γ. For a pair of constants σ+ > 0, σ− < 0,
a pair of functions µ± ∈ L∞(Ω±) representing reaction coefficients, and a pair of functions f± ∈ L2(Ω±)
representing source terms, we consider the following model problem: Find u := (u+, u−) ∈ H1(Ω+)×H1(Ω−)
such that

L±(u±) := −∇ · (σ±∇u±) + µ±u± = f± in Ω±, (2.1a)

u± = 0 on ∂Ω± \ Γ, (2.1b)

together with the jump interface conditions

JuKΓ = 0 on Γ, (2.2a)

Jσ∇uKΓ·nΓ = 0 on Γ, (2.2b)

where
JuKΓ := u+|Γ − u−|Γ, Jσ∇uKΓ := σ+∇u+|Γ − σ−∇u−|Γ. (2.3)

Here, we denote the outward unit normal vector of the subdomain Ω± by n± and conventionally set nΓ := n+

pointing from Ω+ into Ω−. Note that there is no assumption on the sign of µ±, so that (2.1a) covers, in
particular, the case of the Helmholtz equation. Owing to the jump condition (2.2a), it is meaningful to
consider the function ũ ∈ H1(Ω) such that ũ|Ω± = u±, and we notice that ũ ∈ H1

0 (Ω) owing to (2.1b). We
slightly abuse the notation and write u instead of ũ. We also define the spaces

V reg
± := {v ∈ H1(Ω±) | −∇ · (σ±∇v±) ∈ L2(Ω±)}, (2.4)

and notice that u± ∈ V reg
± owing to (2.1a) and our assumption f± ∈ L2(Ω±). For later purpose, we define

σ[ := min(σ+,−σ−) and σ] := max(σ+,−σ−).
To perform the error analysis, some assumptions on the model problem (2.1)-(2.2) are required. The

weakest assumption under which our method can operate is that of uniqueness.

Assumption 1 (Uniqueness). The model problem (2.1)-(2.2) with zero right-hand side admits only the
trivial solution in H1

0 (Ω).

Under this assumption we merely show convergence in a very weak norm. To obtain convergence in a
stronger norm, we require a well-posedness result, or at least a conditional stability result. From [4], see also
[29, 8, 26], it is known that the model problem (2.1)-(2.2) is Fredholm provided that the contrast σ−/σ+ lies
outside of some critical interval Icrit of the negative real axis. This leads to the following assumption, under
which we show optimal convergence in the H1-norm. We remark that the anaylsis in the recently published
[27] is performed under the same assumption.
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Assumption 2 (Uniqueness and σ−/σ+ /∈ Icrit). There is Cstab such that, for all f ∈ H−1(Ω), there exists
a unique u ∈ H1

0 (Ω) so that
∑
±(σ±∇u±,∇v±)Ω± + (µ±u±, v±)Ω± = 〈f, v〉 for all v ∈ H1

0 (Ω), and u fulfills
the stability estimate {∑

±
|σ±| ‖∇u±‖2Ω±

} 1
2 ≤ σ−

1
2

[ Cstab ‖f‖H−1(Ω) , (2.5)

with ‖f‖H−1(Ω) := supy∈H1
0 (Ω)

〈f,y〉
‖∇y‖Ω and where the factor σ

− 1
2

[ is a natural scaling to make the constant

Cstab nondimensional.

Generic constants that are independent of the problem parameters (including the size of Ω) are simply
called C in what follows. The value of C can change at each occurrence. We characterize the dependence of
the other named constants on the problem parameters explicitly.

We define the functional spaces V± := {v± ∈ H1(Ω±) | v±|∂Ω±\Γ = 0} and

V := V+ × V−, VΓ := L2(Γ), V̂ := V × VΓ. (2.6)

Note that for a function v := (v+, v−) ∈ V , we have in general JvKΓ 6= 0. For later use, we record here the
following result.

Lemma 2.1 (Poincaré inequality). There is a (nondimensional) constant CP > 0 (independent of the

problem parameters) such that, for all (z, zΓ) ∈ V̂ , we have

‖z‖2L2(Ω) =
∑
±
‖z±‖2Ω± ≤ C

P`2Ω
∑
±

{
‖∇z±‖2Ω± + `−1

Ω ‖z± − zΓ‖2Γ
}
, (2.7)

where `Ω is a length scale associated with Ω, e.g., its diameter.

Proof. Owing to the Peetre–Tartar Lemma (see, e.g., Theorem 2.1.3 in [34] or Lemma A.20 in [32]), we infer
that there is a constant C such that, for all z := (z+, z−) ∈ V ,

‖z‖2L2(Ω) ≤ C`2Ω

(∑
±
‖∇z±‖2Ω± + `−1

Ω ‖JzKΓ‖2Γ

)
,

since the right-hand side is positive definite on V and the embedding V ↪→ L2(Ω) is compact. The claim
follows by adding and subtracting zΓ in the jump term and using the triangle inequality. �

2.2. Discrete setting. We assume that Ω and Ω± are all (Lipschitz) polygons/polyhedra so that they
can be meshed exactly by a matching affine triangulation. Let Th be such a triangulation, so that the
subtriangulations T ±h := {T ∈ Th | T ⊂ Ω±} fit the subdomains Ω±, respectively. The mesh elements are
conventionally taken to be closed sets, and the interior of any two distinct elements is disjoint. Moreover,
setting

Ωh :=
⋃
T∈Th

T, Ωh,± :=
⋃

T∈T ±h

T, Γh := ∂Ωh,+ ∩ ∂Ωh,−, (2.8)

we have
Ω = Ωh, Ω± = Ωh,±, Γ = Γh. (2.9)

We discuss in Sec. 3.4 appropriate extensions of our method in the presence of curved boundaries ∂Ω and
Γ for which the equalities in (2.9) no longer hold. Continuing now with the case of polygonal/polyhedral
domains, let the set of all facets Fh of Th be partitioned into

Fh = F∂Ω
h ∪ FΓ

h ∪ F+
h ∪ F−h , (2.10)

where F∂Ω
h and FΓ

h denote the facets on ∂Ω and Γ, respectively, and F±h are the interior facets of Ω±, i.e.,

those facets that neither belong to ∂Ω nor to Γ. For all F ∈ F±h , nF denotes the unit normal to F = T1∩T2

with an arbitrary but fixed orientation and the jump operator across F is defined as

J∇u±KF := ∇u±|T1
|F (nF · nT1

) +∇u±|T2
|F (nF · nT2

), (2.11)
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where nT1
and nT2

are the outward pointing normal vectors of T1 and T2, respectively. This definition
leaves an arbitrariness in the sign of the jump operator which is, however, irrelevant in what follows. To
alleviate technicalities, we assume furthermore that Th is quasi-uniform and use a single mesh size h. We
use the notation (v, w)M :=

∫
M
vw dx and ‖v‖2M := (v, v)M to denote the L2-scalar product and norm (with

appropriate Lebesgue measure) over a subset M ⊂ Ω which can be a collection of either mesh cells or mesh
facets.

Let l ≥ 0 be a polynomial degree, let Pl(T ) be the space of d-variate polynomials of degree at most l on
T ∈ Th, and let Pl(F ) be the space of (d− 1)-variate polynomials of degree at most l on F ∈ FΓ

h . We define
the usual continuous finite element spaces on the subdomains: For l ≥ 1,

V lh,± :=
{
vh,± ∈ H1(Ω±) | vh,±|T ∈ Pl(T ), ∀T ∈ T ±h | vh,±|∂Ω±\Γ = 0

}
⊂ V±, (2.12)

and the discontinuous finite element space on the interface: For l ≥ 0,

V lh,Γ :=
{
vh ∈ L2(Γ) | vh|F ∈ Pl(F ), ∀F ∈ FΓ

h

}
⊂ VΓ. (2.13)

We will invoke the following trace inequality:

h ‖∇z±‖2Γ ≤ Ctr
± ‖∇z±‖2Ω± , ∀z± ∈ V lh,±, (2.14)

where Ctr
± depends on the polynomial degree l (see, e.g., Sec. 12.2 in [32]).

For a real number s ≥ 1, we consider the broken Sobolev spaces Hs(T ±h ) := {v± ∈ L2(Ω±) | v±|T ∈
Hs(T ), ∀T ∈ T ±h }, and set |v±|2Hs(T ±h )

:=
∑
T∈T ±h

|v±|2Hs(T ). Let Πh,l
± and Πh,l

Γ denote (quasi-)interpolation

operators into the spaces V lh,±, respectively V lΓ, with the expected approximation properties:

|v± −Πh,l
± (v±)|Hm(T ±h ) ≤ Chs−m|v±|Hs(T ±h ), (2.15)

for all s ∈ {1, . . . , l + 1} and all m ∈ {0, . . . , s}, and

‖v± −Πh,l
Γ (v±)‖F ≤ Chs−

1
2 |v±|Hs(T±), ∀F ∈ FΓ

h ∪ F±h , (2.16)

for all s ∈ {1, . . . , l + 1}, where T± ∈ T ±h are the two mesh cells of which F is a facet. We can take Πh,l
± to

be the Scott–Zhang operator[40] or the L1-stable quasi-interpolation operators from Chap. 22 of [32], and

Πh,l
Γ to be the local L2-projection.

2.3. Hybridized Nitsche method. The presence of the interface can lead to contrasting physical phenom-
ena in the respective subdomains. For this reason, it is useful to employ a flexible discretization that allows
to decouple the subdomain problems as much as possible. We opt here for a hybridized Nitsche method[31]
in which the coupling occurs only at the interface via a hybrid variable. The method offers the possibilities
of using independent meshes in the subdomains and to apply static condensation to obtain linear systems
for the hybrid variable only.

We recall that the hybridized Nitsche method is defined via the following bilinear form on (V kh,±×V kh,Γ)×
(V kh,± × V kh,Γ):

a±[(uh,±, uh,Γ);(vh,±, vh,Γ)] := (σ±∇uh,±,∇vh,±)Ω± + (µ±uh,±, vh,±)Ω±

− (σ±∇uh,±·n±, vh,± − vh,Γ)Γ − (σ±∇vh,±·n±, uh,± − uh,Γ)Γ

+
λ±|σ±|
h

(uh,± − uh,Γ, vh,± − vh,Γ)Γ, (2.17)

for user-dependent (nondimensional) parameters λ± > 0 to be chosen sufficiently large. Notice that, in order
to enhance stability and symmetrize the linear system, the bilinear form a± contains additional terms that
vanish when (uh,±, uh,Γ) is replaced by the exact solution (u|Ω± , u|Γ) of (2.1)-(2.2). In particular,

0 = (Jσ∇uK · nΓ, vh,Γ)Γ =
∑
±

(σ±∇u±·n±, vh,Γ)Γ. (2.18)
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Owing to the addition of these terms, the stability for coercive problems readily follows via a standard
application of Young’s inequality and the trace inequality (2.14). However, the story is different for sign-
changing coefficients since carrying out this argument yields

a±[(vh,±, vh,Γ); (vh,±, vh,Γ)]

≥ σ′±‖∇vh,±‖2Ω± + (µ±vh,±, vh,±)Ω± + (λ± − 2Ctr
± )
|σ±|
h
‖vh,± − vh,Γ‖2Γ, (2.19)

with σ′+ := 1
2σ+ and σ′− := 3

2σ−. Since σ′− < 0, the hybridized Nitsche method on its own does not lead to
stable discretizations for sign-changing problems. A preliminary idea to fix this deficit is add an additional
term that stabilizes ‖∇vh,−‖2Ω− . However, this is inconsistent as ∇u− 6≡ 0 in general and thus spoils the

convergence of the method. The way forward, which we detail in the next section, is to impose the PDE via
a Lagrange multiplier which can be stabilized (almost) as much as desired as it approximates zero.

2.4. Primal-dual stabilized FEM. To resolve the issue encountered in the previous section, we utilize the
methodology that was proposed in [9] to solve non-coercive or ill-posed problems via a stabilized primal-dual
formulation. We introduce an additional dual variable that may live in an approximation space different
from the primal variable. To allow for a compact notation, we define the discrete spaces

V̂h := (V kh,+ × V kh,−)× V kh,Γ, V̂ ∗h := (V k
∗

h,+ × V k
∗

h,−)× V k
∗
Γ

h,Γ, (2.20)

and we use the notation ûh := (uh, uh,Γ), uh := (uh,+, uh,−) for a generic element of the space V̂h associated

with the primal variable and ẑh := (zh, zh,Γ), zh := (zh,+, zh,−) for a generic element of V̂ ∗h associated with
the dual variable. We assume that

k ≥ max(k∗, k∗Γ), k∗Γ ≥ k − 1. (2.21)

We define a Lagrangian for the discrete problem as

L(ûh, ẑh) = a[ûh, ẑh]− f̃(zh) +
1

2
s[ûh − û, ûh − û]− 1

2
s̃(zh, zh), (2.22)

which represents a residual energy to be minimized. Its constituents are defined and motivated as follows:
(i) The first two terms in (2.22) enforce the PDE constraint, where we defined

a[ûh, ẑh] :=
∑
±
a±[(uh,±, uh,Γ); (zh,±, zh,Γ)], (2.23)

with a±[·; ·] from (2.17) and

f̃(zh) :=
∑
±

(f±, zh,±)Ω± . (2.24)

(ii) The third term s[·, ·] minimizes the distance between the exact solution u of (2.1)-(2.2) and the discrete
approximation in an appropriate (semi-)norm. Here, û := ((u+, u−), uΓ) with u± := u|Ω± and uΓ := u|Γ.
This third term serves to stabilize the primal variable and can be used to incorporate a priori knowledge
about the continuous solution into the minimization problem. (iii) The fourth term s̃[·, ·] stabilizes the dual
variable. This term is crucial to recover an inf-sup stable formulation for the sign-changing problem.

We search for a critical point of the Lagrangian L by solving the first-order optimality conditions:

∂ẑhL(ŷh) = a[ûh, ŷh]− f̃(yh)− s̃(zh, yh) = 0, ∀yh ∈ V̂ ∗h , (2.25a)

∂ûh
L(ŵh) = a∗[ẑh, ŵh] + s[ûh − û, ŵh] = 0, ∀ŵh ∈ V̂h. (2.25b)

The second equation (2.25b) for the dual variable ẑh is associated with the formal adjoint bilinear form
a∗[ẑh, ŵh] := a[ŵh, ẑh]. Note that setting ûh = û and ẑh = 0 solves the system (see Lemma 2.3 below).
That is, ẑh approximates zero which leaves significant freedom in choosing the dual stabilization s̃(·, ·). In
practice, it is however desirable to opt for the minimal choice for which stability holds since an excessive dual
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stabilization perturbs the PDE constraint for the primal variable realized by (2.25a). Defining the bilinear
form

B[(v̂h, ẑh); (ŵh, ŷh)] := a∗[ẑh, ŵh] + a[v̂h, ŷh] + s[v̂h, ŵh]− s̃(zh, yh). (2.26)

allows us to rewrite the equations in a more compact notation: Find (ûh, ẑh) ∈ V̂h × V̂ ∗h such that, for all

(ŵh, ŷh) ∈ V̂h × V̂ ∗h ,

B[(ûh, ẑh); (ŵh, ŷh)] = f̃(yh) + s[û, ŵh]. (2.27)

Let us now sketch how this formulation can be used to overcome the stability issue observed for the
original hybridized Nitsche method in Sec. 2.3. We have

B[(v̂h, ẑh); (ẑh, 0)] = a[ẑh, ẑh] + s[v̂h, ẑh], (2.28)

and we recognize the term a[ẑh, ẑh] from (2.19) which is indefinite in Ω−. However, now the problem has
shifted to the dual variable, and we are allowed to compensate by means of the dual stabilization. Indeed,
for a real number α > 0, we have

B[(v̂h, ẑh); (αv̂h,−αẑh)] = αs[v̂h, v̂h] + αs̃(zh, zh),

and the dual stabilization αs̃(zh, zh) can be chosen so as to absorb terms that prevent a[ẑh, ẑh] from being

coercive, e.g., −‖∇zh,−‖2Ω− . This is legitimate since ẑh approximates zero. We refer to Lemma 3.3 below

for the full proof of discrete inf-sup stability.

2.5. Choice of appropriate stabilization. It remains to define and motivate the stabilization terms

s[v̂h, ŵh] :=
∑
±
s±[(vh,±, vh,Γ); (wh,±, wh,Γ)], s̃(zh, yh) :=

∑
±
s̃±(zh,±; yh,±), (2.29)

appearing in the variational formulation (2.27). We define the dual stabilization as

s̃±(zh,±, yh,±) := γ∗±|σ±|(∇zh,±,∇yh,±)Ω± + µ̃±(zh,±, yh,±)Ω± ,

for (nondimensional) stabilization parameters γ∗± and µ̃± := ‖µ	±‖L∞(Ω±) with the negative-part operator

µ	± := 1
2 (|µ±| − µ±). For later purpose, we also define µ⊕± := 1

2 (|µ±|+ µ±) and notice that µ± = µ⊕± − µ	±,
and we set µ∞,± := ‖µ±‖L∞(Ω±). We notice that µ̃± = 0 if µ± ≥ 0 and already mention that we can choose
γ∗− := 1 and γ∗+ := 0. This shows that the dual stabilization is only required where a[·, ·] fails to be coercive.
However, it is possible and potentially useful to take γ∗+ := 1, e.g., to facilitate the solution of the linear
systems or to retain some symmetry of the original problem.

Let us proceed to the definition of the primal stabilization. We set for all (v±, vΓ), (w±, wΓ) ∈ V̂ with
v±, w± ∈ V lh,±+V reg

± ∩Hs(T ±h ), s > 3
2 (this last requirement allows us to consider jumps of normal derivatives

across the mesh interfaces in Ω±),

s±[(v±, vΓ); (w±, wΓ)] :=
∑
T∈T ±h

γLS
±

h2

|σ±|
(L±(v±),L±(w±))T

+
∑
F∈F±h

|σ±|h (J∇v±KF ·nF , J∇w±KF ·nF )F

+
|σ±|
h

(v± − vΓ, w± − wΓ)Γ, (2.30)

for a (nondimensional) stabilization parameter γLS
± > 0. The first term is a Galerkin least-squares stabiliza-

tion that minimizes the PDE residual at the element-level. The second term promotes smoothness of the
discrete solution by penalizing the jump of the normal derivative across facets. The use of this stabilization
is motivated by the following identity which follows from integration by parts.
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Lemma 2.2 (Basic identity). The following holds for all v± ∈ V lh,± + V reg
± ∩ Hs(T ±h ), s > 3

2 , and all
w± ∈ V±: ∑

T∈T ±h

(L±(v±), w±)T = (σ±∇v±,∇w±)Ω± + (µ±v±, w±)Ω±

−
∑
F∈F±h

(σ±J∇v±KF ·nF , w±)F − (σ±∇v±·n±, w±)Γ. (2.31)

Using this identity, we control below the PDE residual in the H−1-norm by a weak norm which is
essentially carried by the stabilization and in which convergence of the discrete to the exact solution is
shown. We refer the reader to Lemmas 3.10 and 3.5 below for the full arguments. Combining these results
with Assumption 2 then allows us to prove convergence in the H1-norm.

Before embarking on the error analysis, let us convince ourselves that the proposed stabilization is
consistent.

Lemma 2.3 (Consistency). Let u ∈ H1
0 (Ω) solve (2.1)-(2.2) and denote û = ((u+, u−), uΓ) with u± := u|Ω±

and uΓ := u|Γ. Assume that u± ∈ Hs(Ω±), s > 3
2 . The following holds: For all (ŵh, ŷh) ∈ V̂h × V̂ ∗h ,

B[(û, 0), (ŵh, ŷh)] =
∑
±

{
(f±, yh,±)Ω± +

∑
T∈T ±h

γLS
±

h2

|σ±|
(f±,L±(w±))T

}
. (2.32)

Proof. We have B[(û, 0), (ŵh, ŷh)] = a[û, ŷh] + s[û, ŵh]. Summing (2.17) over ±, using that Jσ∇uK·nΓ =
0, and invoking the basic identity from Lemma 2.2 (recall from Sec. 2 that u± ∈ V reg

± ) gives a[û, ŷh] =∑
±(f±, yh,±)Ω± . Moreover, we have

s[û, ŵh] =
∑
±

∑
T∈T ±h

γLS
±

h2

|σ±|
(f±,L±(w±))T (2.33)

since L±(u±) = f± in Ω±. This completes the proof. �

Notice that (2.33) also shows that the variational formulation (2.27) can be implemented based solely
on the given data.

Remark 2.4 (Penalty on jumps of higher-order derivatives). So far, we added the minimal stabilization
that allows us to prove optimal convergence rates in the H1-norm if Assumption 2 holds, i.e., the solution is
unique and the contrast lies outside the critical interval. In this case, the solution depends continuously on
the data, so that we have strong stability. If the contrast lies instead inside the critical interval, we expect
the problem to be far less stable so that adding more stabilization (or regularization) at the discrete level may
turn out to be beneficial. Here, we mention the possibility of strenghtening the primal stabilization s± defined
in (2.30) by adding a penalty on the jumps of second-order derivatives across facets:∑

F∈F±h

h3
(
JD2v±KF , JD2w±KF

)
F
,

where D2 denotes the Hessian. A similar stabilization is already analyzed in the application of a stabilized
primal-dual FEM to the unique continuation problem for the Lamé system, see [22]. Here, we will numerically
investigate the potential of this stabilization for the sign-changing problem in Sec. 4.3, in which an experiment
for a problem with contrast lying inside the critical interval is presented.

3. Error analysis

The error analysis proceeds in three steps. In Sec. 3.1, we prove the (discrete) inf-sup stability of the
bilinear form B in a weak triple norm |‖·‖| defined in (3.2) below. A convergence result in this norm is
derived in Sec. 3.2. The first two steps only require uniqueness of the solution to the continuous problem
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(2.1)-(2.2), i.e., Assumption 1. An error estimate in the H1-norm is derived in Sec. 3.3 under the stronger
Assumption 2. Finally, an extension of the method to allow for curved interfaces is presented in Sec. 3.4.

3.1. Discrete stability. Here, we deal with the stability of the discrete problem, and, for ease of notation,
we drop the index h on the discrete variables. We define the stabilization (semi-)norm on V̂h by |v̂|2s := s[v̂, v̂],
i.e.,

|v̂|2s :=
∑
±

{ ∑
T∈T ±h

γLS
±

h2

|σ±|
‖L±(v±)‖2T +

∑
F∈F±h

|σ±|h ‖J∇v±KF ·nF ‖2F

+
|σ±|
h
‖v± − vΓ‖2Γ

}
. (3.1)

Furthermore, we define the following triple norm on V̂h × V̂ ∗h :

|‖(v̂, ŷ)‖|2 := |v̂|2s + σ−1
] h ‖Jσ∇vKΓ·nΓ‖2Γ

+
∑
±

{
|σ±| ‖∇y±‖2Ω± + µ̃±‖y±‖2Ω± +

|σ±|
h
‖y± − yΓ‖2Γ

}
. (3.2)

Lemma 3.1 (Triple norm). Let Assumption 1 hold true. Then |‖·‖| defines a norm on V̂h × V̂ ∗h .

Proof. Let (v̂, ẑ) ∈ V̂h × V̂ ∗h be such that |‖(v̂, ŷ)‖| = 0. We need to prove that v± = 0, vΓ = 0, y± = 0,
and yΓ = 0. Owing to the definition of the triple norm, we infer that L±(v±)|T = 0 for all T ∈ T ±h ,

J∇v±KF ·nF = 0 for all F ∈ F±h , Jσ∇vKΓ·nΓ = 0, v+ = vΓ = v− on Γ, as well as ∇y± = 0 in Ω± and

y+ = yΓ = y− on Γ. Since ŷ ∈ V̂ ∗h ⊂ V̂ , the Poincaré inequality from Lemma 2.1 readily gives y± = 0, and
thus yΓ = 0. Let us now deal with v̂. Since v+ = vΓ = v−, we infer that JvKΓ = 0 on Γ, and we also have
Jσ∇vKΓ·nΓ = 0. Moreover, L±(v±)|T = 0, for all T ∈ T ±h , and J∇v±KF ·nF = 0, for all F ∈ F±h , imply that
L±(v±)|Ω± = 0. Hence, v = (v+, v−) solves (2.1)-(2.2) with right-hand side f± = 0, so that v is zero by
Assumption 1. Then, also vΓ = v±|Γ = 0, and this completes the proof. �

Lemma 3.2 (Bound on stabilization). Set the least-squares stabilization parameters so that

γLS
± ≤ γLS

],± :=
{

max(1, (σ[|σ±|)−1h2`2Ωµ
2
∞,±)

}−1
. (3.3)

There is Cs, independent of h and the problem parameters, so that, for all ŷ ∈ V̂ ∗h ,

|ŷ|2s ≤ Cs
∑
±
|σ±|

{
‖∇y±‖2Ω± +

1

h
‖y± − yΓ‖2Γ

}
. (3.4)

Proof. Invoking inverse inequalities, the assumption (3.3) and h ≤ `Ω, we infer that∑
±

∑
T∈T ±h

γLS
±

h2

|σ±|
‖L±(y±)‖2T ≤ 2

∑
±

∑
T∈T ±h

γLS
±
{
h2 |σ±| ‖∆y±‖2T + h2 µ

2
∞,±
|σ±| ‖y±‖

2
T

}
≤ C

∑
±
γLS
±
{
|σ±| ‖∇y±‖2Ω± + h2 µ

2
∞,±
|σ±| ‖y±‖

2
Ω±

}
≤ C

∑
±
γLS
± max

(
1, h2`2Ω

µ2
∞,±

σ[|σ±|

){
|σ±| ‖∇y±‖2Ω± + σ[`

−2
Ω ‖y±‖

2
Ω±

}
≤ C

∑
±

{
|σ±| ‖∇y±‖2Ω± + σ[`

−2
Ω ‖y±‖

2
Ω±

}
.

We conclude by observing that

σ[`
−2
Ω

∑
±
‖y±‖2Ω± ≤ C

P
∑
±
|σ±|

{
‖∇y±‖2Ω± +

1

h
‖y± − yΓ‖2Γ

}
,
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owing to the Poincaré inequality from Lemma 2.1, σ[ ≤ |σ±| and h ≤ `Ω. �

We can now state the main stability result of this section.

Theorem 3.3 (Inf-sup stability). Assume that the polynomial degrees satisfy (2.21). Assume that λ± ≥
2Ctr
± + 1

2 and that γLS
± are prescribed by (3.3). The following holds:

inf
06=(v̂,ẑ)∈V̂h×V̂ ∗h

sup
06=(ŵ,ŷ)∈V̂h×V̂ ∗h

B[(v̂, ẑ); (ŵ, ŷ)]

|‖(v̂, ẑ)‖||‖(ŵ, ŷ)‖| ≥ β > 0, (3.5)

where, setting λ] := max(λ±),

β :=
1

4

(
2(α2 + Cs + 2 max(Ctr

± ) + 2)
)− 1

2 , α := max(2, Cs + 2
3λ

2
] + 1

4 ). (3.6)

Consequently, under Assumption 1, the discrete problem (2.27) is well-posed.

Proof. (1) Let α > 0 be chosen as in (3.6). We have

B[(v̂, ẑ); (αv̂,−αẑ)] = αs[v̂, v̂] + αs̃(z, z) = α|v̂|2s +
∑
±
α
{
γ∗±|σ±|‖∇z±‖2Ω± + µ̃±‖z±‖2Ω±

}
. (3.7)

(2) Since k ≥ max{k∗, k∗Γ} owing to (2.21), it is legitimate to test with ŵ := ẑ. We observe that

B[(v̂, ẑ); (ẑ, 0)] = a[ẑ, ẑ] + s[v̂, ẑ].

On the one hand, proceeding as in (2.19), we obtain

a±[(z±, zΓ); (z±, zΓ)] ≥ σ′±‖∇z±‖2Ω± + (µ±z±, z±)Ω± + (λ± − 2Ctr
± )
|σ±|
h
‖z± − zΓ‖2Γ,

with σ′+ := 1
2σ+ and σ′− := 3

2σ−. Summing over both subdomains and using the assumption on λ±, this
gives

a[ẑ, ẑ] ≥
∑
±

{
σ′±‖∇z±‖2Ω± + (µ±z±, z±)Ω± +

1

2

|σ±|
h
‖z± − zΓ‖2Γ

}
. (3.8)

On the other hand, owing to Young’s inequality and the estimate (3.4), we infer that

s[v̂, ẑ] ≥ − Cs|v̂|2s −
1

4Cs
|ẑ|2s

≥ − Cs|v̂|2s −
1

4

∑
±
|σ±|

{
‖∇z±‖2Ω± +

1

h
‖z± − zΓ‖2Γ

}
.

Taking into account (3.8), this gives

B[(v̂, ẑ); (ẑ, 0)] ≥ −Cs|v̂|2s +
∑
±

{
σ′′±‖∇z±‖2Ω± + (µ±z±, z±)Ω± +

1

4

|σ±|
h
‖z± − zΓ‖2Γ

}
, (3.9)

with σ′′+ := 1
4σ+ and σ′′− := 7

4σ−.

(3) Since k∗Γ ≥ k − 1 owing to (2.21), it is legitimate to test with ζ̂ := (0, ζΓ) with ζΓ := h
σ]

Jσ∇vKΓ·nΓ.

Using the Cauchy–Schwarz inequality followed by Young’s inequality and |σ±| ≤ σ], and observing that

s∗(ẑ, ζ̂) = 0, this gives

B[(v̂, ẑ); (0, ζ̂)] = a[v̂, ζ̂] =
∑
±

{
(σ±∇v±·n±, ζΓ)Γ −

λ±|σ±|
h

(v± − vΓ, ζΓ)Γ

}
=

h

σ]
‖Jσ∇vKΓ·nΓ‖2Γ −

∑
±

λ±|σ±|
σ]

(v± − vΓ, Jσ∇vKΓ·nΓ)Γ

≥ 1

4

h

σ]
‖Jσ∇vKΓ·nΓ‖2Γ −

∑
±

2λ2
±

3

|σ±|
h
‖v± − vΓ‖2Γ. (3.10)
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(4) Combining (3.7), (3.9), and (3.10), we infer that

B[(v̂, ẑ); (ŵ, ŷ)] ≥ (α− Cs − 2
3λ

2
] )|v̂|2s +

1

4

h

σ]
‖Jσ∇vKΓ·nΓ‖2Γ

+
∑
±

{
(αγ∗±|σ±|+ σ′′±)‖∇z±‖2Ω± + αµ̃±‖z±‖2Ω± + (µ±z±, z±)Ω± +

1

4

|σ±|
h
‖z± − zΓ‖2Γ

}
,

with ŵ := αv̂ + ẑ, ŷ := −αẑ + ζ̂. The condition α ≥ 2 ≥ 5
4 ensures that αµ̃±‖z±‖2Ω± + (µ±z±, z±)Ω± ≥

1
4 µ̃±‖z±‖2Ω± . Since we also have α ≥ Cs + 2

3λ
2
] + 1

4 , we obtain

B[(v̂, ẑ); (ŵ, ŷ)] ≥ 1

4
|v̂|2s +

1

4

h

σ]
‖Jσ∇vKΓ·nΓ‖2Γ

+
∑
±

{
(αγ∗±|σ±|+ σ′′±)‖∇z±‖2Ω± +

1

4
µ̃±‖z±‖2Ω± +

1

4

|σ±|
h
‖z± − zΓ‖2Γ

}
.

Finally, since α ≥ 2, we have αγ∗±|σ±|+ σ′′± ≥ 1
4 |σ±|. We infer that

B[(v̂, ẑ); (ŵ, ŷ)] ≥ 1

4
|‖(v̂, ẑ)‖|2.

(5) To conclude the proof of the inf-sup condition, we bound |‖(ŵ, ŷ)‖|. We have

|‖(ŵ, ŷ)‖|2 ≤ 2α2|‖(v̂, ẑ)‖|2 + 2|‖ẑ, ζ̂‖|2.
Moreover, since ζ± = 0, we have

|‖(ẑ, ζ̂)‖|2 = |ẑ|2s + σ−1
] h ‖Jσ∇zKΓ·nΓ‖2Γ +

∑
±

|σ±|
h
‖ζΓ‖2Γ

≤ |ẑ|2s + σ−1
] h ‖Jσ∇zKΓ·nΓ‖2Γ + 2

h

σ]
‖Jσ∇vKΓ·nΓ‖2Γ,

where we used the definition of ζΓ and |σ±| ≤ σ]. Invoking (3.4) to bound the first term on the right-hand
side and the trace inequality (2.14) to bound the second one, we infer that

|‖(ẑ, ζ̂)‖|2 ≤ (Cs + 2 max(Ctr
± ) + 2)|‖(v̂, ẑ)‖|2.

(6) Since the discrete problem (2.27) amounts to a square linear system, its well-posedness is a direct
consequence of the inf-sup condition (3.5) together with Lemma 3.1. �

3.2. Convergence in the triple norm. For all v̂ := (v, vΓ) with v± ∈ V lh,± + V reg
± ∩Hs(T ±h ), s > 3

2 , and

vΓ ∈ L2(Γ), we define the norm

|‖v̂‖|2] = |‖(v̂, 0)‖|2 +
∑
±
|σ±|

{
‖∇v±‖2Ω± + h ‖∇v±·nΓ‖2Γ + (σ[|σ±|)−1`2Ωµ

2
∞,± ‖v±‖2Ω±

}
= |v̂|2s + σ−1

] h ‖Jσ∇vKΓ·nΓ‖2Γ
+
∑
±
|σ±|

{
‖∇v±‖2Ω± + h ‖∇v±·nΓ‖2Γ + (σ[|σ±|)−1`2Ωµ

2
∞,± ‖v±‖2Ω±

}
. (3.11)

Lemma 3.4 (Continuity). For all v̂ = (v, vΓ) with v± ∈ V lh,±+V reg
± ∩Hs(T ±h ), s > 3

2 , and vΓ ∈ L2(Γ), and

for all (ŵh, ŷh) ∈ V̂h × V̂ ∗h , the following holds:∣∣B[(v̂, 0), (ŵh, ŷh)]
∣∣ ≤ Cbnd|‖v̂‖|]|‖(ŵh, ŷh)‖|, (3.12)

with a constant Cbnd independent of h and the problem parameters.
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Proof. We observe that
∣∣B[(v̂, 0), (ŵh, ŷh)]

∣∣ ≤ ∣∣a[v̂, ŷh]
∣∣+∣∣s[v̂, ŵh]

∣∣ and bound the two terms on the right-hand
side.

(1) Bound on a[v̂, ŷh]. Since ŷh ∈ V̂ ∗h , we can use the trace inequality (2.14) to obtain∑
±

(σ±∇yh,±·n±, v± − vΓ)Γ ≤ (Ctr
± )

1
2

∑
±
‖∇yh,±‖Ω± |σ±|h

− 1
2 ‖v± − vΓ‖Γ

≤ (Ctr
± )

1
2 |‖v̂‖|]|‖(0, ŷh)‖|.

Moreover, we estimate the reaction term as follows:

∑
±

(µ±v±, yh,±)Ω± ≤
(∑
±
σ−1
[ `2Ωµ

2
∞,± ‖v±‖2Ω±

) 1
2
(
σ[`
−2
Ω

∑
±
‖yh,±‖2Ω±

) 1
2

≤
(∑
±
σ−1
[ `2Ωµ

2
∞,± ‖v±‖2Ω±

) 1
2

× (CP)
1
2

(∑
±
|σ±|

{
‖∇yh,±‖2Ω± + h−1 ‖yh,± − yh,Γ‖2Γ

}) 1
2

≤
(∑
±
σ−1
[ `2Ωµ

2
∞,± ‖v±‖2Ω±

) 1
2

(CP)
1
2 |‖(0, ŷh)‖|,

where we used the Poincaré inequality from Lemma 2.1 and σ[ ≤ |σ±|. The remaining terms are easily
bounded using the Cauchy-Schwarz inequality, leading to∣∣a[v̂, ŷh]

∣∣ ≤ C|‖v̂‖|]|‖(0, ŷh)‖|.
(2) Bound on s[v̂, ŵh]. The Cauchy–Schwarz inequality readily gives∣∣s[v̂, ŵh]

∣∣ ≤ |v̂|s|ŵh|s ≤ |‖v̂‖|]|‖(ŵh, 0)‖|.
(3) Combining the bounds from Steps 1 and 2 yields the assertion since |‖(ŵh, ŷh)‖|2 = |‖(ŵh, 0)‖|2 +
|‖(0, ŷh)‖|2. �

The next result demonstrates that the error in the triple norm |‖(·, ·)‖| is bounded by the best-approximation
error in the augmented triple norm |‖·‖|].

Theorem 3.5 (Convergence in triple norm). Let u ∈ H1
0 (Ω) solve (2.1)-(2.2) and denote û := ((u+, u−), uΓ)

with u± := u|Ω± and uΓ := u|Γ. Assume that u± ∈ Hs(T ±h ), s > 3
2 . Let (ûh, ẑh) ∈ V̂h× V̂ ∗h solve the discrete

problem (2.27). Under Assumption 1, we have

|‖(û− ûh, ẑh)‖| ≤
(

1 +
Cbnd

β

)
inf
v̂∈V̂h

|‖û− v̂h‖|]. (3.13)

Proof. Let v̂h ∈ V̂h be arbitrary. For all (ŵh, ŷh) ∈ V̂h × V̂ ∗h , the consistency result from Lemma 2.3 gives

B[(ûh − v̂h, ẑh); (ŵh, ŷh)] = B[(ûh, ẑh); (ŵh, ŷh)]−B[(v̂h, 0); (ŵh, ŷh)]

= B[(û, 0); (ŵh, ŷh)]−B[(v̂h, 0); (ŵh, ŷh)]

= B[(û− v̂h, 0); (ŵh, ŷh)].

Using Lemma 3.4 then yields

B[(ûh − v̂h, ẑh); (ŵh, ŷh)] ≤ Cbnd|‖û− v̂h‖|]|‖(ŵh, ŷh)‖|.
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In view of the inf-sup condition from (3.5), this implies

|‖(ûh − v̂h, ẑh)‖| ≤ Cbnd

β
|‖û− v̂h‖|].

The claim then follows from the triangle inequality |‖(û − ûh, ẑh)‖| ≤ |‖(û − v̂h, 0)‖| + |‖(v̂h − ûh, ẑh)‖|,
observing that |‖(û− v̂h, 0)‖| ≤ |‖û− v̂h‖|], and recalling that v̂h ∈ V̂h is arbitrary. �

Corollary 3.6 (Convergence rates for smooth solutions). Under the assumptions of Theorem 3.5 and as-
suming that u± ∈ Hk+1(T ±h ), we have

|‖(û− ûh, ẑh)‖| ≤ CCapphk
∑
±
|u±|Hk+1(T ±h ), (3.14)

with Capp := σ
1
2

] max(1, (σ[|σ±|)−
1
2h`Ωµ∞,±).

Proof. Combine the estimate (3.13) with the approximation properties (2.15)-(2.16) (we used γLS
± ≤ 1 owing

to (3.3) to simplify some expressions). �

3.3. Convergence in H1. To derive convergence rates in the H1-norm, we assume well-posedness of the
continuous problem (see Assumption 2). In particular, we would like to apply the stability estimate (2.5)
to the error u − uh. However, this is not possible since the discrete solution is not continuous across the
interface. To overcome this issue, we interpolate the discrete solution into an H1(Ω)-conforming space. The
following lemma ensures that the corresponding interpolation error can be bounded by the jump terms over
the interface which are controlled by the triple norm.

Lemma 3.7 (Discontinuous to continuous interpolation). There exists an interpolation operator Πc
h from

V̂h into a subspace of H1(Ω) such that, for all ŵh ∈ V̂h,∑
±
|σ±|

{
h−2 ‖Πc

h(ŵh)− wh,±‖2Ω± + ‖∇ (Πc
h(ŵh)− wh,±)‖2Ω±

}
≤ CΠ

∑
±

|σ±|
h
‖wh,± − wh,Γ‖2Γ , (3.15)

with a constant CΠ independent of h and the problem parameters.

Proof. The claim follows from Lemma 3.2 & 5.3 and Remark 3.2 of [14] with the following minor modification
in the construction: the value of Πc

h(ŵh) at the mesh nodes located on Γ is prescribed by using wh,Γ. �

We can now state our main error estimate.

Theorem 3.8. Let u ∈ H1
0 (Ω) solve (2.1)-(2.2) and denote û := ((u+, u−), uΓ) with u± := u|Ω± and

uΓ := u|Γ. Assume that u± ∈ Hs(T ±h ), s > 3
2 . Let (ûh, ẑh) ∈ V̂h × V̂ ∗h solve the discrete problem (2.27).

Assume that γLS
± ≥ 1

2γ
LS
],± with γLS

],± defined in (3.3). Under Assumption 2, we have{∑
±
|σ±| ‖∇(u− uh,±)‖2Ω±

} 1
2 ≤ CCE inf

v̂∈V̂h

|‖û− v̂h‖|], (3.16)

with CE := max(1, Cstab)
(σ]

σ[

) 1
2 max(1, |σ±|−

1
2 `Ωµ

1
2
∞,±, (σ[|σ±|)−

1
2h`Ωµ∞,±) and Cstab defined in Assump-

tion 2.

Proof. We define the linear form rh ∈ H−1(Ω) so that, for all y ∈ H1
0 (Ω),

〈rh, y〉 :=
∑
±

{
(σ±∇ (Πc

h(ûh)− u±) ,∇y)Ω±
+ (µ±(Πc

h(ûh)− u±), y)Ω±

}
. (3.17)

It is shown in Lemma 3.10 below that

‖rh‖H−1(Ω) ≤ CCR|‖(û− ûh, ẑh)‖|,
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with CR := σ
1
2

] max(1, |σ±|−
1
2 `Ωµ

1
2
∞,±, (σ[|σ±|)−

1
2h`Ωµ∞,±). Invoking the stability estimate (2.5) from As-

sumption 2, we infer that{∑
±
|σ±| ‖∇(Πc

h(ûh)− u)‖2Ω±
} 1

2 ≤ σ−
1
2

[ Cstab ‖rh‖H−1(Ω)

≤ Cσ−
1
2

[ CstabCR|‖(û− ûh, ẑh)‖|.

By applying the triangle inequality{∑
±
|σ±| ‖∇(u− uh,±)‖2Ω±

} 1
2 ≤

{
2
∑
±
|σ±| ‖∇(Πc

h(ûh)− uh,±)‖2Ω±
} 1

2

+
{

2
∑
±
|σ±| ‖∇(Πc

h(ûh)− u)‖2Ω±
} 1

2

,

and using the estimate (3.15) for the first term on the right-hand side, we obtain (we absorb the constant

CΠ in the generic constant C and use that σ
− 1

2

[ CR ≥ 1){∑
±
|σ±| ‖∇(u− uh,±)‖2Ω±

} 1
2 ≤ C max(1, Cstab)σ

− 1
2

[ CR|‖(û− ûh, ẑh)‖|.

The claim follows by invoking the error estimate in the triple norm from Theorem 3.5. �

Remark 3.9. We have CE ≤ max(1, Cstab)
(σ]

σ[

) 1
2 max(1, (σ[|σ±|)−

1
2 `2Ωµ∞,±).

Lemma 3.10 (Bound on rh). Let rh ∈ H−1(Ω) be defined in (3.17). The following holds:

‖rh‖H−1(Ω) ≤ CCR|‖(û− ûh, ẑh)‖|, (3.18)

with CR := σ
1
2

] max(1, |σ±|−
1
2 `Ωµ

1
2
∞,±, (σ[|σ±|)−

1
2h`Ωµ∞,±).

Proof. Let y ∈ H1
0 (Ω). Set y± := y|Ω± and yΓ := y|Γ. We have

〈rh, y〉 =
∑
±

{
(σ±∇ (Πc

h(ûh)− uh,±) ,∇y)Ω±
+ (µ± (Πc

h(ûh)− uh,±) , y)Ω±

}
+
∑
±

{
(σ±∇ (uh,± − u±) ,∇y)Ω±

+ (µ± (uh,± − u±) , y)Ω±

}
=: I1 + Ĩ .

We need to decompose Ĩ further. Invoking the basic identity (2.31) from Lemma 2.2 gives

Ĩ =
∑
±

{ ∑
T∈T ±h

(L±(uh,± − u±), y±)T +
∑
F∈F±h

(σ±J∇uhKF ·nF , y±)F

}
+ (Jσ∇uhKΓ·nΓ, yΓ)Γ.

Moreover, using the variational formulation (2.27) with ŵh = 0 and since L±(u±) = f±, we obtain, for all

ŷh ∈ V̂h, ∑
±

∑
T∈T ±h

(L±(u±), yh,±)T = B[(ûh, ẑh), (0, ŷh)] = a[ûh, ŷh]− s̃(zh, yh).
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Invoking again the basic identity (2.31) to transform the expression of a[ûh, ŷh], we infer that

0 =
∑
±

{ ∑
T∈T ±h

(L±(uh,± − u±), yh,±)T +
∑
F∈F±h

(σ±J∇uhKF ·nF , yh,±)F

}
+ (Jσ∇uhKΓ·nΓ, yh,Γ)Γ +

∑
±

{λ±|σ±|
h

(uh,± − uh,Γ, yh,± − yh,Γ)Γ

− (σ±∇yh,±·n±, uh,± − uh,Γ)Γ

}
− s̃(zh, yh).

Subtracting the above identity from the above expression for Ĩ and adding to I1 gives 〈rh, y〉 =
∑
j∈{1:7} Ij ,

with I1 defined above and

I2 :=
∑
±

∑
T∈T ±h

(L±(uh,± − u±), y± − yh,±)T ,

I3 :=
∑
±

∑
F∈F±h

(σ±J∇(uh − u)KF ·nF , y± − yh,±)F ,

I4 := (Jσ∇(uh − u)KΓ·nΓ, yΓ − yh,Γ)Γ ,

I5 :=
∑
±

λ± |σ±|
h

(uh,± − uh,Γ, yh,Γ − yh,±)Γ

I6 :=
∑
±

(σ±∇yh,±·n±, uh,± − uh,Γ)Γ, I7 := s̃(zh, yh),

where we used that J∇uKF ·nF = 0 in the expression of I3 and that Jσ∇uKΓ·nΓ = 0 in the expression of I4.
We now choose

yh,± := Πh,k∗

± (y±), yh,Γ := Π
h,k∗Γ
± (yΓ)

and bound the seven terms Ij in terms of ‖∇y‖Ω and |‖(û−ûh, ẑh)‖|. Invoking the Cauchy–Schwarz inequality,
the Poincaré inequality for y, and the approximation property (3.15) gives (we absorb the constant CΠ in
the generic constant C)

|I1| ≤ C
(∑
±
|σ±| ‖∇(Πc

h(ûh)− uh,±)‖Ω± + `Ωµ∞,± ‖Πc
h(ûh)− uh,±‖Ω±

)
‖∇y‖Ω

≤ Cσ
1
2

] max(1, |σ±|−1h`Ωµ∞,±)|û− ûh|s ‖∇y‖Ω ,
where the second bound uses that u±|Γ = uΓ. Using the Cauchy–Schwarz inequality, the (low-order) ap-

proximation properties of Πh,k∗

± and Π
h,k∗Γ
± , and observing that 1 ≤ (γLS

± )−1 ≤ 2 max(1,
h2`2Ωµ

2
∞,±

σ[|σ±| ) (see (3.3)),

we infer that

|I2 + I3 + I4| ≤ Cσ
1
2

] max(1, (σ[|σ±|)−
1
2h`Ωµ∞,±)|‖(û− ûh, 0)‖| ‖∇y‖Ω .

To bound I5, we write

I5 =
∑
±

λ± |σ±|
h

(uh,± − uh,Γ − u± + uΓ, y± − yΓ − yh,± + yh,Γ)Γ,

so that, reasoning as above gives (we absorb the factor λ
1
2

] in the generic constant C)

|I5| ≤ Cσ
1
2

] |‖(û− ûh, 0)‖| ‖∇y‖Ω .

From the discrete trace inequality (2.14) (applied now on functions in V k
∗

h,±), we have h ‖∇yh,±‖Γ ≤
Ctr
± ‖∇yh,±‖Ω± . Since I6 =

∑
±(σ±∇yh,±·n±, uh,± − uh,Γ − (u± − uΓ))Γ, we infer that (we absorb the
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factor Ctr
± in the generic constant C)

|I6| ≤ Cσ
1
2

] |‖(û− ûh, 0)‖| ‖∇y‖Ω ,

where we used the H1-stability of Πh,k∗

± . Finally, the Cauchy–Schwarz inequality, the Poincaré inequality,

and the H1-stability of Πh,k∗

± give

|I7| ≤ Cσ
1
2

] max(1, |σ±|−
1
2 `Ωµ

1
2
∞,±)|‖(0, ẑh)‖| ‖∇y‖Ω .

Combining the above bounds yields the assertion since σ[ ≤ |σ±|. �

Finally, convergence rates are inferred by proceeding as in the proof of Corollary 3.6.

Corollary 3.11 (Convergence rates for smooth solutions). Under the assumptions of Theorem 3.8 and
assuming that u± ∈ Hk+1(T ±h ), we have{∑

±
|σ±| ‖∇(u− uh,±)‖2Ω±

} 1
2 ≤ CCappCEhk

∑
±
|u±|Hk+1(T ±h ), (3.19)

with Capp defined in Corollary 3.6.

3.4. Extension to curved interfaces. We discuss in this section an extension of our method to cover the
case where Γ is curved so that only dist(Γ,Γh) ≤ Ch2 can be guaranteed based on the affine triangulation Th.
To improve the geometric accuracy, we assume that we can curve the elements of Th by means of a piecewise
diffeomorphism Θ : Ωh → Ω̃h for Ω̃h := Θ(Ωh). For the mapped interface Γ̃h := Θ(Γh), an accuracy of

dist(Γ, Γ̃h) ≤ Chq+1, for q ∈ N, can be expected, provided that the interface Γ is sufficiently smooth and
Θ = Θh is constructed based on a vector-valued finite element space of polynomial order q.

We remark that this technique has already been analyzed in the context of a unique continuation problem
in [21] using a discretization without hybridization. The interesting new aspect here is that the proof of
discrete stability from [21] fails if a hybrid variable is added. We explain in the remainder of this section the
reason for this defect and suggest a possible remedy to achieve stability. The remainder of the error analysis
on curved meshes can then be performed along the lines of [21].

The discretization is based on the deformed mesh T̃h := Θ(Th) for which the spaces V lh,± and V lh,Γ from

(2.12)-(2.13) (on which the PDE discretization is based) are replaced by their curved versions

Ṽ lh,± :=
{
ṽh,± = vh,± ◦Θ−1 | vh,± ∈ V lh,±

}
, (3.20a)

Ṽ lh,Γ :=
{
ṽh,Γ = vh,Γ ◦Θ−1 | vh,Γ ∈ V lh,Γ

}
. (3.20b)

The variational formulation is posed on the deformed elements K̃ := Θ(K) for all K ∈ Th and facets

F̃ = Θ(F ) for all F ∈ Fh and pulled back to the piecewise affine configuration by using the transformation
formula for integrals, ∫

K̃

ṽh,± dx̃ =

∫
Θ(K)

vh,± ◦Θ−1 dx̃ =

∫
K

vh,± |det(DΘK)| dx, (3.21)

where DΘK denotes the Jacobian of ΘK := Θ|K . For a hybridized method, it is of particular interest how
the fluxes transform. Let us denote the outer normal vectors of an element K± ∈ T ±h by nh,K± and those

of the transformed elements K̃± = Θ(K±) by ñh,K± . We define the global normal vectors ñh,± on Γ̃h
element-wise as ñh,±|F̃ := ñh,K± |F̃ for all F̃ = K̃+ ∩ K̃−. We have the relations (see, e.g., Lemma 9.11 in

[32]): For all x̃ = ΘK±(x) ∈ ∂K̃±,

ñh,K±(x̃) =
1∥∥((DΘK±)−Tnh,K±)(x)

∥∥
2

((DΘK±)−Tnh,K±)(x), (3.22)
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and for all x̃ = ΘK±(x) ∈ K̃±,

∇ṽh,±(x̃) = (DΘK±)−T(x)∇vh,±(x). (3.23)

Owing to the presence of the inverse transpose of the Jacobians DΘK± in (3.22)-(3.23), we conclude that in
general

∇ṽh,± · ñh,± /∈ Ṽ lh,Γ. (3.24)

It is well-known that this poses an issue for hybridized methods. Indeed, point (3) of the proof of Theorem 3.3
crucially hinges on the fact that we can choose the facet variable to control the flux.

To obtain stability on curved meshes, we require an additional stabilization term to compensate for the
fact that the facet space does not contain the flux. This stabilization is given by∑

±

h

σ]
(R±(ṽh,±), R±(w̃h,±))Γ̃h

, (3.25)

where

R±(ṽh,±) := Π̃h,l
Γ (σ±∇ṽh,± · ñh,±)− σ±∇ṽh,± · ñh,±, (3.26)

with Π̃h,l
Γ being a suitable (quasi-)interpolation operator into Ṽ lh,Γ. In practice, it is convenient to choose an

L2-orthogonal projection and incorporate it into the scheme by introducing an additional variable. Indeed,

in step (3) of the proof of Theorem 3.3, we now test with ζΓ := h
σ]

Π̃h,l
Γ (
∑
±
σ±∇ṽh,± · ñh,±) so that

∑
±

(σ±∇ṽh,± · ñh,±, ζΓ)Γ̃h
≥ h

2σ]

∥∥∥∥∥∑± σ±∇ṽh,± · ñh,±
∥∥∥∥∥

2

Γ̃h

− h

σ]

∑
±
‖R±(ṽh,±)‖2Γ̃h

. (3.27)

The term with the negative sign is then controlled by means of the additional stabilization introduced in
(3.25).

4. Numerical experiments

We present numerical experiments to investigate the performance of the proposed method. We start in
Sec. 4.1 with an academic test case and proceed in Sec. 4.2 to an acoustic cloaking device proposed in [42].
Finally, in Sec. 4.3, we explore the setting in which the stability Assumption 2 is violated.

The numerical experiments have been implemented in the finite element library NGSolve[38, 39]. Re-
production material for the presented experiments is avalaible at zenodo in the form of a docker image
https://doi.org/10.5281/zenodo.11067990 (including a document describing the choice of stabilization
parameters.)

Ω+ Ω−

Γ
(a) Unstructured mesh

Ω+ Ω−

Γ
(b) Symmetric mesh

Figure 1. Meshes for the cavity problem.
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4.1. Symmetric cavity. The symmetric cavity problem is one of the main benchmark tests in the numerical
analysis literature on problems with sign-changing coefficients (see, e.g., [26, 1, 27]). This is a pure diffusion
problem, i.e. µ± := 0, in which the subdomains are given by Ω+ := (−1, 0)× (0, 1) and Ω− := (0, 1)× (0, 1).
It is known from Section 3.3 of [26] that Assumption 2 holds true for σ+/σ− 6= −1. In this case, the solution
is given by

u(x, y) :=

{
((x+ 1)2 − (σ+ + σ−)−1(2σ+ + σ−)(x+ 1)) sin(πy) in Ω+,

(σ+ + σ−)−1σ+(x− 1) sin(πy) in Ω−.
(4.1)

The corresponding right-hand side f± := −∇ · (σ±∇u±) is

f(x, y) =

σ+

[
−2 + π2((x+ 1)2 − 2σ++σ−

σ++σ−
(x+ 1))

]
sin(πy) in Ω+,

π2 σ+σ−
σ++σ−

(x− 1) sin(πy) in Ω−.
(4.2)

The problem becomes numerically more difficult to handle if the critical contrast σ+/σ− = −1 is approached.
Let us first test the hybridized Nitsche method for some contrasts away from the critical value. The relative
H1-errors on a sequence of unstructured meshes, see Fig. 1a for an example, are displayed in Fig. 2. We have
taken here the minimal choice for the dual stabilization, k∗ = 1 and k∗Γ = k − 1. Clearly, the convergence
rates predicted by Theorem 3.8 are achieved.

10−2 10−1

10−5

10−3

10−1

h

σ+ = 1, σ− = −2

k = 1

k = 2

k = 3

10−2 10−1

10−5

10−3

10−1

h

σ+ = 1, σ− = −200

Figure 2. Relative error ‖u− uh‖H1(Ω+∪Ω−) / ‖u‖H1(Ω+∪Ω−) for the symmetric cavity in

the well-posed case on unstructured meshes.

Now let us approach the critical contrast by setting σ+ = 1 and σ− = −1.001. It is well-known
(see, e.g., [26, 1]) that a naive Galerkin discretization obtained from the bilinear form (u, v) 7→

∫
Ω
σ∇u·∇v

with σ|Ω± = σ±, suffers from instabilities on unstructured meshes, yet yields optimal convergence rates on
symmetric meshes of the form shown in Fig. 1b. We compare the performance of our stabilized method with
the plain Galerkin discretization in Fig. 3. We observe that the Galerkin method is unstable on unstructured
meshes, whereas the stabilized method shows a fairly robust performance and optimal convergence rates.
We have taken the full dual order k∗ = k and k∗Γ = k for this example since it was observed that this allows
to reduce the size of the stabilization parameters without affecting the numerical stability, thereby leading
to reduced errors on coarse meshes. Instead, on symmetric meshes, the error for the stabilized method and
coarse mesh sizes is slightly higher than that produced by the Galerkin method. As our method contains
a built-in Galerkin discretization, it is indeed possible to deactivate the stabilization on symmetric meshes
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and achieve the same errors as the plain Galerkin method. However, to keep the comparison fair, we did not
resort to this device here.

10−2 10−1

10−2

10−1

100

h

Unstructured mesh, k = 1

Galerkin
Stabilized

10−2 10−1

10−2

10−1

100

h

Symmetric mesh, k = 1

O(h)

10−1.5 10−1 10−0.5

10−4

10−3

10−2

10−1

100

h

Unstructured mesh, k = 2

O(h2)

10−1.6 10−1.4 10−1.2 10−1 10−0.8 10−0.6 10−0.4
10−6

10−5

10−4

10−3

10−2

10−1

h

Unstructured mesh, k = 3

O(h3)

Figure 3. Relative error ‖u− uh‖H1(Ω+∪Ω−) / ‖u‖H1(Ω+∪Ω−) for the symmetric cavity at

contrast σ+/σ− = −1.001.

4.2. Metamaterial. Let us proceed to a more realistic test case. To this end, we consider the acoustic
cloaking device from [42]. The equation for a point source at x0 ∈ R2 takes the form

−∇· (σ(r)∇u)− µ(r)u = δx0
,

for a piecewise constant σ and a radially varying µ given by

σ(r) :=


1/ρ0 for 0 < r < a,

1/ρ1 for a < r < b,

−1/ρ1 for b < r < c,

1/ρ0 for c < r,

µ(r) :=


(ω2/κ0)(b/a)4 for 0 < r < a,

−(ω2/κ1)(b/r)4 for a < r < b,

ω2/κ1 for b < r < c,

ω2/κ0 for c < r,
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where r :=
√
x2 + y2. The parameters are given by:

κ0 := 2.19 GPa, κ1 := 0.48κ0, ρ0 := 998 kg/m3, ρ1 := ρ0,

a := 1.0 m, b := 1.2 m, c := 1.44 m.

We have the following contrast values at the sign-changing interfaces:

limr↑a µ(r)

limr↓a µ(r)
= −κ0

κ1
= − 1

0.48
,

limr↑b σ(r)

limr↓b σ(r)
= −1 =

limr↑b µ(r)

limr↓b µ(r)
,

limr↑c µ(r)

limr↓c µ(r)
=
κ1

κ0
= 0.48,

limr↑c σ(r)

limr↓c σ(r)
= −1.

The source is positioned at x0 := (−3.5, 0) m, and we truncate the computational domain by a perfectly
matched layer (PML) (see, e.g., [28, 25]) active in the region ΩPML := {r ∈ (τ, η) m}, with τ = 3.75 and
η = 4.75. We choose equal polynomial order for the primal and dual variables in this example, as we observed
that otherwise the PML did not seem to function properly. A sketch of the computational setup is displayed
in the upper left panel of Fig. 5.

(a) without cloak (b) with cloak

Figure 4. Cloaking using a metamaterial. The function values in the cloaking domain are
actually very high, but have been truncated here to ±70 to aid presentation.

Before we embark on convergence studies, let us first study the effectiveness of the metamaterial, which
is located in the layer a < r < c. The idea of this layer is to cloak the object contained in the region r < a.
Since µ(r) differs for r < a and r > c, we expect to see traces of the object in the propagating waves if no
metamaterial is present, i.e., if σ(r) = 1/ρ0 and µ(r) = ω2/κ0 uniformly for r > a. This is confirmed in
Fig. 4a which shows the numerical solution computed with the stabilized method using ω = 2π·1481.5 Hz.
The waves are indeed strongly disturbed by the inhomogeneity. However, if the cloak is activated, as shown
in Fig. 4b, the object becomes invisible.

If the cloaking worked perfectly, we would expect that the solution in the exterior of the cloaked region
r > c is given by a spherical wave emanating from the point source at x0 given by

u =
iρ0

4
H

(1)
0

(
ω

√
ρ0

κ0
‖x− x0‖

)
, (4.3)
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where H
(1)
0 denotes the Hankel function of the first kind of order zero. We will measure the convergence of

the numerical solution against this reference solution in the two circular regions

Ωi := {c < r < 1.7}, Ωe := {1.7 < r < 3.25},

as sketched in the upper left panel of Fig. 5. Note that Ωi represents a buffer layer between Ωe and the
interface. The relative H1-erors for the stabilized and the plain Galerkin methods in the various regions

: {r ≤ a}
: {a ≤ r ≤ b}
: {b ≤ r ≤ c}
: Ωi

: Ωe

Source
PML

10−1 100

10−1

100

h

k = 1

Galerkin Ωi

Stabilized Ωi

Galerkin Ωe

Stabilized Ωe

O(h)

10−1 100

10−3

10−2

10−1

100

h

k = 2

O(h2)

10−1 100

10−4

10−3

10−2

10−1

100

h

k = 3

O(h3)

Figure 5. Upper left panel: computational setup. Other panels: Relative H1-error in Ωi

and Ωe with respect to the reference solution (4.3) as a function of the mesh size. Here, h
refers to an upper bound on the mesh size in {r < a} ∪ {r > c}. The mesh size within the
metamaterial {a ≤ r ≤ c} is bounded from above by h/3.

are displayed Fig. 5. We observe that the Galerkin method shows severe instabilities in the region Ωi.
In contrast, the stabilized method always converges at the optimal rate in both regions. We notice that
the material interfaces in this example are curved. For this reason, we have used curved elements and
implemented the additional stabilization discussed in Sec. 3.4. We mention that this stabilization was not
observed to be necessary though, as optimal convergence rates were obtained even when it was omitted.
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Figure 6. Relative H1-error in Ωi and Ωe with respect to the reference solution (4.3) when
the parameter m in the PML profile (4.4) is chosen as m = 0.

Finally, we would like to mention that the convergence of the Galerkin method can even suffer in the far
field Ωe if the PML is not chosen carefully. We define the complex stretching as r 7→ (1 + iα̂(r))r where

α̂(r) =
1

r

r∫
τ

α(t) dt, α(r) =

{
0 for r ≤ τ,
αm

(
r−τ
η−τ

)m
for τ < r ≤ η, (4.4)

for a non-negative integer m which we consider as a free parameter and an amplitude αm > 0. In the
experiment shown in Fig. 5, we have chosen m = 1 and α1 = 4.5, which leads to optimal convergence of
the Galerkin method in Ωe. However, when choosing m = 0 with α0 = 1 (i.e. a linear profile for α̂), we
observe in Fig. 6 that the Galerkin method for k = 2 converges at a reduced rate in Ωe. Notice that the
stabilized method, which uses exactly the same PML, converges optimally. Thus, this behavior seems not
to be an issue of the PML by itself, but rather a manifestation of the instability of the Galerkin method for
sign-changing problems (on general meshes). These results highlight again the importance of using a reliable
method for simulating wave propagation inside metamaterials.

4.3. Non-symmetric cavity with contrast inside the critical interval. Let us finally consider a test
case for which it is known, see Sec. 3.3 of [26] and Sec. 4.2 of [2], that Assumption 2 fails. As in Sec. 4.1, we
set Ω+ := (−1, 0) × (0, 1), but now Ω− := (0, 3) × (0, 1) which breaks the symmetry of the cavity. We set
µ± = 0 and consider σ+ = 1, σ− = −1. Here, the contrast is inside the critical interval, so that the problem
is not Fredholm, yet the weaker Assumption 1 of injectivity holds true. We consider then the exact solution
from Sec. 7.2 of [2] defined as

u(x, y) :=

{
(2(x+ 1)2 − 5(x+ 1)) sin(πy) in Ω+,

(x− 3) sin(πy) in Ω−.

The corresponding right hand side f± := −∇ · (σ±∇u±) is

f(x, y) :=

{[
−4 + π2(2(x+ 1)2 − 5(x+ 1))

]
sin(πy) in Ω+,

−π2(x− 3) sin(πy) in Ω−.

Notice that the theoretical convergence result in the H1-norm derived in Theorem 3.8 cannot be applied
here as it relies on the well-posedness of the continuous problem, but we do have the convergence result
in the weaker triple norm as established in Theorem 3.5. The numerical results displayed in Fig. 7 prove
the importance of making this distinction. The error in the triple norm |‖(û − ûh, 0)‖| converges to zero
at the optimal rate, while oscillations and stagnation can be observed in both the H1- and L2-norms. The
stability improves if we modify the method by adding a penalty on the jump of the second-order derivatives
as described in Remark 2.4. However, despite this modification, we were only able to obtain second-order
convergence up to a mesh-size of about h ≈ 0.05. The right plot in Fig. 7 shows that, on finer meshes, the
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Figure 7. Results for the non-symmetric cavity with contrast inside the critical interval
obtained with the stabilized method using k = 2. The red line displays the error in the
H1-norm obtained with a modified method for which we added the additional stabilization
discussed in Remark 2.4. All other graphs display the results obtained with the original
method. Notice that the x-axis in the right plot is given in terms of | log(h)|−2 and that the
error for the modified method looks almost like a straight line in this plot. The figure on
the bottom displays the absolute error for the modified method on a mesh of size h ≈ 0.028.

convergence deteriorates to a logarithmic rate. The plot of the absolute error in Fig. 7 indicates that this
behavior seems to stem from a poor approximation close to the interface.

Overall, this example shows that our method can still be applied when the contrast lies inside the
critical interval. However, only optimal convergence in the rather weak triple norm is achieved. Obtaining
convergence in a stronger norm would apparently require modification of the stabilization. It is, however,
neither clear which stabilization to choose nor what type of convergence can be expected, since these factors
are determined by the stability properties of the continuous problem which are not known explicitly when
the contrast lies inside the critical interval.

5. Conclusion

We presented a stabilized primal-dual finite element method for the numerical approximation of acoustic
metamaterials and proved optimal error estimates under a well-posedness assumption on the continuous
problem. The method can be applied on general shape-regular meshes and has shown to be reliable and
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accurate in numerical experiments featuring physically relevant metamaterials. These results motivate to
conduct further research on the proposed method. The following extensions seem interesting:

• At the discrete level, the solutions in the subdomains are coupled only via a trace variable defined
on the interface Γ. This suggest to solve the linear system efficiently via static condensation, which
seems particularly interesting for metamaterials composed of several layers.

• In the analysis and implementation of the method, we assumed that the mesh fits the interface.
However, we expect that the method can be extended to unfitted discretizations by combining the
techniques from [13, 21].

• We also assumed that the solution u of (2.1)-(2.2) fulfills u± ∈ Hs(Ω±), s > 3
2 . Recently, an analysis

of the primal dual stabilized FEM applied to a unique continuation problem with low regularity
solutions (1 ≤ s < 3

2 ) has been given in [17]. It would be interesting and practically revelant to
apply these techniques to the sign-changing problem.

• We restricted our attention to acoustic metamaterials. An extension of the method to Maxwell’s
equations, which would be required to capture the electromagnetic characteristics of general meta-
materials, is certainly of practical relevance.
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