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A B S T R A C T   

Activity of water and electrolytes in aqueous solutions is of utmost importance for multiple industrial applica-
tions. However, experimental determination of such values is time-consuming, while calculation of activity 
coefficients using numerical methods is challenging. By training neural networks models on literature data, one 
could predict activity of water and electrolytes easily, without requiring any experiment. In this paper, multiple 
descriptors (or features) are compared to predict activity coefficients of electrolytes and activity of water in 
electrolyte solutions. A neural network based on the Levenberg-Marquardt algorithm (LM-NN) showed high 
accuracy to calculate values, despite the small size of the training datasets. Both activity coefficients of elec-
trolytes and activity of water in electrolyte solutions can be predicted accurately even on unseen data, using 
simple descriptors such as electrolyte concentration, ion sizes and charges. However, some discrepancies were 
observed due to the lack of representativeness of the training dataset. This could be solved by selecting training 
data sets that are similar (e.g. same group of the periodic table) to the unknown values, or by including available 
experimental data for the salt considered. The ability of the LM-NN to solve non-linear least square curve fitting 
problems makes it a good candidate to fit experimental activity coefficient data, with the advantage of simplicity 
as compared to e-NRTL or UNIQUAC methods. This method paves the way for accurate and quick determination 
of thermodynamic data for electrolyte solutions (and beyond) using machine learning, without necessitating 
large training datasets.   

1. Introduction 

Activity coefficients measure the deviation from ideal behaviour of 
electrolyte solutions and are obviously highly dependent on the nature 
and concentration of electrolytes dissolved in the aqueous solution 
considered [1]. Activity of water (a(H2O)), Eq. (1)) in such solutions is 
defined as the partial vapour pressure of water in equilibrium with the 
solution (P), divided by the partial vapour pressure of pure water at the 
same temperature (P0). 

a(H2O) =
P
P0

= γH2OxH2O (1)  

where γH2Ois the activity coefficient of water and xH2O its molar fraction 
in the electrolyte solution. Similarly, activity of electrolyte (i) in the 
solution is expressed as the product of its activity coefficient (γelectrolyte) 
with its molar fraction. 

Deviation from ideal behaviour of aqueous solutions plays a major 
role in the food industry and beyond since essential biological processes 

such as micro-organism development are highly dependent on the ac-
tivity of water [2]. For many other chemical processes such as desali-
nation ([3]), crystallisation ([4]) or solvent extraction ([5]), accurate 
determination of water and salt activities is extremely important. 
Determining the activity of electrolytes in complex solutions containing 
multiple electrolytes is feasible using the mixing rules such as the Zda-
novskii rule ([6]), which states that mixing multiple binary solutions 
(one salt and water) of electrolytes leads to a mixture with the same 
water activity than the one of the initial solutions, as long as there are no 
chemical interactions between the electrolytes. Application of such 
mixing rules require access to accurate and robust values for activity 
coefficients in binary solutions. 

Different experimental techniques are available to measure a(H2O)

and γelectrolyte in electrolyte solutions such as ion selective electrodes 
([7]), hygrometric ([8]) and transpiration methods ([9]), freezing point 
and vapour pressure measurements ([10]), infrared spectroscopy 
coupled with microfluidics ([11,12]), etc. However, determining values 
experimentally is a cumbersome task especially for the purpose of 
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process modelling, which necessitates a large number of experimental 
data points to model the process appropriately. 

Numerical and computational methods have been developed over 
the years to calculate the activity coefficients, reducing the experimental 
work required. The Debye-Hückel equation ([13], Eq. (2)), which solely 
considers interactions between ions in solution, is therefore only valid 
for dilute solutions (up to 0.1 mol/kg for modified versions): 

log(γi) = − A
zi

̅̅
I

√

1 + Bai
̅̅
I

√ (2)  

where γi is the activity coefficient of component (i) in the mixture, zi its 
charge, I the ionic strength while ai, A and B are temperature and 
mixture-dependent constants [14,15]. Extended versions of the 
Debye-Hückel equation, such as the one taking into account the varia-
tion of the dielectric constant of the electrolyte with its concentration 
[16,17], can expand the range of application of this equation to calculate 
activity coefficients in more concentrated electrolyte solutions. 

The Pitzer equation [18] is widely used to calculate the mean activity 
coefficient of an electrolyte in water (Eq. (3)): 

ln(γelectrolyte) =
⃒
⃒zizj

⃒
⃒f γ +

2νiνj

νi+νj
mB′+ 2

(νiνj)
3
2

νi+νj
mC (3)  

where zi and zj are the charge of ions i and j, νi and νj being the stoi-
chiometric coefficients of the ions constituting the electrolyte, f γ is the 
long-range interaction term, m is the molal concentration of the elec-
trolyte, while C and B’ are ionic interaction parameters for which 
tabulated data can be found for numerous electrolytes. The expression of 
B’ depends on the nature of the electrolyte and contains more parame-
ters for cations with higher valencies. For 1:1 electrolytes, it can be 
expressed as follows (Eq. (4)): 

B′ = β(0) +
2β(1)

α2I

{
1 − (1+α

̅̅
I

√
)e− α

̅̅
I

√ }
(4)  

where α is a constant depending on the nature of the electrolyte. The 
Pitzer parameters β(0), β(1) and C can be determined for each electrolyte 
using unweighted least square fit of the experimental data [19], then 
used to calculate activity coefficients. Both the extended Debye-Hückel 
equation and the extended Pitzer equations depend on numerous pa-
rameters that are of empirical nature, while calculation of activity co-
efficients of highly concentrated electrolyte solutions (typically >
6 mol/kg) is challenging with both equations [20]. 

Widely adopted models such as electrolyte Non Random Two Liquid 
(eNRTL) and extended Universal Quasi Chemical (eUNIQUAC) have 
been extensively used for prediction of activity coefficient for processes 
such as solvent extraction [21,22]. The eNRTL model is based on the 
local composition theory and the two-liquid solution theory [23]. 
Within this model, activity coefficient can be expressed as a function of 
the molar fraction of components, the energy of interaction between 
them and a non-randomness factor. However, the physical meaning of 
the non-randomness factor is unclear, and this factor is often set a priori 
[24]. Interaction energies are obtained using a set of unique adjustable 
parameters (the salt/solvent parameter τi,j and the solvent salt param-
eter τj,i) that are of empirical nature and are obtained by fitting exper-
imental data. Those parameters are determined using experimentally 
measured activity coefficients ([25]), by minimising a least square 
objective function such as F(τi,j, τj,i) described in Eq. (5): 

F
(
τi,j, τj,i

)
=

∑

i
[ln(γexp)i − ln

(
γcalc)]

2 (5)  

where γexp and γcalc are the experimental and calculated activity co-
efficients, respectively. Deduction of adjustable parameters is not 
straightforward as local minima may exist, minimisation of the objective 
function could give highly initialization-dependent results. 

The e-UNIQUAC model gives access to activity coefficients by sum-

ming its Debye-Hückel contribution (defined in Eq. (2)), combinatorial 
contribution and a residual contribution [26]. The last two contributions 
can be expressed as a function of the mole fraction (x), the volume (ϕ) 
and surface area (θ) fraction, the volume parameter (q) of components i 
and j, and the interaction parameters. Hence, surface area and volume 
parameters for each species composing the mixture must be known, 
while interaction parameters are required for each couple of species in 
the solution. Similarly to the eNRTL model, the interaction parameters 
are obtained by minimising an object function ([27]) such as F’, 
described in Eq. (6): 

F′ =
∑

i

[
wi
(
γcalc − γexp)

i

]2
+
∑

i

[
wiln(SI)i

]2 (6)  

where wi are weighing factors which are set a priori, while SI is the 
solubility index of salt i (activity product of a salt divided by its solu-
bility product), obtained from solid-liquid equilibrium data. 

Conductor like screening model for real solvents (COSMO-RS) is 
based on quantum chemistry calculations and is used in combination 
with Pitzer/Debye-Hückel equations to determine activity coefficients of 
electrolytes solutions (COSMO-RS takes into account the short range 
interaction while the Pitzer/Debye-Hückel contribution takes into ac-
count the long range interactions, [28]. Hence, available models always 
necessitate access to numerous parameters, are often difficult to fit [29], 
and are sometimes based on specific softwares, which could require 
significant computing time and quantum chemistry calculations, such as 
COSMO-RS. 

Machine learning (ML) approaches can streamline activity coeffi-
cient calculation since neural networks, support vector machines or 
other ML tools can learn from input data selected from literature and 
predict activity values with high accuracy [30]. So far, ML methods were 
mostly used for the determination of infinite dilution activity co-
efficients of various solutes in multiple solvents. Those methods include 
neural networks ([31]), matrix completion ([32]), natural language 
processing ([33]), etc. For most of these methods, a large amount of 
experimental data points need to be available to train the model 
(generating data points with COSMO-RS is sometimes required to in-
crease the size of the database), making these methods computationally 
intensive. For electrolyte solutions, neural networks were used to 
calculate activity coefficients using parameters determined with the 
hard sphere equation of state (diameter and density of pure hard sphere 
of salts) as input data [34]. The activity coefficient of ions within ion 
exchange membranes were determined accurately by combining ma-
chine learning and molecular dynamics [35]. Evaluation of the perfor-
mance of ML methods for the calculation of activity coefficients on a 
large panel of electrolytes is still lacking. Determination of the rules for 
selection of appropriate descriptors (or features) and ML models are 
needed, as well as a critical evaluation of the performances of the model 
and its generalisation ability. 

In this paper, we investigate the possibility of determining activity of 
water and electrolytes in binary solutions using ML methods (neural 
networks) trained on small data sets. We describe a simple neural 
network trained on a few (<300) data points, which can take easily 
accessible data as input (ion size, charge…) to accurately predict activity 
coefficients (less than 5% deviation from experimental data in most 
cases). 

2. Materials and methods 

2.1. Neural networks used 

Two different neural networks are used in the first section of this 
study. The first one (further referred to as NN), is coded in Python 
(version 3.11.5), using the Scikit-learn library and the keras module. Its 
architecture, similar to the one reported by Gbashi et al., is made of five 
hidden layers composed of 256, 128, 64, 32 and 16 neurons [36]. A 
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dropout layer is added between the first and second layer and between 
the third and fourth layer of neurons to reduce risks of over-fitting. The 
learning rate, dropout and activation functions of hidden layers 1, 3 and 
output layers are the hyperparameters that are optimised (activation 
functions are selected amongst softmax, linear, sigmoid, Leakyrelu and 
relu, the last one being used for the other layers). The model includes a 
loss function (mean squared error), and aims to minimise it. The results 
presented for each input dataset selected are based on the architecture 
and hyperparameters that gave the most accurate results i.e. the archi-
tecture and hyperparameters that gave the lowest average absolute 
relative deviation (AARD) and root mean squared error (RMSE). 

The second neural network is based on the Levenberg-Marquadt al-
gorithm (further reffered to as LM-NN), with an architecture similar to 
the one reported by Maamar et al. [30]. It was coded in Python (version 
3.11.5) using the pyrenn module. To reduce risks of over-fitting, it is 
composed of a single hidden layer containing either 5, 7, 9, 16, 32, 64 or 
128 neurons (this parameter being optimised), while the hyperbolic 
tangent (tanh) is used as an activation function for all layers. The LM-NN 
takes advantage of the Levenberg-Marquardt algorithm which locates 
the minimum of a multivariate function that is expressed as the sum of 
squares of non-linear real-valued functions ([37,38]). This kind of 
neural network combines the advantages of gradient descent and 
Gauss-Newton methods, converges rapidly, making it particularly indi-
cated for small datasets [39]. For both models, data are scaled between 
− 1 and 1 before training, the input layer contains the same number of 
neurons as the number of descriptors and the output layer contains a 
single neuron. Both models are trained on 100 epochs with 70% of the 
values included in the training dataset, the remaining 30% being used 
for testing. Tables are provided to describe the databases used for each 
calculation (which are also described in the supplementary information 
file). The database includes activity of water and activity of electrolytes 
at 298.15 K and 1 atm. The method reported here is therefore limited to 
activities of electrolyte solutions at ambient temperature and pressure, 
but the method reported here can be adapted to other conditions (as 
long as sufficient experimental data exist), by adapting the database and 
including temperature and pressure as features. Characteristics of the 
data sets used are given in Table S1 and Table S2, while the optimised 
parameters retained for the regular neural network and the LM-NN are 
displayed in Table S3 and Table S4, respectively. Several descriptors 
have been used as input data to describe different electrolytes (Pitzer 
parameters, cation and anion size and charge, etc), and their effect on 
the accuracy of the ML model compared. 

2.2. Accuracy estimation 

The accuracy of the two NN investigated is estimated with the AARD, 

defined as (Eq. (7)): 

AARD(%) =
100
N

∑N

i=1

⃒
⃒
⃒
⃒
yexp

i − ycalc
i

yexp
i

⃒
⃒
⃒
⃒ (7)  

where N is the number of data points, yexp
i and ycalc

i are the experimental 
and calculated values of either the activity of water or activity of the 
electrolyte. The RMSE is calculated with Eq. (8): 

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
N

∑N

i=1
(yexp

i − ycalc
i )

2
√

(8) 

Finally, the plot of the calculated values as a function of the exper-
imentally determined ones gives access to the correlation coefficient 
(R2) which allows estimating the correlation between those values in the 
testing data set. The R2 is an indicator of the performance of the model, 
indicating if the calculated and actual values match. AARD and RMSE 
are determined to characterise further the deviation of the model. 

3. Results and discussion 

3.1. Determination of activity of water in electrolyte solutions 

3.1.1. Descriptors and ML model selection 
The general approach adopted in this section is presented in Fig. 1. In 

order to train the two neural networks, experimental values of a(H2O) in 
electrolyte solutions were regrouped from multiple literature sources. 
The database used contained a(H2O) values at various salt molalities for 
different salts regrouped from the literature, most of them being alkaline 
and alkaline-earth cations associated with chloride ([40]), sulfate 
([19]), or nitrate anions ([8], detailed presentation of the input datasets 
and literature sources used can be found in Table S1 and Table S2). The 
nature and concentration ranges of electrolytes used in the database for  
Fig. 2 and Fig. 3 are displayed in Table 1. 

Various models are available in the literature to determine the ac-
tivity of water. Within these models, descriptors having a direct or in-
direct effect on the activity of water can be found and have been 
collected for each salt. In the Pitzer model (briefly described in the 
introduction section, Eq. (3) and Eq. (4)), the Pitzer parameters β(0), β(1)

and C can be used as descriptors to train the ML model. The Q-electro-
lattice model can be used to calculate activity of water in electrolyte 
solutions with adjustable parameters [41]. From this model, selected 
descriptors include interaction energies between the solvent and the 

cation (usolvent− cation
0

R ), and interaction energies between the solvent and the 

anion (usolvent− anion
0

R ), [42]. Similarly, different values for the solvent-cation 
and solvent-anion or solvent-salt interaction energies can be found in 

Fig. 1. Description of the ML-based approach used for the determination of a(H2O) in electrolyte solution.  
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Fig. 2. Calculated and experimental activity coefficients of water in electrolyte solutions (at room temperature and pressure) using a neural network with different 
input datasets. (a) Q-electrolattice; (b) Ion specific parameters; (c) Salt specific parameters; (d) Pitzer parameters; (e) Ionic diameter and ion geometric parameters. 
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Fig. 3. Calculated and experimental activity coefficients of water in electrolyte solutions (at room temperature and pressure) using a LM neural network with 
different input datasets. (a) Q-electrolattice; (b) Ion specific parameters; (c) Salt specific parameters; (d) Pitzer parameters; (e) Ionic diameter and ion geo-
metric parameters. 
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the literature, denominated as ion specific parameters (ISP, [41,43] or 
salt specific parameters (SSP, [41,43]. The Q-electrolattice equations of 
state also allow to estimate the ion parameters (ion diameter and geo-
metric diameter, [41,44] for cations and anions composing the salts, 
which were also used as descriptors. One should note that the ML models 
used are not “physics-informed”. The descriptors are used as features in 
the input database and may have an effect on the accuracy of the 
calculated values, but they are not included in the ML model. 

These different input data were used to predict values for water ac-
tivities in various electrolyte solutions using the NN with five hidden 

layers and the LM-NN with a single hidden layer (described in Section 
2.1). The plot of the predicted activities of water as a function of the 
experimentally determined values are given in Fig. 2 for the NN and in 
Fig. 3 for the LM-NN. Each graph corresponds to a different input dataset 
used to train the model. The best linear fit is plotted on each graph and 
can be seen as a red line while the y=x plot added as a black line. For the 
NN, major discrepancies are observed between the calculated and 
experimental values, in particular when ISP, SSP or ion parameters are 
used as descriptors. The calculated values using the Q-electrolattice or 
Pitzer parameters as descriptors seems to be in accordance with the 
experimental data. 

For the LM-NN, large deviations between calculated and experi-
mental values are observed when ISP are used as descriptors. The 
highest deviation between experimental and calculated values can be 
observed on the lowest a(H2O) values, i.e. when the deviation of the 
electrolyte solution from ideal behaviour is the highest. This discrepancy 
possibly arises from the lack of training data at high deviation from ideal 
behaviour (encountered at high electrolyte concentration). Overall, 
performance of the LM-NN seems to be better than the NN, with better 
accordance between the calculated and experimental values whatever 
the number of data points, nature and number of descriptors in the 
training and testing dataset. 

These observations are confirmed on Table 2, which shows accuracy 
of predictions obtained with the NN and LM-NN. AARD, RMSE and R2 

are displayed for the NN and for the LM-NN using the various descriptors 
tested. It can clearly be seen that the performances of the LM-NN are 
better than the NN; AARD is lower, R2 values are closer to one and RMSE 
values are 4–5 times lower (except when ISP are used as descriptors). 
Using the LM-NN, AARD values as low as 0.29% can be obtained, while 
AARD values obtained with the NN are Higher than 1 when using the 
NN. For the LM-NN, the accuracy of predictions depends on the de-
scriptors selected and increases in the order: ISP < Ion parameters < SSP 
< Q-electrolattice < Pitzer parameters. 

With the NN, Q-electrolattice and Pitzer parameters input datasets 
also allow to obtain the best performances, although the AARD and 
RMSE values are higher and the correlation between calculated and 
experimental values are lower (lower R2 values). The performance ob-
tained does not seem to depend on the size of the dataset or number of 
descriptors available. The Q-electrolattice model allows obtaining ac-
curate predictions despite the fact that it contains less data points than 
the ISP model (241 against 294, see Table S1 and Table S2). The cor-
relation between the input and output data seems to be relevant but 
accurate predictions can be obtained without a direct correlation be-
tween the descriptors and the output data. The representative nature of 
the initial dataset seems however important since the lack of data at high 
deviation from ideal behaviour (low a(H2O)) could lead to poorer ac-
curacy of the predictions. Overall, the quickly converging LM-NN per-
forms well on the small datasets used (<300 data points) and allows to 
obtain more accurate values than the NN. Therefore, further calculations 
will be performed with the LM-NN, while the Pitzer parameters are used 

Table 1 
Characteristics of the input datasets used in Fig. 1 and Fig. 2.  

Nature of electrolytes 
(concentration range in mol/ 
kg) 

Reference 
descriptors 

Reference 
activity values 

Figure 

Chlorides: H, Li, Na, K, Cs, 
Mg, Ca, Ba (0.2–6) 
Sulfates: Li, Na, K, Mg 
(0.1–3) 
Nitrates: Li, Na, K, Mg, Ca, 
Ba (0.1–6) 

[41] [8,19,40] Fig. 2(a) and 
3 (a) 

Chlorides: H, Li, Na, K, NH4, 
Cs, Mg, Ca, Ba (0.2–6) 
Sulfates: Li, Na, K, NH4, 
Mg, Mn, Ni, Cu, Zn (0.1–5) 
Nitrates: Li, Na, K, NH4, 
Mg, Ca, Ba (0.1–6) 

[8,19,40] [8,19,40] Fig. 2(d), and 
3 (d), 5, and 6 

Chlorides: Li, Na, K, NH4, Cs, 
Mg, Ca, Ba (0.2–6) 
Sulfates: Li, NH4 (0.1–5) 
Nitrates: Li, Na, K, NH4, 
Mg, Ca, Ba (0.1–6) 

[41] [8,19,40,41] Fig. 2(c) and 
3 (c) 

Chlorides: Li, Na, K, NH4, Cs, 
Mg, Ca, Ba (0.2–6) 
Sulfates: Li, Na, K, NH4, 
Mg, Mn, Ni, Cu (0.1–5) 
Nitrates: Li, Na, Mg, Ca 
(0.1–6) 

[41] [8,19,40] Fig. 2(e), 3 (e)  

Table 2 
AARD, R2 and RMSE (during testing) obtained with the NN and the LM-NN 
trained on various input datasets.  

Metric Q- 
electrolattice 

Pitzer 
parameters 

SSP Ion 
parameters 

ISP 

Optimised NN 
AARD  1.79  1.01  4.53  5.42  2.81 
R2  0.976  0.983  0.897  0.763  0.922 
RMSE  0.0196  0.0136  0.0510  0.0616  0.0355 
Optimised LM-NN 
AARD  0.356  0.286  0.867  0.882  2.70 
R2  0.999  0.998  0.996  0.991  0.905 
RMSE  0.00456  0.00460  0.0102  0.0121  0.0392  

Fig. 4. Experimental and calculated activity of water (at room temperature and pressure) at various concentrations of (a) lithium nitrate and (b) hydrochloric acid.  
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as input descriptors. 

3.1.2. Predictions and generalisation ability 
The LM-NN was therefore used to predict a(H2O) using Pitzer pa-

rameters of each electrolyte as descriptors. First, predictions were per-
formed on electrolytes that were included in the dataset, i.e. a(H2O)

values were predicted at electrolyte concentrations that were not 
included in the initial datasets (the approach is explained in Fig. S1). 
Experimental results (filled symbols) and calculated values (empty 
symbols) are shown in Fig. 4, which represents the activity of water as a 
function of electrolyte concentrations for lithium nitrate (Fig. 4(a)) and 
hydrochloric acid (Fig. 4(b)). As a matter of comparison, the ideal 
behaviour (a(H2O)= x(H2O)) is plotted as a green line for both elec-
trolytes. The database used is the same as the one used in Fig. 2(d) and 
Fig. 3(d), described in Table 1. 

It can be observed from this figure that very accurate predictions can 
be obtained for both electrolytes, with predicted values that can’t be 
distinguished from the experimental ones. The predicted values repro-
duce the experimental behaviour observed, which translates the 
increased deviation from ideal behaviour when increasing electrolyte 
concentration. Hence, within the electrolyte concentration range for 
which experimental data are available, the LM-NN model can be used to 
“complete” a curve by predicting missing data points with very high 
accuracy, probing the ability of the LM-NN to interpolate data. The 
ability of the LM algorithm to solve least square fitting problems is 
therefore very useful when experimental data are available. It can 
compete with the current methods used for the same purpose (eNRTL, 
UNIQUAC), which require minimising a least square function for 
calculation of activity of water or activity coefficients of electrolytes. 
The LM-NN greatly simplifies such calculation, since the pyrenn module 
allows coding the NN in a few lines, while predicted results are obtained 
very quickly (100 epochs are used), minimising the computation time to 

Fig. 5. Experimental and extrapolated activity of water (at room temperature and pressure) at various concentrations of (a) caesium chloride, (b) zinc sulfate, (c) 
copper sulfate and (d) sulfuric acid. 

Table 3 
Characteristics of the input datasets used in Fig. 5 and Fig. 7.  

Nature of electrolytes 
(concentration range in mol/kg) 

Reference 
descriptors 

Reference 
activity values 

Figure 

Chlorides: H, Li, Na, K, NH4, Mg, 
Ca, Ba (0.2–6) 
Sulfates: Li, Na, K, NH4, Mg, 
Mn, Ni, Cu, Zn (0.1–5) 
Nitrates: Li, Na, K, NH4, Mg, Ca, 
Ba (0.1–6) 

[8,19,40] [8,19,40] Fig. 5 
(a) 

Chlorides: H, Li, Na, K, NH4, Cs, 
Mg, Ca, Ba (0.2–6) 
Sulfates: Li, Na, K, NH4, Mg, 
Mn, Ni, Cu (0.1–5) 
Nitrates: Li, Na, K, NH4, Mg, Ca, 
Ba (0.1–6) 

[8,19,40] [8,19,40] Fig. 5 
(b) 

Chlorides: H, Li, Na, K, NH4, Cs, 
Mg, Ca, Ba (0.2–6) 
Sulfates: Li, Na, K, NH4, Mg, 
Mn, Ni, Zn (0.1–5) 
Nitrates: Li, Na, K, NH4, Mg, Ca, 
Ba (0.1–6) 

[8,19,40] [8,19,40] Fig. 5 
(c) 

Chlorides: H, Li, Na, K, NH4, Cs, 
Mg, Ca, Ba (0.2–6) 
Sulfates: Li, Na, K, NH4, Mg, 
Mn, Ni, Cu, Zn (0.1–5) 
Nitrates: Li, Na, K, NH4, Mg, Ca, 
Ba (0.1–6) 

[8,19,40] [8,19,40] Fig. 5 
(d) 

Osmotic coefficient of: UO2Cl2 

(0.1–5.5), Th(NO3)4 (0.1–5) 
Lanthanide nitrates: La, Nd, Eu 
(0.088–3.247) 

[47] [46,48] Fig. 7  
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less than 30 seconds in most cases. 
However, such an interpolation tool would be inherently limited to 

electrolytes for which experimental data are available. But the LM-NN is 
not limited to “missing” data points to complete an already available 
experimental curve. It also allows calculation of activity coefficients 
without including experimentally determined values in the input data-
set, which will be demonstrated in the following sections. In the 
following sections, the term “extrapolated” is used in the figure captions 
when the target value is determined for an electrolyte not included in 
the training and testing dataset. When the target electrolyte is included 
in the training and testing dataset, the term “calculated” is used in the 
caption. 

In order to determine the generalisation ability of the model, the LM- 
NN is used to predict a(H2O) values for electrolytes that were not 
included in the input dataset (neither in the training nor in the testing 
data set, whatever the concentration considered). This generalisation 
ability is important to ensure that the model performs well even if the 
target electrolyte is not included in the data set. It helps verify the 
absence of over-fitting and possibly allows calculating activity co-
efficients in the absence of experimental values. The results of these 
predictions can be seen in Fig. 5 (predicted values shown as empty 
symbols, experimental ones shown as filled symbols), where predicted 
values are reported at the same concentration as the experimental ones 
(approach used for each electrolyte is detailed in Fig. S2, while the 
databse used is described in Table 3). It can be seen from this figure that 
accurate predictions can be obtained for all four electrolytes reported 
(caesium chloride, zinc sulfate, copper sulfate and sulfuric acid, [19,40, 
45]) even if the calculated values are not included in the initial data set, 
probing the good generalisation ability of the model developed and the 
pertinence of the selected descriptors. Such performances are very 
satisfying knowing the small size of the dataset. It once again confirms 
that the LM-NN is able to learn very quickly on a limited number of 
training data points. Some discrepancies between experimental and 
calculated values can however be observed, particularly for copper 
sulfate and sulfuric acid. For copper sulfate, calculated values are 
slightly higher than 1 at diluted concentrations, which is not possible. 

Therefore, the ML model can easily be adapted to include constraints in 
order to improve accuracy of calculation, e.g. by limiting calculated 
a(H2O) values between 0 and 1. Predictions remain however within a 
5% range of the experimental values (this interval being shown as dotted 
black lines on all graphs). It should also be noted that 10% deviation 
between calculated and experimental activity coefficients is often 
encountered using Pitzer equations ([46]), modification of this equation 
being often needed at high electrolyte concentrations. 

As evidenced in Fig. 5, minor variation from ideal behaviour are 
appropriately anticipated, with accurate values obtained even if water 
activity remains higher than 0.9 in the concentration range considered. 
However, water activity is decreasing linearly with electrolyte concen-
trations in most cases and remains included between 0 and 1, which 
makes it relatively easy to model. Osmotic coefficients are another way 
to describe deviation from ideal behaviour of aqueous electrolyte con-
centrations. The method described in this work can possibly be applied 
to calculation of osmotic coefficients, which would necessitate to build a 
database with osmotic coefficients values. 

To further determine the generalisation ability of the model, water 
activities were calculated for uranyl nitrate solutions [49]. Knowing the 
activity of water in such solutions is very important for modelling the 
solvent extraction of uranyl nitrate in the Purex process, an important 
step of spent nuclear fuel reprocessing [21]. Tabulated values of Pitzer 
parameters for many electrolytes (>200, [47]) are available, which 
makes the use of these descriptors very attractive. However, experi-
mental determination by different authors has led to the co-existence of 
multiple values of Pitzer parameters. Predictions for uranyl nitrate 
would also allow comparison of prediction accuracy obtained with 
different values of the same Pitzer parameters for uranyl nitrate, such as 
the ones reported by Li et al. ([50]), Hlushak et al. ([22]), Jové Colón 
et al. ([51]), and Tan et al. [52]. Predicted values (empty symbols) can be 
found in Fig. 6, along with the experimental values (filled symbol). The 
database used is the same as the one used in Fig. 2(d) and Fig. 3(d), 
described in Table 1. 

It can be seen that predicted values are within a 5% range from the 
experimental ones, whatever the Pitzer parameters used, as long as the 

Fig. 6. Experimental and extrapolated activity of water (at room temperature and pressure) at various concentrations of uranyl nitrate using different Pitzer pa-
rameters reported by Li et al., Hlushak et al., Jové Colón et al. and Tan et al. The 5% interval for experimental data is shown as a dotted black line. 
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electrolyte concentration does not exceed 3 mol/kg. This demonstrates 
that the proposed method works even for electrolytes like actinides 
which are not included in the training or testing dataset. However, 
significant deviations can be seen at high electrolyte concentrations, 
apart from the Pitzer parameters of Jové Colón et al., which give 
calculated values within a 5% range of the experimental even for elec-
trolyte concentrations up to 5.5 mol/kg. This emphasises the need for 
proper selection of the training values, which should ideally be taken 
from a single reference. This is an inherent limitation of the method. It 
would ideally be used for the calculation of “unknown” activity values; it 
is therefore advantageous to build ML models that perform well on small 

databases. But since the database is small, the ML model shows a limited 
number of examples. Therefore, conflicts (different values for the same 
electrolyte obtained from different references) in the input database will 
be reflected in the final extrapolated result. This indicate the need to 
select recommended values (when available), values from various ref-
erences have been critically reviewed. 

Discrepancies at higher concentration could be related to the fact 
that Pitzer equations are generally not valid for calculating activities at 
high electrolyte concentrations. It is more likely related to a lack of 
training data at high electrolyte concentrations, making generalisation 
more challenging. Hence, a proper selection of the input data based on 
the targeted prediction could probably overcome these issues. Hence, 
the proposed LM-NN combined with training on small data sets con-
taining Pitzer parameters as descriptors is appropriate for calculating 
water activities accurately, with good generalisation capabilities. Ac-
curacy in the calculation is favoured by the small variation of the ac-
tivity of water for most electrolytes, up to relatively high concentration 
ranges. The determination of activity of water in uranyl nitrate solutions 
allows comparing the performances of the ML-based method described 
herein with the methods reported by Balasubramonian et al. for the same 
electrolyte [21]. In this reference, activity of water in uranyl nitrate 

Table 4 
RMSE (expressed in percentage) obtained when calculating activity of water in 
uranyl nitrate solutions using either Pitzer parameters, e-NRTL, e-UNIQUAC or 
the LM-NN.  

Method RMSE (%) Reference 

Pitzer  0.351 [21] 
e-NRTL  1.13 [21] 
e-UNIQUAC  0.623 [21] 
LM-NN  1.33 This work  

Fig. 7. Experimental ([53]) and extrapolated osmotic coefficients values (at room temperature and pressure) of uranyl nitrate using Pitzer parameters as descriptors.  

Fig. 8. Description of the ML approach used for the determination of γ(electrolyte) in electrolyte solution.  
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solutions was calculated using either the empirically determined Pitzer 
parameters, e-Uniquac or e-NRTL methods. The RMSE (expressed in 
percentage) obtained with each of those methods is shown in Table 4. It 
indicates that the lowest RMSE is obtained with the Pitzer parameters 
(0.351%), followed by the e-UNIQUAC and e-NRTL methods (0.623% 
and 1.13%). The LM-NN shows the highest deviation between the 
experimental and calculated values (1.33%), which can be improved by 
including known experimental values in the training and testing dataset 
and/or training the model with values of highly concentrated electrolyte 
concentrations. 

Another important aspect is the variation and the range of the input 
data. The activity of water is relatively easy to model since it often de-
creases linearly with the electrolyte concentration and it remains 
included between 0 and 1. Therefore, ML is not necessary for such a 
simple case, but could rather be used for determination of osmotic co-
efficients, which are an estimation of the deviation of water from ideal 
behaviour. From an ML point of view, osmotic coefficients values are 
more dispersed, which makes them more challenging to extrapolate. 
However, the ML-based method proposed is still valid to extrapolate 
osmotic coefficient values as evidenced in Fig. 7, which shows the os-
motic coefficient of uranyl nitrate. Extrapolated values are obtained by 
training the neural network on osmotic coefficients of uranium chloride 
as well as actinide and lanthanide nitrates (Th, La, Nd, Eu), using Pitzer 
coefficients as descriptors (see Table 3). Since the values in the training 
database are close to the extrapolated ones, the calculated values are 
relatively accurate, most of them being within a 5% range of the 
experimental ones, all of them being within a 10% range. 

3.2. Determination of the mean activity coefficient of electrolytes 

3.2.1. Descriptors comparison 
Performances of the LM-NN for the calculation of the mean activity 

coefficient of electrolytes was determined. The activity coefficient 
values of various electrolytes differ greatly and are not limited between 
0 and 1, contrarily to water activities. First, descriptor selection was 
performed using the approach described in Fig. 8. Pitzer parameters 
were selected since they allowed obtaining satisfying results for the 
calculation of a(H2O) and can easily be found in the literature. Perfor-
mances obtained using diameter and density of pure hard spheres of 
electrolytes as descriptors (obtained using the Hard sphere equation of 
state, HS EoS) were compared to performances obtained using Pitzer 
parameters as input data (Fig. 9). The databases used are in both cases 
are described in Table 5. HS EoS parameters were retained since their 
use as descriptors for calculation of activity coefficients of electrolytes 
was described in the literature [34]. 

Good correlation between experimental and predicted values are 
obtained using both the HS EoS descriptors (R2=0.992) and Pitzer pa-
rameters (R2=0.988), as displayed in Table 6. However, the HS EoS 
seems to perform better than the Pitzer parameters and showed lower 
RMSE (0.014 against 0.032) and most of all, a much lower AARD (1.03 
against 6.30). Training data are obtained from mean activity coefficients 
values for various electrolytes, which are lower than one [54]. The lower 
performances of the Pitzer parameters are possibly due again to a higher 
dispersion of the input data, the HS EoS being restrained to fewer data 
points (188 vs 332) and being limited to a few alkali and alkaline-earth 
chlorides, nitrates and bromides. 

3.2.2. Predictions and generalisation ability 
Ability of the LM-NN to predict unseen data was again checked on 

multiple electrolytes using both kinds of descriptors. The results (Fig. 10, 
while the corresponding databases are described in Table 5) show that 
predictions remain accurate for some electrolytes such as RbCl, with 
predicted values within a 5% range, whatever the descriptors used (HS 

Fig. 9. Calculated and experimental activity coefficients of electrolytes (at room temperature and pressure) using a LM neural network using (a) HS EoS and (b) 
Pitzer parameters as descriptors. 

Table 5 
Characteristics of the input datasets used in Fig. 9.  

Nature of electrolytes 
(concentration range in mol/kg) 

Reference 
descriptors 

Reference 
activity values 

Figure 

Chlorides: H, K, Cs (10− 4-11) 
Bromides and iodides: H, Li, 
Na (10− 4-11) 
Nitrates: Li, Na (10− 4-10.5) 

[34] [54] Fig. 9 
(a) 

Chlorides: H, Li, Na, K, Cs, Mg, 
Sr, Zn (10− 4-11) 
Bromides and iodides: H, Li, 
Na (10− 4-11) 
Nitrates: H, Li, Na, Ca, Cu 
(10− 4-10.5) 
Sulfates: Mg, Mn, Ni, Zn 
(2×10− 4-5) 

[8,19,40,47] [54] Fig. 9 
(b)  

Table 6 
AARD, R2 and RMSE (during testing) obtained with the LM-NN trained on 
various input datasets.  

Metric Pitzer parameters HS-EoS 

AARD  6.30  1.03 
R2  0.988  0.992 
RMSE  0.0324  0.0139  
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EoS or Pitzer parameters). However, very important deviations are 
observed for electrolytes such as lithium sulfate or barium chloride, for 
which the experimental values remain in a small range. 

For lithium sulfate (Fig. 11, database shown in Table 7), the values 
calculated with HS EoS descriptors reproduce the shape of the curve but 
are far from the experimental values. The ones calculated with Pitzer 

Fig. 10. Experimental and extrapolated activity coefficients of rubidium chloride (at room temperature and pressure) using either Pitzer parameters or HS EoS.  

Fig. 11. Experimental and extrapolated activity (at room temperature and pressure) of lithium sulfate using either (a) Pitzer and HS EoS descriptors and (b) Pitzer 
descriptors, training on sulfate data (see Table 7). 

G. Zante                                                                                                                                                                                                                                           



Artificial Intelligence Chemistry 2 (2024) 100069

12

parameters have a different shape from the one expected, but are closer 
to the experimental values, at least at low electrolyte concentrations. 
Prediction accuracy was improved by changing the input dataset. When 
using only experimental values of alkali and alkaline-earth sulfate salts 
([19], lithium sulfate remains excluded from the training and testing 
data set), calculated values (shown as blue stars in Fig. 11 (b), database 
shown in Table 7) are much closer to the experimental values, most of 
them being included in a 5% range, the further staying in a 15% range. 

A similar strategy was applied to barium chloride (Fig. 12 (a), along 
with the corresponding database shown in Table 8) which showed very 
poor agreement between calculated and experimental values when 
using Pitzer parameters as descriptors. Prediction accuracy is improved 
when using a training and testing data set that only includes alkaline- 
earth iodides and bromides ([55], barium chloride is still excluded 
from the training and testing dataset, see Fig. 12 (a)), with predicted 
values within a 15% range of the experimentally determined ones. The 
predicted values are obviously much better when the barium chloride 
data are included in the training and testing data set, with high-accuracy 
calculations (shown in Fig. 12 (b)) obtained for electrolyte concentra-
tions that were not included in the initial data set. 

Prediction accuracy also depends on the nature of the Pitzer pa-
rameters used. In Fig. 13, calculated and experimental activity co-
efficients were obtained for neodymium nitrate (training and testing 
data sets were composed of lanthanide nitrate salts ([46]), neodymium 
nitrate excluded) using either four Pitzer parameters (β(0), β(1) and C) or 
five Pitzer parameters (β(0), β(1), β(2), α and C, which were found from 
the modified Pitzer equation expressed by Guignot et al., [56]). The 

results obtained with the five parameters version of the Pitzer equation 
are more accurate than the ones obtained with the three parameters one, 
which reflects the fact that consistency on the selected input data is 
important. Ideally, experimental activity coefficients and Pitzer pa-
rameters determined in the same reference should be used. 

Calculation of the mean activity coefficient of uranyl nitrate was 
attempted using the different values of Pitzer coefficients reported in the 
literature (uranyl nitrate values were not included in the initial data set). 
The results (available in Fig. S3 (a)) indicate that accurate predictions 
can be obtained up to uranyl nitrate concentrations of around 1 mol/kg. 
Large deviations between the experimental and calculated values occur 
at higher concentrations, whatever the Pitzer parameters used. This can 
be again related to the lack of training data available at high concen-
trations. The deviation observed is much higher than for water activities 
calculations, which could be due to the highest variation of the uranyl 
nitrate activity coefficients as compared to water activities (calculated 
values are no longer restrained between 0 and 1). In order to improve 
prediction accuracy, the training dataset was augmented to include ac-
tivity coefficients at high concentrations (the initial dataset contained 
24 values at electrolyte concentration higher than 3 mol/kg, the 
augmented one contained 137). In order to keep consistency in the 
Pitzer coefficients used as descriptors, the values from the same refer-
ence were used ([47], uranyl nitrate data are still excluded from the 
training or testing data set). Calculated values for uranyl nitrate con-
centrations ≥ 2 mol/kg are visible in Fig. S3 (b). The quality of the 
prediction is improved, although relatively large deviations remain 
(most of the calculated values are within a 15% interval of the 

Table 7 
Characteristics of the input datasets used in Fig. 11.  

Nature of electrolytes 
(concentration range in 
mol/kg) 

Reference 
descriptors 

Reference 
activity values 

Figure 

Chlorides: H, K, Cs (10− 4- 
11) 
Bromides and iodides: H, 
Li, Na (10− 4-11) 
Nitrates: Li, Na (10− 4- 
10.5) 
Sulfates: Mg, Mn, Ni, Zn 
(2×10− 4-5) 

[34] [54] Fig. 11 (a), HS 
EoS 

Chlorides: H, Li, Na, K, Cs, 
Mg, Sr, Zn (10− 4-11) 
Bromides and iodides: H, 
Li, Na (10− 4-11) 
Nitrates: H, Li, Na, Ca, Cu 
(10− 4-10.5) 
Sulfates: Mg, Mn, Ni, Zn 
(2×10− 4-5) 

[8,19,40,47] [54] Fig. 11 (a), 
Pitzer 
parameters 

Sulfate salts: Na, K, NH4, 
Mg, Mn, Ni, Cu, Zn 
(0.1–5) 

[19] [19] Fig. 11 (b)  

Fig. 12. (a) Experimental and extrapolated values of activity coefficients of barium chloride (at room temperature and pressure) using either a large database (red 
squares) or a small database containing experimental values of alkaline-earth bromides and iodide (blue stars), (b) experimental and calculated values with a small 
database, experimental values of alkaline-earths bromides and iodides, known values of barium chloride included. 

Table 8 
Characteristics of the input datasets used in Figs. 12, 13, and 14.  

Nature of electrolytes 
(concentration range in mol/ 
kg) 

Reference 
descriptors 

Reference 
activity 
values 

Figure 

Chlorides: H, K, Cs (10− 4-11) 
Bromides and iodides: H, Li, 
Na (10− 4-11) 
Nitrates: Li, Na (10− 4-10.5) 
Sulfates: Mg, Mn, Ni, Zn 
(2×10− 4-5) 

[34] [54] Fig. 12 (a) 
Pitzer 
parameters 

Alkaline earth bromides and 
iodides: Mg, Ca, Sr 
(0.01–2.5) 

[55] [55] Fig. 12 (a) 
Alkaline earth 
data 

Alkaline earth bromides and 
iodides: Mg, Ca, Sr, Ba 
(0.01–2.5) 
Chlorides: Ba (0.2–2) 

[55] [55] Fig. 12 (b) 

Lanthanide nitrates: La, Ce, Pr, 
Sm, Eu, Gd, Tb, Dy, Ho, Er, 
Tm, Yb, Lu (0.028–3.446) 

[56] [46] Fig. 13 

Alkali chlorides, nitrates, 
sulfates: Na, K 

[47] [8,19,40] Fig. 14  
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experimental data). The generalisation ability of the LM-NN has there-
fore limits, but can be improved by selecting carefully the input data, 
ideally by making sure experimental activity coefficients and Pitzer 
parameters are obtained from the same reference. Prediction accuracy 
can easily be improved by including the uranyl nitrate data in the input 
dataset, which however limits predictions to “unseen” concentrations. 
This strategy was applied by including known data for uranyl nitrate and 
calculating activity coefficients at concentrations that weren’t included 
in the input dataset. Training and testing data included salts close to 
uranyl nitrate in the periodic table (throrium nitrate [48], and lantha-
nide nitrates, [46]). The results (available in Fig. S3 (c)) show a clear 
improvement with most of the calculated values within a 5% range of 
the available experimental ones, whatever the concentration range 
considered. 

Hence, the nature of the descriptors plays a role in the accuracy of 
the calculation. As evidenced in Fig. 9, different descriptors used as 
input data give different results using the same ML model. However, 
similarity between input and output values seems to be the most 
important parameter to ensure that accurate calculation are obtained. 
Values included in the training database should be as close as possible to 
the extrapolated ones, which can be achieved by selecting training 
electrolytes from the same group in the periodic table than the 

extrapolated ones, or training and target electrolytes having a common 
ion. This possibility is demonstrated in Fig. 14, with extrapolated ac-
tivity of potassium dihydrogen phosphate trained on sodium and po-
tassium chlorides, sulfates and nitrates (Table 8). The extrapolated 
activity values are within a 10% range of the experimental ones, despite 
the fact that the training database does not contain any value related to a 
phosphate salt. 

Therefore, best results are obtained with a training database con-
taining values “close” to the target electrolyte. It seems necessary to 
include at least 5 electrolytes of the same group in the periodic 
Table than the target electrolyte in the training database. Preferentially, 
the training electrolytes have a common cation or anion with the target 
electrolyte. 

3.3. Performance of the model with simple descriptors and on highly 
concentrated electrolytes 

Overall, the previous results showed that high accuracy can be ob-
tained using a LM-NN and the Pitzer parameters as descriptors. Those 
parameters are good candidates to be used as descriptors since tabulated 
values exist for a large panel of electrolytes. However, more simple 
descriptors can be used to describe the electrolytes. It was hypothesized 

Fig. 13. Experimental and extrapolated activities values (at room temperature and pressure) of neodymium nitrate using using either 3 or 5 Pitzer parameters as 
descriptors. 

Fig. 14. Experimental ([57]) and extrapolated activities values (at room temperature and pressure) of potassium hydrogen phosphate using Pitzer parameters as 
descriptors. 
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that accuracy of the prediction is related to the similarity between the 
input dataset and the unknown values, i.e. when trying to predict lithium 
sulfate values, training and testing using sulfate salts values is more 
appropriate than using chloride salts. Activity of water and activity 
coefficients of neodymium nitrate (which was outside of the training and 
testing dataset) were calculated using simple descriptors (cation and 
anion size and charge, stoichiometric coefficients), using experimental 
values of the other lanthanide nitrates. As evidenced in Fig. 15 ((a) for 
activity of water in neodymium nitrate solutions, (b) for activity co-
efficients of neodymium nitrate, database used is described in Table 9) 
the LM-NN is able to predict values very accurately even when using 
extremely simple and easily accessible descriptors as input data. 

So far, most existing models for activity calculation struggle to 
calculate activities for highly concentrated electrolytes (>6 mol/kg). 
This is why activity coefficients of lithium chloride (Fig. 15 (c)) and 
perchloric acid (Fig. 15 (d)) were calculated with the LM-NN at high 
electrolyte concentration (> 6 mol/kg). Values in the training and 
testing data set were selected to include chlorides or perchlorate- 
containing electrolytes at high concentrations ([48], approach 
described in Fig. S4), available data for lithium chloride and perchloric 

acid being included in the training and testing data set. Stoichiometric 
coefficients, diameters and charges of cations and anions were used as 
descriptors. Calculated values are in very good accordance with the 
experimental ones. However, inclusion of available experimental data in 
the training and testing data sets seems mandatory in that case to ensure 
accurate predictions. The lack of data at high concentration leads to a 
poorer generalisation ability of the model, but it remains very accurate 
at calculating missing data as long as the experimental ones are included 
in the training and testing dataset. Therefore, the ML-based approach 
reported is highly dependent on the database used, but does not take 
into account the physics of the system considered. It makes the calcu-
lation of activities simpler, but also reveals an inherent limitation of the 
method, which could lead to aberrant results. This is why 
physics-informed ML-models could not only improve the accuracy but 
also eliminate the risks of outliers. 

4. Conclusion 

The experimental determination of water activity and activity co-
efficients of electrolytes requires a tremendous amount of experimental 
work, while calculation of these activity coefficients with models such as 
e-NRTL or UNIQUAC suffers from limitations (difficulty to fit the 
adjustable parameters, lower accuracy at high concentration…). Ma-
chine learning offers the opportunity to determine accurate water ac-
tivities and activity coefficients in electrolyte solutions, while being 
practically very simple to use. 

Two neural networks were developed to determine water activity 
and activity coefficients in electrolyte solutions using different de-
scriptors relative to the electrolytes considered (Pitzer parameters, 
specific salt parameters…). The LM-NN used was proven to be more 
accurate and allowed predicting values accurately without needing 
large datasets. Representativeness of the training and testing data sets 
are probably an important factor, the lack of data at high electrolyte 

Fig. 15. Experimental and extrapolated activity of (a) water and (b) activity coefficient of electrolyte in neodymium nitrate solutions; experimental and calculated 
activity of (c) lithium chloride and (d) perchloric acid at high concentration. Ion parameters (ion size, charge and stoichiometric coefficient) are used as descriptor, 
values at room temperature and pressure. 

Table 9 
Characteristics of the input datasets used in Fig. 15.  

Nature of electrolytes 
(concentration range in mol/kg) 

Reference 
descriptors 

Reference 
activity values 

Figure 

Lanthanide nitrates: La, Ce, Pr, 
Sm, Eu, Gd, Tb, Dy, Ho, Er, Tm, 
Yb, Lu (0.028–3.446) 

- [46] Fig. 15 (a) 
and (b) 

Chlorides: H, Li, Na, K, Cs (0.2 
-6) 
Perchlorates: H, Na (0.1–16) 
Nitrates, bromides: Li (0.1–20) 

- [40,48] Fig. 15 (c) 
and (d)  
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concentration leading to poorer predictions depending on the concen-
tration range considered. Generalisation ability of the LM-NN model was 
tested and was found to be correct as long as the training and testing 
data sets are representative of the values that need to be calculated. 
Therefore, a “differential” training was employed, where calculation of 
values related to nitrate salts were performed using other nitrate salts for 
training and testing. Prediction accuracy could be better with smaller 
and more representative datasets, which reduces the computing time 
required. In this work, using 100 epochs, all of the predictions were 
obtained in less than 30 s. In most cases, the predicted values are within 
a 5% range of the experimental ones. If the prediction is not satisfying, 
one could include the experimental values available and predict the 
activities at missing concentrations, which greatly improves the pre-
diction accuracy. The ML-based method developed could therefore be 
used to predict very easily water activities and activity coefficients of 
electrolytes using simple and easily accessible descriptors such as the 
charge and diameters of ions composing the electrolyte. The method 
could be applied to a very large panel of electrolytes as long as sufficient 
experimental data are available. It could be used to generate accurate 
values in order to obtain activity coefficients for more complex solutions 
(i.e. containing multiple electrolytes), or to feed more complex machine 
learning models to predict activity coefficients in such solutions. Future 
work could include application of data augmentation techniques to 
improve accuracy of the model when experimental data are lacking, or 
the use of physics-informed ML, e.g. by modifying the loss function of the 
NN to include the Gibbs-Duhem equation [58]. Optimised models could 
then be used to calculate activity of water in electrolytes in more com-
plex electrolyte solutions. The method presented could also be applied 
for the determination of activity coefficient of other species (water, 
electrolytes and extracting molecules in organic solvents within the 
frame of solvent extraction) and for the calculation of different ther-
modynamic constants, as long as accurate experimental data exist. 
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