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Abstract: Response inhibition is commonly thought to rely on voluntary, reactive, selective, and rel-
atively slow prefrontal mechanisms. In contrast, we suggest here that response inhibition is
achieved automatically, nonselectively, within very short delays in uncertain environments. We
modified a classical go/nogo protocol to probe context-dependent inhibitory mechanisms. Because
no single neuroimaging method can definitely disentangle neural excitation and inhibition, we com-
bined fMRI and EEG recordings in healthy humans. Any stimulus (go or nogo) presented in an
uncertain context requiring action restraint was found to evoke activity changes in the supplemen-
tary motor complex (SMC) with respect to a control condition in which no response inhibition was
required. These changes included: (1) An increase in event-related BOLD activity, (2) an attenuation
of the early (170 ms) event related potential generated by a single, consistent source isolated by
advanced blind source separation, and (3) an increase in the evoked-EEG Alpha power of this
source. Considered together, these results suggest that the BOLD signal evoked by any stimulus in
the SMC when the situation is unpredictable can be driven by automatic, nonselective, context-
dependent inhibitory activities. This finding reveals the paradoxical mechanisms by which volun-
tary control of action may be achieved. The ability to provide controlled responses in unpredictable
environments would require setting-up the automatic self-inhibitory circuitry within the SMC. Con-
versely, enabling automatic behavior when the environment becomes predictable would require
top-down control to deactivate anticipatorily and temporarily the inhibitory set. Hum Brain Mapp
35:5517–5531, 2014. VC 2014 Wiley Periodicals, Inc.
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INTRODUCTION

Inhibition of prepotent behavioral impulses is a key
component of executive functions [Hofmann et al., 2012].
However, it is a significant challenge to assess brain–
behavior relationships when the function under scrutiny is
precisely intended to suppress overt measurable behav-
iors. The challenge is all the more complex that brain
imaging techniques are not very powerful at unravelling
the time course of concurrent excitatory and inhibitory
mechanisms. This limitation relates to the physiological
nature of the signal [e.g., Logothetis, 2008], the necessary
compromise for spatio-temporal resolution [e.g., Babiloni
et al., 2009], and the technical aspects of data processing
[e.g., Lio and Boulinguez, 2013].

Response inhibition is usually tested by means of reac-
tion time (RT) tasks in which subjects are asked to provide
a motor response to one stimulus and to withhold their
response to another, like in the classical go/nogo para-
digm [Chambers et al., 2009]. Although standard chrono-
metric paradigms do not provide behavioral markers for
identifying successfully inhibited responses, functional
neuroimaging studies have reported a large distributed
network of cortical and subcortical regions activated by
nogo stimuli [Swick et al., 2011]. However, these nogo acti-
vations are by no means direct markers of response inhibi-
tion mechanisms. As recently demonstrated in a series of
meta-analyses, most of the regions forming the “nogo”
network are inconsistently activated across studies and
most of the BOLD modulations typically elicited by nogo
signals are actually driven by the engagement of high
attentional resources, not by inhibitory processes per se
[Criaud and Boulinguez, 2013]. Based on the high tempo-
ral resolution of electroencephalography (EEG), numerous
studies [recently reviewed by Huster et al., 2013] used
psychophysiological measures to try to identify the specific
processes underlying behavioral inhibition. Unfortunately,
it seems that none of the standard EEG-derived measures
can be considered an unambiguous indicator of a proper
inhibitory process either [Huster et al., 2013].

From a theoretical point of view, this high level of
inconclusiveness is not totally surprising for at least two
reasons. First, neuroimaging studies that rely on blood
oxygenation level-dependant (BOLD) signals are unable to
distinguish between neural excitation and inhibition
[Buzs�aki et al., 2007; Logothetis, 2008], whereas most EEG
studies on behavioral inhibition have not convincingly
solved the problem of source signal mixing at scalp elec-
trodes to identify unequivocally the EEG components con-
tributing to the averaged event-related potentials (ERPs)

[Huster et al., 2013]. Second, the psychological models that
have guided neuroimaging protocols and analyses rely on
the disputed assumption that inhibitory processes are
selectively1 triggered by the external stimulus one must
refrain from reacting to [see Criaud and Boulinguez, 2013
for critical review]. Converging evidence now indicates
that: (1) nonselective inhibitory mechanisms may operate
to prevent actions from being emitted prematurely [Duque
and Ivry, 2009; Duque et al., 2010, 2012; Frank, 2006; Frank
et al., 2007; Jaffard et al., 2007], and (2) action restraint
may apply by default, before any stimulus is presented in
an uncertain environment. This type of processing is com-
monly designated “proactive control” [Boulinguez et al.,
2008, 2009; Boy et al., 2010c; Chen et al., 2010; Criaud
et al., 2012; Forstmann et al., 2008, 2010; Jaffard et al.,
2007, 2008; Lo et al., 2009; Stuphorn et al., 2010; Zandbelt
et al., 2013]. It is thus possible that, when facing potential
conflict, inhibition of response applies early on to any
stimulus rather than specifically to the inappropriate stim-
ulus after it has been identified. Evaluating this possibility
cannot be done with standard go/nogo protocols which
do not allow to disentangle between the hypothesis of a
late, selective, inhibition of the erroneous response and the
existence of an early, nonselective, inhibition of all possible
responses (Fig. 1).

Two elements would be necessary to address the short-
comings above. (i) The inclusion in the experimental
design of a control condition for which response inhibition
is definitely absent. In this case, for instance, on some tri-
als, the subjects would be provided with advance informa-
tion that there will be no conflict for the upcoming
stimulation and hence no need to refrain from reacting
(Fig. 1). This idea is reminiscent of recent behavioral find-
ings suggesting that an executive setting is required for
the manifestation of automatic response inhibition [Chiu
and Aron, 2014]. (ii) The use, in addition of fMRI, of EEG
techniques able to probe inhibitory neural response with
high temporal resolution. Indeed, provided that proper
separation of the different sources of interest from a set of
mixed signals contributing to the overall electrical activity
recorded on the scalp has been performed [Makeig and

1Here, selectivity does not refer to the selection between alterna-
tive movements (as it often does in studies using choice RT tasks). It
rather refers to the perceptual decision mechanisms that involve the
detection, discrimination, or identification of sensory stimuli [Gold
and Ding, 2013]. This point is central because studies interested in
response inhibition have, in compliance with the implicit dynamics
of the dominant models assuming selective, reactive processing,
focused on the cascade of events specifically launched by informa-
tion derived from nogo stimuli with respect to go stimuli.
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Onton, 2009; Lio and Boulinguez, 2013], EEG frequency-
specific signals may generate more detailed information
than corresponding measures based on the BOLD fMRI
signal [Huster et al., 2013; Siegel et al., 2012]. In particular,
it has been suggested that Alpha and Beta oscillations
might play a substantial role in response inhibition. Start-
ing with Alpha oscillations, it has been hypothesized that
they would partly stem from rhythmic fluctuations of
GABAergic inhibitory interneurons [see Jones et al., 2000
and Lorincz et al., 2009 for physiological and computa-

tional accounts] and would drive neuronal spike timing
and firing rate [see Haegens et al., 2011 for demonstration
that Alpha power is negatively correlated with spiking
rate in the monkey premotor and motor cortex during sen-
sorimotor tasks]. As a consequence, it has been proposed
that Alpha oscillations might index an active inhibitory
mechanism that modulates cortical excitability or contrib-
utes to information gating within a given region [Hindriks
and Van Putten, 2013; Jensen and Mazaheri, 2010; Kli-
mesch et al., 2007; Klimesch, 2012; Mathewson et al., 2011].

Figure 1.

(See legend on the following page.)

Figure 1.

Protocol (A), models’ predictions (B), and behavioral results

(C). (A) Subjects were asked to react as fast as possible to a go

stimulus (diamond) by means of a button press with the right

thumb, and to withhold responses to an equiprobable nogo

stimulus (X). In a control condition requiring no hypothetical

inhibitory setting, only go stimuli were presented (go_control).

In classical go/nogo tasks, go and nogo signals are scrambled

within the same block of trials (standard mixed block design),

assuming classically that inhibition is triggered by the nogo but

not by the go stimulus. In contrast, an alternative view suggests

that both stimuli induce automatic response inhibition in order

to prevent premature responding. In other words, the usual

nogo vs. go contrast would be incomplete to evidence all

response inhibition mechanisms. To this aim, a control condition

in which response inhibition is definitely not involved would be

necessary (go trials for which subjects know in advance that

there is no need to refrain from reacting). In the present experi-

ment, this control condition was set by manipulating the color

of the central fixation point (FP) of the display. A green FP indi-

cated that not any nogo stimulus would be presented, enabling

subjects to react automatically to any upcoming event (go_con-

trol condition). Conversely, a red FP was not informative of the

identity of the upcoming target. (B) Strong, specific, predictions

are attached to each hypothesis. The late, selective, account

predicts that stimuli that have to be withheld (nogo) should

induce specific brain activations with respect to stimuli that

require a motor response (go). Conversely, the early, nonselec-

tive, account predicts that all stimuli presented in a context of

uncertainty (both nogo and go) should induce inhibition-related

brain activations with respect to stimuli presented in a predict-

able environment (go_control). At the behavioral level, the

standard model does not predict RT differences between go and

go_control conditions. Conversely, the alternative model pre-

dicts that inhibition of automatic responses to any visual stimu-

lus should lengthen RT in the red FP with respect to the green

FP condition [e.g., Criaud et al., 2012]. (C) Normalized RT for

go and go_control trials, pooled for all subjects. Distributions

are best fitted by ex-Gaussian functions. The RT difference

between go and go_control trials reflects the effect of fast auto-

matic response inhibition, a prerequisite for giving appropriate

slow volitional response. Consistent with recent investigations

using comparable methods and providing similar data and con-

clusions [Chiu and Aron, 2014], this major behavioral result fits

the predictions of the automatic, nonselective, account of

response inhibition.
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Beta band oscillations have also been associated with
GABAergic activity and sensorimotor processing, and with
the idea that these oscillations could be associated with
the functional inhibition of sensorimotor cortical regions
[Jensen et al., 2005; Gaetz et al., 2011]. However, the exact
role of Beta oscillations in sensorimotor transmission still
needs to be specified. It is assumed to relate to the mainte-
nance of the current sensorimotor state [Engel and Fries,
2010] and, more generally, to large-scale communication
between sensorimotor and nonsensorimotor areas [Kilavik
et al., 2013].

In the present study, we combined fMRI and high-
resolution EEG recordings (with spectral analyses per-
formed at the source level) in a go/nogo paradigm that
was amended in accordance with the methodological prin-
ciples described above (Fig. 1).

MATERIALS AND METHODS

Subjects

fMRI experiment

Twenty na€ıve right-handed subjects (ages: 25 6 5.1, 7
females) with normal or corrected-to-normal vision, and
without history of psychiatric or neurological disease, par-
ticipated in the experiment.

EEG experiment

Twenty na€ıve right-handed subjects (whole group mean
age: 26 6 5.3, 12 females) with normal or corrected-to-
normal vision and without history of psychiatric or neuro-
logical disease, participated in the EEG experiment. Thir-
teen of the twenty subjects who participated in the fMRI
experiment also participated in the EEG experiment. For
these subjects, the two experiments were performed within
a single day. Seven subjects participated in the fMRI
experiment in the morning while the EEG experiment was
performed in the afternoon, and vice versa for the other
six subjects. Both experiments were performed in compli-
ance with the code of ethics of the World Medical Associa-
tion (Declaration of Helsinki) and the protocol was
preapproved by the appropriate ethics committee in Bio-
medical Research (CPP sud-est IV, N�11/025). All subjects
gave written informed consent and were paid 50e for their
participation in each experiment.

Behavioral Testing Procedures

We used a go/nogo task inspired by our recent work
[Criaud et al., 2012] (Fig. 1A). Subjects were asked to react
as fast as possible to go stimuli by pressing a button with
the right thumb while refraining from reacting to nogo
stimuli. At the beginning of a trial, the visual fixation
point could turn either red or green, randomly. A red fixa-
tion point indicated that a go stimulus, a nogo stimulus or

no stimulus at all could occur, go and nogo events being
equiprobable. In a control condition, no inhibition was
required: A green fixation point indicated that no nogo
stimulus would be presented. This condition enabled sub-
jects to react automatically to any upcoming event.

Apparatus

A panel equipped with light-emitting diodes (LEDs –
Ø5 mm, 8,800 mcd) was used to present the visual stimuli.
One LED was placed in the centre of the panel and set at
the subject’s eye level. It served as a fixation point for the
eyes. The target stimulus (go) was composed of eight other
LEDs surrounding the central fixation point and forming a
diamond (3.44� of visual angle). Stimuli were presented
and behavioral data were acquired using a real-time acqui-
sition system (ADwin-Pro, Keithley Instruments, Cleve-
land, OH) controlled by laboratory-made software
(Docometre) by courtesy of Franck Buloup (Institut des
Sciences du Mouvement, Marseille).

The appearance of the fixation point indicated the begin-
ning of a trial and lasted until the end of the trial. Presti-
mulus delays (time between the beginning of a trial and
stimulus presentation) varied randomly from 2 to 6 s in
steps of 500 ms. The inter-trial interval was fixed to 1 s in
the EEG experiment, but varied randomly and exponen-
tially from two to six seconds in the fMRI experiment.
Subjects were asked to react as fast as possible to target
presentation (100 ms duration) by pressing a button with
their right thumb. In a control condition (go_control trials),
the visual fixation point was green indicating that only tar-
gets could be presented. Subjects were then able to react
automatically to any upcoming event. In another condition
(go and nogo trials), the fixation point turned red, indicat-
ing that a go stimulus or a nogo stimulus could occur
with equal probability. The nogo stimulus was composed
of eight LEDs forming a X of 3.44� of visual angle centered
on the fixation point (100 ms duration). Subjects were
asked to refrain from reacting to these nogo signals. Catch
trials (no stimulus after the appearance of the fixation
point) were added (25% of all trials). Subjects were
instructed to comply with a maximum error rate (false
alarms and omissions) of 10% of all trials.

Procedure

In the fMRI experiment, the visual display was projected
onto a screen located 56 cm from the subject’s eyes (the
screen was viewed through a mirror). Subjects were hold-
ing an amagnetic handle mounted with a highly sensitive
button in the right hand positioned below the sternum.
The experiment was divided into four acquisition sessions.
Each session was composed of 20 go trials, 20 nogo trials,
20 go_control trials, and 20 catch trials, randomly pre-
sented, for a total of 80 trials/condition of interest.

The EEG experiment took place in a dedicated room
within the fMRI center. Subjects were seated in a

r Albares et al. r

r 5520 r



darkened, shielded room in front of the panel set at 50 cm
from their eyes. Ten blocks of forty trials each were per-
formed by each subject. Each block was composed of 10
go trials, 10 nogo trials, 10 go_control trials and 10 catch
trials, randomly presented, for a total of 100 trials/condi-
tion of interest.

Behavioral analyses

Typically, inhibitory performance in go/nogo tasks is
estimated using the percent of responses to nogo stimuli.
However, provided that suitable executive setting condi-
tions are controlled in the experimental design, RT of trials
for which an appropriate motor response was given might
offer a reliable dependent variable indexing the involve-
ment of response inhibition mechanisms [e.g., Boulinguez
et al., 2008; Criaud et al., 2012; Jaffard et al., 2007; see Fig.
1 legend for detailed description]. Indeed, although RT
differences between go trials in the uncertain versus the
control conditions are multifactorial (involving especially
different requirements with respect to visual identification
mechanisms), they are conditioned on the implementation
of an inhibitory setting [Chiu and Aron, 2014; Marini
et al., 2013]. For each subject and each trial, RT was nor-
malized with respect to the subject’s mean value of the
control condition (go_control) [Boulinguez et al., 2008].
Through this computation, all individual RTs are distrib-
uted around the value 1, which represents the individual
mean RT of the control condition. The mode of each indi-
vidual distribution was used for group statistical analysis.
This was intended to avoid potential biases due to interin-
dividual variability and non-Gaussian distributions of
individual RT. A Wilcoxon’s test was applied to compare
go and go_control conditions.

Event-Related fMRI

Data acquisition

Images were acquired on a 3-T MEDSPEC 30/80
AVANCE whole-body imager (Bruker, Ettlingen, Germany),
equipped with a circular polarized head coil. For each par-
ticipant, we acquired a high-resolution structural T1-
weighted image (MPRAGE sequence, resolution 1 3 0.75 3

1.22 mm) in sagittal orientation, covering the whole brain.
For functional imaging, we used a T2*-weighted echoplanar
sequence, covering the whole brain with 36 interleaved 3-
mm-thick/0-mm-gap axial slices (repetition time 5 1,867
ms, echo time 5 30 ms, flip angle 5 77�, field of view 5 19.2
3 19.2 cm, 64 3 64 matrix of 3 3 3 mm voxels). We
acquired 337 functional volumes per session during four
sessions, for a total of 1,348 volumes per subject.

fMRI preprocessing

Data were processed using SPM8 software (http///
www.fil.ion.ucl.ac.uk/spm/), according to the general

linear model [Friston et al., 1995]. The first six functional
volumes of each session were removed to eliminate none-
quilibrium effects of magnetization. The remaining 331
images were corrected for differences in slice acquisition
time. The images were then corrected for head movements
by realigning all the images with the first image using
rigid body transformations, and unwrapped according to
the fieldmap recording. Spatial normalization was
improved using the DARTEL toolbox on an MNI template.
Data were spatially smoothed with an isotropic Gaussian
filter (8 mm full width at half maximum).

Event-related analysis of BOLD signal changes

In the statistical analysis, 12 event types were defined at
the first level, including 10 effects of interest (2 periods—
Prestimulus and poststimulus—For 5 types of trial -
go_control, go, nogo, catch_control, catch) and two effects
of no interest (intertrial interval, short prestimulus delays).
The events were timelocked to the onset of the target,
modeled according to their onset and their duration, and
convolved with a canonical hemodynamic response func-
tion (HRF). Poststimulus regressors were built on the basis
of the onset of the stimulus convolved with the standard
canonical HRF. Prestimulus regressors were built on the
basis of the onset of the cue, and the variable duration of
the cue-stimulus period was used to define the duration of
the event for convolution with the HRF. Since pre- and
poststimulus were disjointed by a jittered delay comprised
between 2 and 6 s, the different regressors were easily
defined and separated. Data were highpass filtered at
128 s and summarized into one contrast per subject.

We performed two contrasts to assess, respectively, the
activity specifically triggered by nogo stimuli with respect
to go stimuli, and the activity evoked by any stimulus
when the context is uncertain with respect to when the
context is predictable. For each participant, the difference
in stimulus evoked activity between the nogo and go con-
ditions was assessed by a one sample t test applied to the
contrast [(nogo)–(go)]. The difference in stimulus evoked
activity between the two conditions of uncertainty was
assessed by a one sample t test applied to the contrast
[(nogo 1 go) – go_control)]. The contrast was balanced by
weighting the go_control condition (32) to compensate for
the unequal number of trials in the red fixation point and
green fixation point conditions. The SPM group maps
were generated with a random-effects model. The result-
ing individual statistical maps were entered into one sam-
ple t tests. Clusters displayed on statistical parametric
maps were thresholded at a corrected cluster level of
P< 0.05 using a voxel level threshold of P< 0.0001 uncor-
rected for multiple comparisons (and a cluster extent of
more than 30 contiguous voxels).

We used a region of interest (ROI)-based analysis
approach, with the label function of the WFU pickAtlas
program [Maldjian et al., 2003, 2004] to include all the
regions which might play a role in response inhibition in
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go/nogo tasks [according to the review and meta-analysis
from Swick et al. 2011]. The selected regions were the
Anterior Cingulate Cortex, the Inferior Frontal Gyrus, the
Superior Frontal Gyrus, the Medial Frontal Gyrus, the
Middle Frontal Gyrus, the Inferior Parietal Lobule, and the
Insula.

EEG

Data acquisition

The BiosemiTM ActiveTwo Mk2 system (31.25 nV resolu-
tion) was used to record EEG data from 128 electrodes
mounted in an elastic cap at BiosemiTM ABC system
standard locations. Six additional external electrodes were
added: Four temporal electrodes (Biosemi spherical coordi-
nates: Phi 2103.5 Theta 218 236, and Phi 103.5 Theta 18
36), and two electrodes attached to the outer canthi of the
left and right eyes (Phi 103.5 2103.5 Theta 81 281). The
CMS active electrode and the DRL passive electrode of the
ActiveTwo system were used instead of classical ground
electrodes of conventional systems (these two electrodes
form a feedback loop driving the average potential of the
subject—The common mode voltage—As close as possible
to the analogue-to-digital reference voltage in the AD box).
All electrode offsets were kept below 20 mV. EEG data
were recorded at a sampling rate of 2,048 Hz. Offline, data
were high-pass filtered above 1 Hz, low-pass filtered at 95
Hz, notch filtered at 50 Hz, and downsampled to 1,024
Hz. Then, data were epoched from 200 ms before stimulus
onset to 1,000 ms after stimulus onset.

EEG preprocessing

For each subject, corrupted epochs and artifacts (blinks,
eye movements, ballistocardiac noise, and other electrical
noises) were automatically detected and rejected using a
first ICA dedicated only to EEG preprocessing. We used
an higher order statistics (HOS)-based blind source separa-
tion (BSS) algorithm [Infomax ICA; Bell and Sejnowski,
1995] with EEGLAB [Delorme and Makeig, 2004] and the
FASTER toolbox [Nolan et al., 2010]. A total of 5,834 trials
(corresponding to the concatenation of individual trials
obtained from our 20 participants) were acquired after tri-
als rejection. Only trials with RT distant from no more
than the distribution mode 62 standard deviations were
included in the group independent component analysis
(gICA) (4,251 trials).

Advanced processing was performed on the basis of
recent methodological developments. First, we applied
BSS. Indeed, as recently reviewed by Huster et al. [2013],
classical ERPs (N2/P3) are not reliable markers of inhibi-
tory processes because they likely involve several mecha-
nisms confounded with proper inhibitory processes, like
conflict-related and evaluative processing stages. One
likely reason is that the overall electrical activity recorded
on the scalp is composed of a set of mixed signals. To

address this problem, we first used a robust second-order
statistics (SOS)-based algorithm to unmix this set of sig-
nals. To optimize separation, UW-SOBI [Belouchrani et al.,
1997; Yeredor, 2000] was privileged over more popular but
less robust higher order statistics-based algorithms [Lio
and Boulinguez, 2013]. Then, in a second step, we applied
group independent component analysis (gICA). This
approach offers a straightforward and computationally
tractable solution to the problem of multisubject analysis
by creating aggregate data containing observations from
all subjects. By providing a single estimation of the mixing
and the demixing matrices for the whole group, gICA
allows direct estimation of the components that are consis-
tently expressed in the population [see Eichele et al., 2011
for discussion of the broad interest of using this method]
and, hence, more efficient source separation and localiza-
tion of these components [Lio and Boulinguez, 2013].

The UW-SOBI algorithm is an adaptation of the well
known SOBI algorithm [Tang et al., 2005] reformulated as
an uniformly weighted nonlinear least squares problem to
avoid the common “whitening” phase which is known to
limit the performance of BSS/ICA algorithms in noisy con-
ditions [Cardoso, 1994, 1998]. One hundred time-delayed
covariance matrices, with time delays from 1/1,024s to
100/1,024s were calculated on each of the 4,251 remaining
epochs. Then the 100 averaged time-delayed covariance
matrices were approximately joint diagonalized with the
UWEDGE algorithm [Tichavsky and Yeredor, 2009], lead-
ing to the identification of 134 independent components
(ICs).

Methodological principals of event-related analyses

of EEG signal changes

We took advantage of our unique design offering a psy-
chophysical marker of the motor output (RT) both in the
condition requiring inhibition of automatic responses and
in the control condition. Indeed, the introduction of a
go_control condition not only allows comparison of
inhibition-related brain activations generated in nogo and
go trials with an appropriate reference condition, it also
gives the opportunity to assess quantitative behavioral
markers of automatic response inhibition by contrasting go
with go_control RTs (Fig. 1C). This alternate approach is
based on the following rationale: The more powerful the
inhibitory activity, the more the response to go with
respect to go_control trials should be delayed, bearing in
mind that attentional modulations are also likely to con-
tribute to the overall effect [Marini et al., 2013]. Primarily,
we selected the relevant sources among the 134 ICs for
further analysis by tracking over time, for each compo-
nent, the significant activity changes between the go and
go_control conditions. The critical (i.e., earliest) sources
coming out from this blind test were further submitted to
a first coarse-grained analysis consisting in the comparison
of the ERPs evoked within each single source by the nogo,
the go and the go_control stimuli, respectively. Then, a
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more fine-grained assay was performed, based on supple-
mentary analyses guided by the behavioral data on a
single-trial basis.

Selection of relevant sources/detection of the earliest
electrophysiological indices of response inhibition

In order to track the earliest activity evoked by reactive
inhibitory processes, a multiple hypothesis testing proce-
dure was designed. For each IC, the mean evoked activity
was estimated both for the go and the go_control condi-
tions in height time-periods of 25 ms, from 50 to 250 ms
after stimulus onset. A Wilcoxon’s test (P< 0.05, Bonferro-
ni’s corrected) was used to test differences between go
and the go_control conditions for each IC and each time
period. Since we found only one IC showing significant
early differences (Supporting Information Fig. S1), the next
processing steps were applied only to this component (Fig.
2).

Analyses of relevant sources activity

IC source localization. The 3D distribution of the
selected source current densities was estimated by means
of the sLoreta software [Pascual-Marqui, 2002]. The head
model used for this analysis was obtained by applying the
BEM method to the MNI152 template [Mazziotta et al.,
2001]. The 3D solution space was restricted to cortical gray
matter and was partitioned into 6,239 voxels with a spatial
resolution of 5 mm. Then, the sLoreta solution of the
inverse problem was computed using an amount of Tikho-
nov regularization optimized for an estimated Signal/
Noise Ratio of 100. Four sets of analyses where performed.

Coarse-grained analysis: Event-related potentials. The ERPs
respectively evoked by the nogo, the go and the go_control
stimuli were assessed. For each trial the voltage at peak
amplitude (t 5 168 ms) was recorded. Comparisons
between the three conditions were performed by means of
Wilcoxon’s tests.

Fine-grained analysis: Psychophysiological correlations. In
order to assess the relation between the behavioral and
electrophysiological markers of response inhibition at a
more detailed level, all trials for which an appropriate
motor response was provided (go and go_control distribu-
tions) were merged for refined single-trial analyses. The
relation between RT and the amplitude of the evoked
component of the selected source was assessed by means
of Pearson correlations. These calculations were applied
after Vincentization of RT data. The 3,926 artifact free
trials were partitioned in 9 classes: RT< 5th< 10th
< 20th< 40th< 60th< 80th< 90th< 95th< 100th percentile
of the RT distribution.

Fine-grained analysis: Event-related spectral power analysis.
We assessed how the different frequency bands contribute
to the ERPs by means of fast Fourier transforms. Then, we
calculated stimulus-induced (time locked) power changes
of ongoing oscillations of the selected source [see Nikulin

et al., 2007; Van Dijk et al., 2010 for discussion] in order to
estimate how these changes modulate the evoked
response. These modulations were assessed by means of

Figure 2.

(A) Topographic mapping of dMF170 activity at peak time, back-

projected on the scalp after source separation (upper left side),

as compared with topographic mapping of all mixed components

before source separation (upper right side). Time-series of the

net activity at C23 are presented for each condition (lower

part; red: dMF170; blue: overall activity). The whole topography

is strongly influenced by powerful visual activity around 170 ms

to the extent that the dMF170 component remains invisible

without filtering all interferent sources by means of advanced

source separation. (B) Source localization of the dMF170 com-

ponent with sLoreta. The probability map is presented on the

MNI atlas. It extends across the SMC. Combined fMRI results

are superimposed. BOLD imaging reveals an overlapping region

that is more activated by the stimulus when the situation

requires response inhibition (go and nogo conditions pooled

together for analysis) than when it does not (go_control

condition).
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single-trial analyses. Further data preprocessing was per-
formed in order to get optimal time/frequency resolution
within delta/theta (1.5–7.5 Hz), Alpha (7.5–13.5 Hz), Beta
1–2 (13.5–19.5 Hz), Beta 3 (19.5–30.5 Hz), low Gamma
(30.5–44.5 Hz), and high Gamma (57.5–77.5) band activ-
ities. Six elliptic infinite impulse response (IIR) bandpass
filters were designed with the MatlabTM signal processing
toolbox. Relatively large pass band widths were set to get
optimal time resolution, i.e., optimal estimation of the tem-
poral dynamics of the frequency bands of interest at the
single-trial level. The filters used the following
specifications:

� Filter 1 (Delta/Theta power): High pass frequency: 1.5
Hz; Low pass frequency: 7.5 Hz; Transition band
width: 1 Hz; Attenuation: 80 dB; Order: 18; sections: 9.
� Filter 2 (Alpha power): High pass frequency: 7.5 Hz;

Low pass frequency: 13.5 Hz; Transition band width:
1 Hz; Attenuation: 80 dB; Order: 16; sections: 8.
� Filter 3 (Beta 1–2 power): High pass frequency: 13.5

Hz; Low pass frequency : 19.5 Hz; Transition band
width: 1 Hz; Attenuation: 80 dB; Order: 16; sections: 8.
� Filter 4 (Beta 3 power): High pass frequency: 19.5 Hz;

Low pass frequency: 30.5 Hz; Transition band width:
1 Hz; Attenuation: 80 dB; Order: 20; sections: 10.
� Filter 5 (Low Gamma power): High pass frequency:

30.5 Hz; Low pass frequency: 44.5 Hz; Transition
band width: 1 Hz; Attenuation: 80 dB; Order: 20; sec-
tions: 10.
� Filter 6 (High Gamma power): high pass frequency:

57.5 Hz ; low pass frequency: 77.5 Hz ; transition
band width: 5 Hz ; attenuation: 80 dB; order: 14; sec-
tions: 7.

Then, the activity of the selected component was
extracted from the recorded scalp activity of the 3,926
artifact free trials (re-epoched from 1,500 ms before to
1,000 ms after the stimulus onset). In order to quantify
the power (the scalp contribution) of the component, the
source activity was back transformed to the electrode
space, and displayed on the electrode that mostly contrib-
utes to the source variance (C23/Fcz for the dmf170 com-
ponent). Then, to analyze the temporal dynamics of the
signal within each frequency band of interest, the follow-
ing method was implemented: First, each trial was fil-
tered with the corresponding filter in both forward and
reverse directions to insure zero-phase distortion. Second,
the complex analytic signal of each filtered trial was
derived by the Hilbert transform (MatlabTM Hilbert func-
tion). Third, the instantaneous amplitude envelopes of
the filtered trials were computed by taking the absolute
magnitude of the complex waveform. Then, the studied
time range was restricted to 200 ms pre- to 800 ms post-
stimulus in order to avoid edge effects/transient
responses of digital filters. Finally, for visualization only,
a trial moving average smoothing was applied (windows
length: 400).

Fine-grained analysis: ERP/evoked power correlations. The
relationship between the amplitude of the evoked compo-
nent and the power within each frequency band at compo-
nent peak time was assessed by means of Pearson’s
correlations, as described above (psychophysiological
correlations).

RESULTS

Behavioral Data

The false alarm rate (number of responses to nogo sig-
nals/number of nogo signals) was low both in the EEG
(0.082 6 0.076) and in the fMRI (0.12 6 0.089) experiments,
indicating good inhibitory performance.

Go RT normalized with respect to the mean go_control
RT was found to be significantly longer than go_control
normalized RT in both the EEG (1.24 vs. 1, P< 0.001) and
the fMRI (1.3 vs. 1, P< 0.001) experiments. Considering
that the go_control condition involves no inhibitory con-
trol, this result is consistent with the hypothesis that a cer-
tain level of inhibitory control is involved in the go
condition (Fig. 1).

fMRI Data

We first contrasted the nogo and go conditions to assess
the specificity of response inhibition activations in uncer-
tain environments. We found no significant difference,
suggesting that response inhibition is not triggered differ-
ently by nogo and go signals. Thus, both conditions were
collapsed for further analysis.

We then contrasted the condition with uncertainty (red
fixation point condition, nogo and go conditions merged)
with the condition without uncertainty (green fixation
point condition, go_control condition). This contrast is
prone to reveal the brain regions supporting nonselective
response inhibition that are more activated by any stimu-
lus when the context is uncertain. Only one region (cluster
size: 99 voxels) returned a significant difference. This area
was localized in the medial frontal gyrus (BA 6). Response
peaks were observed both in the SMA-proper ([26, 26,
63], z score: 4.45; [3, 23, 54], z score: 4.65) and in the pre-
SMA ([6, 9, 57], z score: 4.97).

EEG Data

Selection of relevant sources/detection of the earliest
electrophysiological indices of response inhibition

We searched for the components that significantly
accounted for the RT difference between the conditions
with and without uncertainty. In order to focus on rele-
vant inhibitory activity, we performed this analysis within
an early 0–250 ms poststimulus time window. We found
only one component showing early significant difference
in activity between the conditions with and without
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uncertainty (within an early 125–175 ms time window
with respect to stimulus onset, Supporting Information
Fig. S1). Consistent with the FMRI data, this component
was localized in the dorsal medial frontal cortex (Fig. 2),
with a probability map covering the supplementary and
presupplementary motor areas (supplementary motor
complex, SMC). The other EEG components for which sig-
nificant differences were found between the conditions
with and without uncertainty reported late, nonoverlap-
ping changes in activity, starting around 200 ms and last-
ing beyond 250 ms (Supporting Information Fig. S1).
These late components were generated within the cuneus,
the precuneus and the anterior cingulate cortex (ACC),
whose combined activities more likely account for the clas-
sical ERPs N2 and P3 (Supporting Information Fig. S2). As
a consequence, only the relevant early dorsomedial frontal
component was selected for further analysis.

Coarse-grained analysis

The corresponding event-related potential peaked nega-
tively at 168 ms. Its amplitude was not different between
go and nogo trials (P> 0.82). Yet, it was greater in the con-
dition without uncertainty (go_control) than in the condi-
tions with uncertainty (go or nogo trials) (23.12 vs. 22.58
and 22.63 mV, respectively, Ps< 0.01, Fig. 3).

Fine-grained analyses

Refined analyses showed that the amplitude of the
event-related potential is a linear function of RT (Pearson’s
correlation 5 0.99; P< 0.001). Spectral analyses performed
at the source level revealed that delta/theta and Alpha
bands show a burst of activity evoked by the stimulus.
However, only the Alpha band power evoked modulations
are consistent with the BOLD increase observed within the
same region (more powerful evoked activity for longer
RT) (Fig. 4A). Consistently, the amplitude of the ERP is
negatively correlated with Alpha power measured at ERP
peak time (Pearson’s correlation 5 0.90; P< 0.01) (Fig. 4B).

Theoretically, groupBSS estimates sources that are
group/task related and maximally similar across space/
time and subjects [Lio and Boulinguez, 2013]. As a conse-
quence, to observe the full effect size across the whole
group RT distribution, the ERPs for each class of RT have
been calculated directly from the single trial analysis. In
this case it cannot be precisely determined whether each
subject contributes equally to each class. To control for this
possible source of inaccuracy, we performed complemen-
tary, more conventional group level (second level) analy-
ses on the basis of single subject (first level) analyses.
These supplementary analyses are presented in the Sup-
porting information file (2. Supplementary analyses). They
provide similar results than the groupBSS analyses,
strengthening the validity of our initial approach and
demonstrating the contribution of most subjects to the
overall group result.

DISCUSSION

It is problematical to distinguish critical brain activity
from redundant brain activity in inhibitory tasks on the
basis of BOLD analyses [e.g., Chambers et al., 2009], espe-
cially when the methods rely on complex designs [Criaud
and Boulinguez, 2013]. Consequently, while fMRI studies
have repeatedly found a large number of structures, the
interpretation of brain activations in go/nogo tasks is often
questionable. In the present fMRI study, we found no evi-
dence for specific activations induced by the stimuli that
had to be withheld with respect to those requiring a motor
response. In other words, we found no evidence for the
involvement of selective response inhibition in the present
go/nogo task. The difference between the classical reports
and ours likely relies on the fact that we used a simple,
refined, task design preventing from potential confounds
with the numerous cognitive processes involved in the
complex tasks typically used to probe response inhibition.
Consistent with this interpretation, a critical review of
fMRI investigations of response inhibition based on
repeated meta-analyses of typical go/nogo experiments
has recently suggested that most of the activity specifically
elicited by stimuli requiring action restraint is actually
driven by the engagement of high attentional or working
memory resources, not by inhibitory processes per se
[Criaud and Boulinguez, 2013]. Obviously, there is too
much evidence from clinical [e.g., Nachev et al., 2008; Pic-
ton et al., 2007; Sumner et al., 2007], stimulation [e.g.,
Chen et al., 2009; Duque et al., 2013; Juan and Muggleton,
2012; Obeso et al., 2013], and animal [e.g., Chen et al.,
2010; Isoda and Hikosaka, 2007] studies to infer from this
result that the most expected brain region, the SMC, does
not play a direct role in response inhibition. This result
rather suggests that, in this type of task which does not
require selection between alternative responses, the critical
inhibitory process is not selective, i.e., is not specific to the
processing of nogo signals. As discussed below, the critical
inhibitory process would rather be context-dependent. It
would consist in blindly suppressing any automatic
response when the situation is potentially conflicting in
order to allow deliberate, long latency responses.

Bursts in Alpha Power Evoked by Unpredictable

Stimuli are Related to Increases in BOLD and

Suppression of Early ERP in the SMA

Using an approach that manipulated stimulus uncer-
tainty, we show that, in unpredictable contexts, any stimu-
lus triggers an increase in BOLD activity in the
supplementary motor complex (SMC) (Fig. 2B). Theoreti-
cally, this enhancement is not straightforward to interpret.
It can reflect early inhibition of automatic responses, prep-
aration of long latency volitional responses, conflict resolu-
tion or action selection, reminding how complex the
functional attributes of this region can be [Nachev et al.,
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2008; Rushworth et al., 2005]. EEG signals provide relevant
data to evaluate the validity of each of these possibilities.
As reported in the results, advanced blind source separa-
tion revealed that the only source showing early ampli-
tude differences between the conditions with and without
uncertainty was consistently located in the SMC (Fig. 2).2

Consistent with the model assuming context dependent
executive setting, the amplitude of this single source (here-
inafter referred to as the “dMF170”) was identical for the
nogo and go trials, but different in the go_control condi-
tion (Fig. 3). Interestingly, spectral analyses of the dMF170
uncovered only one frequency band showing power
evoked modulations consistent with the BOLD increase
observed within the same region (Fig. 4). The fact that this
activity was observed in the Alpha band strongly suggests,
according to recent studies, that the BOLD signal evoked
by any stimulus when the situation was unpredictable was
driven by inhibitory activity [Haegens et al., 2011; Hin-
driks and Van Putten, 2013; Jensen and Bonnefond, 2013;
Jensen and Mazaheri, 2010; Klimesch et al., 2007; Kli-
mesch, 2012; Mazaheri et al., 2009; Mathewson et al.,
2011]. Supporting this interpretation, the efficiency of auto-
matic inhibitory mechanisms has been related to GABA
concentration in the SMA as measured with magnetic res-
onance spectroscopy, and attributed to the involvement of
local inhibitory interneurons [Boy et al., 2010a].

Figure 3.

Psychophysiological characteristics of the dMF170 component.

(A) Cumulated distributions of RT (go and go_control trials

merged for analysis). Data are Vincentized with unequal-sized sub-

sets to compensate for RT distribution inhomogeneity in order to

better assess what accounts for these differences in RT (quantiles

are displayed with color code). (B) Time series of dMF170 activ-

ity (back-projected on electrode C23/Fcz) (t0 5 target presenta-

tion). The component peaks negatively approximately 170 ms

after stimulus presentation, identically for go and nogo trials

(means), but shows larger amplitude for the go_control condition.

The mean evoked potential is displayed for each quantile. (C)

The mean evoked potential for each quantile is referred to the

corresponding mean RT. The amplitude of the dMF170 closely

predicts RT. (D) Fast Fourier transform of the dMF170 ERP.

2Longer latency effects were found in the ACC and the visual sys-
tem, starting about 200 ms (Supporting Information Fig. S1), which is
also the timing of the fastest automatic responses of the control con-
dition (Fig. 3). These activity changes are consistent with a different
level of involvement of visual attention in the two conditions, but do
not seem critical for response inhibition with regard to their timing
since inhibitory processes are expected to be active before the tempo-
ral window during which fast automatic motor responses are trig-
gered (Supporting Information Fig. S1). This activity of the
cingulate/visual regions might rather be associated with subsequent
processes critical for producing long latency responses (Supporting
Information Fig. S2), like mismatch and conflict detection, perceptual
decision or response program updating (e.g., Gonzalez-Rosa et al.,
2013; Huster et al., 2011, 2013; Kropotov et al., 2011).
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The DMF170 Component as a Physiological

Marker of Both Automatic Response Activation

and Concurrent Automatic Inhibition

The evoked potential of the dMF170 component was
found to peak around 170 ms poststimulus (Figs. 2–4),
well before the standard N2/P3 ERP markers of response

inhibition (Supporting Information Fig. S1 and Fig. S2).
This supports the idea that early, automatic, inhibitory
mechanisms within the SMC are involved in action control
[Boy et al., 2010a–c; Sumner et al., 2007]. Importantly, the
amplitude of the dMF170 was predictive of RT in trials for
which a response was required: large negative amplitudes
were observed for fast responses in predictable situations,
but peak amplitude was gradually suppressed as RT
increased (Fig. 3). In other words, the amplitude of the
evoked potential of the dMF170 was attenuated when the
response had to be withheld. Importantly, this attenuation
of the ERP is unequivocally attributable to the burst in
Alpha power. Indeed, the burst of Alpha power is time
locked to the ERP but evolves in the opposite direction
(Fig. 4). Thus, the burst of Alpha power cannot be just the
spectral representation of the ERP, which is rather
accounted for by delta/theta activity (Fig. 3D; see also
Supporting Information analyses). In this respect, the pat-
tern of activity observed within the lowest frequency band
in the present study (Fig. 4) is partly reminiscent of previ-
ous reports associating the low-theta burst preceding rapid
motor responses to the disinhibition of impulsive motor
responses [Delorme et al., 2007]. Taken together, these
findings suggest that: (i) automatic inhibition is self-
generated within the supplementary motor system and (ii)
automatic inhibition develops concurrently with any auto-
matic motor activation, not selectively in response to unde-
sired automatic motor activation.

These findings could not have been derived from stand-
ard psychophysical, fMRI, or ERP approaches. Although
some clues about the involvement of nonselective inhibi-
tory mechanisms have been provided separately by former
fMRI [Jaffard et al., 2008] and EEG [Boulinguez et al.,
2009] studies, only the use of advanced methods allowing
proper separation of the numerous sources mixed in the
EEG signal allowed identification of the involvement of
the early dMF170 component (Fig. 2). This masked compo-
nent likely provides the missing link in the framework of

Figure 4.

(See legend on the following page.)

Figure 4.

Spectral analyses of the “dMF170” component. (A) Mean evoked

activity within each frequency band of interest (power is normal-

ized with respect to the prestimulus period). Only delta/theta

and Alpha bands show evoked activity. (B) Single-trial modula-

tions in spectral power within each frequency band of interest.

Trials are sorted according to RT (black line). Only the Alpha

band shows power evoked modulations consistent with the

BOLD increase observed within the same region (more power-

ful evoked activity for longer RT). Correlation analysis shows

that the higher the Alpha power at peak time, the smaller the

amplitude of the dMF170. In contrast, the delta/theta band

shows less powerful evoked activity for longer RT, reflecting

possibly the evoked excitatory activity driving SMC efference

(more powerful evoked activity for shorter RT, i.e., for noninhib-

ited responses). No activity evoked by the stimulus is observed

in upper frequency bands.
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the electroencephalography of response inhibition, sup-
porting the idea that none of the standard EEG-derived
measures (see Supporting Information Fig. S2) can provide
an unambiguous indicator of functional inhibition [Huster
et al., 2013]. Nevertheless, due to the intimate nature of
the EEG signal, some caution should be exerted when
interpreting these data. Indeed, the basis of the EEG signal
is formed of spatiotemporally summed postsynaptic
potentials, and strongly relates to the input a region gener-
ates, not necessarily to its output. As a consequence, if the
dMF170 ERP evoked by any stimulus likely reflects tran-
sient automatic activation of motor processes, it does not
necessarily reflect the output of the SMC. Assuming, in
light of the existing literature (see “Introduction”), that
Alpha oscillations actually index an active inhibitory
mechanism that gates information processing within a
given region [Hindriks and Van Putten, 2013; Jensen and
Mazaheri, 2010; Klimesch et al., 2007; Klimesch, 2012;
Mathewson et al., 2011], what can be inferred from the
present data is that integrative processes in the SMC are
likely suppressed when action restraint is required, with
consequent suppression of short latency responses at the
behavioral level. Yet, recent evidence that Alpha power is
negatively correlated with spiking rate in monkeys premo-
tor cortex [Haegens et al., 2011] makes it tempting to fur-
ther speculate about the possible role of Alpha oscillations
in driving neuronal spiking in human SMC as well.

Based on these observations, we propose that the
dMF170 component likely provides a reliable biomarker of
both automatic response activation and concurrent auto-
matic inhibition. While the ERP would index the strength
of automatic motor activations, the burst of Alpha power
time-locked to the stimulus might provide a direct, real
time, physiological correlate of activation of local, auto-
matic, self-inhibitory networks that gates information
within the SMC.

Controlling Automatic Inhibition of Automatic

Responses as a Basic Executive Mechanism?

As suggested by its flexible functioning (whether or not
the situation is potentially conflicting), the SMC appears to
play a central role in task setting [Forstmann et al., 2008,
2010; Nachev et al., 2008; Rushworth et al., 2004; Vallesi
et al., 2009]. Yet, dissociating the nearly indistinguishable
roles of the SMC in response inhibition and switching dur-
ing executive control is far from trivial [e.g., Kenner et al.,
2010]. Previous findings support the hypothesis that a con-
textual activation of inhibitory networks within the SMC
via proactive control might play a critical role in executive
functions [e.g., Obeso et al., 2013]. Depending on their
expectations of upcoming events, subjects could switch
anticipatorily from one mode of control to another, i.e.,
from automatic inhibition of response to automatic proc-
essing of sensorimotor information, and reciprocally. This
mechanism could be achieved by activating/deactivating

local inhibitory circuitry within SMC with consequent
attenuation/enhancement of SMC early, reactive, auto-
matic activity. These findings are partly reminiscent of pio-
neer electrophysiological studies in monkeys [Isoda and
Hikosaka, 2007]. They reveal, in humans, the complex,
flexible, and paradoxical mechanisms by which voluntary
control of action may be achieved [Braver et al., 2009; Hag-
gard, 2008; McBride et al., 2012; Verbruggen and Logan,
2008, 2009]. Yet controversy remains regarding which part
of the SMC precisely supports this elementary form of
functional inhibition [Wardak, 2011], and which brain
regions provide the control signals for the generation of
the inhibitory set within the SMC [Brass and Haggard,
2007; Braver et al., 2009; Filevich et al., 2012; Jaffard et al.,
2007, 2008; Kuhn et al., 2009]. The concept of proactive
control [effects of foreknowledge on inhibition-related neu-
rocognitive processes: Aron, 2011; Braver et al., 2009; Chen
et al., 2010; Criaud et al., 2012; Criaud and Boulinguez,
2013; Jaffard et al., 2007, 2008; Jahfari et al., 2010, 2012; Lo
et al., 2009; Zandbelt and Vink, 2010; Zandbelt et al., 2013]
combined with the methodological advances provided by
EEG-based spectral analyses [e.g., Bengson et al., 2012;
Mazaheri et al., 2009] provide a powerful framework for
further investigation.

Relevance to More General Models of Action

Control

The control mechanism proposed above is reminiscent
of some processes described in former models. Our model
resembles the “dual-route” model of interference [e.g., For-
stmann et al., 2008; Eimer, 1995; Kornblum et al., 1990;
Ridderinkhof, 2002] in the sense that the controlled pro-
cess of response activation is paralleled by a direct
response capture route that requires inhibition to prevent
erroneous responses. Yet, the dual route model assumes a
selective inhibition of inappropriate automatic activations,
while our model assumes inhibition of any automatic
response whether inappropriate or not. In this respect, our
model resembles more closely the “hold your horses”
model of decision making [Franck, 2006; Franck et al.,
2007] which assumes that preventing premature respond-
ing is achieved by the generation of a “global nogo” signal
in the cortico-basal ganglia loops, acting on suppression of
all responses rather than modulating the execution of any
particular response. Yet, the “hold your horses” model is
assumed to apply to high-conflict win/win decisions in
complex choice tasks involving concurrent responses (i.e.,
decision about which action to execute). The present data
do not only identify a physiological marker of the “global
nogo” signal, they also extend the concept to simple situa-
tions for which only the decision whether to execute an
action or not is concerned. At a more general level, the
basic control mechanism inferred from the present results
is also partly reminiscent of some processes described in
the impulse control model of movement preparation
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[Duque and Ivry, 2009; Duque et al., 2010, 2012], in the
sense that a nonselective inhibitory mechanism can be
directed at an already selected response in order to control
when this response is executed. Of particular interest for
that purpose is certainly the integrative “What, When,
Whether” model of intentional action proposed by Brass
and Haggard [2008]. This model clearly separates the
mechanisms related to the decision about which action to
execute from the mechanisms related to the decision about
whether to execute an action or not, and when to initiate
it. Although this issue remains to be further explored, the
elementary inhibitory mechanism inferred from the pres-
ent findings might represent a basic function common to
all these actions whether simple or complex.

CONCLUSION

In summary, the present data provide empirical support
for the claim that response inhibition is not necessarily a
control process intended to override a prepotent response
tendency, but can also be itself a prepotent response tend-
ency which has to be temporarily controlled [Jasinska,
2013]. We suggest that an early, automatic, nonselective
self-inhibitory mechanism of the SMC is involved in
response control when the context is uncertain, and is
released when the situation becomes predictable. It is not
too speculative to suggest that automatic inhibition of
automatic motor responses probably has a pivotal role in
the numerous functions supported by the SMC [Nachev
et al., 2008]. These results open-up new clinical perspec-
tives since impairments in the ability to implement or
release this form of inhibitory setting would be devastat-
ing in different psychiatric and neurologic conditions.
Such executive dysfunctions may account for various
motor and cognitive disorders, as might obviously be the
case for impulsivity [Ballanger et al., 2009] but also for
opposing symptoms like akinesia [e.g., Favre et al., 2013].
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