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Abstract

Argument mining is a field in natural language processing that studies the automatic extraction of arguments and the
classification of their structure from free text. This is a promising research area with numerous applications, like
fact-checking, qualitative assessments of online debates, or analysis of legal documents, but with a set of nontrivial
challenges to overcome, the main one being the lack of large language resources for the development of this kind of
model. In this work, we propose a research path on a subarea of argument mining that has not been explored as
much as some other areas: semi-supervised argument mining. We will explore the adaptation of DISPUTool, a
model originally trained on data from the US Presidential Elections Political Debates, to deliberative democracy
debates within the ORBIS Project for “augmenting participation, co-creation, trust and transparency in deliberative
democracy at all scales”. Our discussion highlights the technical and non-technical challenges of this task and our

planned path of action to overcome them.
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1. Introduction

In the era of the Internet and Social Networks,
where lots of people have endless sources of in-
formation colliding, while at the same time there
are ever-growing applications of generative Al tools
like large language models (Yenduri et al., 2023)
and ftext-to-image models (Zhang et al., 2023), the
misuse of these platforms has become a daring
challenge both for academia researchers and in-
dustry stakeholders.

In the research field of political sciences, for ex-
ample, there have been well-documented cases
of how the use of these tools with the purpose of
misinformation can result in manipulations of the
decision-making process (Boldyreva, 2018).

As a countermeasure for the abusive use of this
platform to the detriment of democracy, there has
been an important surge in the research areas of
computational social sciences and digital human-
ities, with the intent of designing frameworks to
support social scientists and humanities scholars
in their investigations of deliberative discourses
that can be used in the process of decision making.
Such is the case of the ORBIS' project (ORBIS,
2022), which tries to tackle the challenge of citizens
increasingly demanding to be engaged in demo-
cratic and inclusive discussions.

When dealing with discussions and debates, the
issue of analyzing argument structures with natural
language processing (NLP) techniques led to a rela-
tively novel research area called Argument(-action)
Mining (AM) (Cabrio and Villata, 2018; Lawrence
and Reed, 2020). This field deals with the au-
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tomatic extraction of arguments (e.g., premises,
claims, facts, evidence) and the classification of
their relations (e.g., attack, support, refute) for anal-
ysis of the argumentation structure in texts of differ-
ent domains. It has applications in medicine, digital
humanities, political sciences, qualitative assess-
ments of online debates, fact-checking, etc.

One of the major challenges in AM is the lack of
large linguistic resources to train AM models. Un-
like some other NLP tasks, where there are large
amounts of supervised data or where the super-
vised data might be easy to generate, AM requires
both linguistic experts and domain experts of the
field it's being applied to in order to generate high-
quality data.

The work by Haddadan et al. (2019) provides a
large dataset of political debates from the US presi-
dential election (Haddadan et al., 2019). Moreover,
in Goffredo et al. (2023), the authors deliver a mod-
ular architecture tool for multi-layer argumentative
analysis of political debates.

In this paper, we present a roadmap of our work
in progress. We are currently developing an adap-
tation of DISPUTool’s core architecture for model
training as a full-fledged Python module (Cardellino,
2024). Using this architecture and the dataset of
Haddadan et al. (2019) for training, we plan to ex-
periment in semi-supervised argument mining, as-
sessing the impact of these tools on a dataset in
the domain of deliberative democracy.

In the following sections, we describe some of the
background work in the area of semi-supervised
argument mining, then we describe the set of chal-
lenges we face, and finally, describe a path of action
for tackling them.
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2. Background

When dealing with argument mining (AM), there
have been many approaches dealing with super-
vised scenarios (Cabrio and Villata, 2018). In the
last few years, the usage of autoencoding trans-
formers architectures based on BERT (Devlin et al.,
2019) have provided for different applications as
well (Mayer et al., 2020; Goffredo et al., 2023). How-
ever, these approaches generally require annotated
linguistic data, which is not always available.

This issue has led to some research in the area
of semi-supervised learning for AM. There are dif-
ferent approaches to trying to solve the same issue.
One of the first works in semi-supervised AM can
be traced back to Habernal and Gurevych (2015)
in which the authors explore the usage of large
unlabeled resources, the debate portals, to pro-
duce novel unsupervised features that are added
to classic supervised features of AM.

In Wambsganss et al. (2020), the authors tackle
argument identification with an iterative approach
by using BERT first to identify arguments in un-
known corpora and then revising and improving the
model based on the analysis of various metrics over
the results of the model. They achieve a transfer
learning scenario that is corpus-agnostic. This is
going to be the base for our future approach.

With the more recent trend of large language
models (LLM), new approaches to semi-supervised
learning have appeared, mostly in the form of few-
shot learning via prompting. The work of Sharma
et al. (2023) explores this topic in a multimodality
setting. They provide experimentation by compar-
ing the use of LLMs in a few-shot setting with fine-
tuned unimodal and multimodal models. The use
of LLM-based techniques is also a research area
we plan to explore in our scenario.

3. Challenges

Our main challenge to tackle is the complete lack
of data in the area of deliberative democracy de-
bates. Deliberative democracy is mostly found in
live events like conferences and forums, and many
of these events are organized in limited groups and
only rely on informal data collection, mostly in the
form of meeting notes, minutes, or reports. This is
a major issue to tackle since without data to test
our models, no matter how good the training data
is, it becomes impossible to evaluate a domain
adaptation scenario, which is crucial for our work.

There are a couple of events we are surveying in
order to see if we can access the data. “The World
Forum for Democracy” was an event from last year
where many interesting topics were discussed in a

2https://www.coe.int/en/web/
world-forum—democracy

deliberation setting. Another event like the “Confer-
ence on the Future of Europe™ provides a similar
setting we are interesting in exploring. Finally, the
projects organized by the partners at ORBIS will be
another source of data. We are also leveraging the
data present in the Bcause platform*, which offers
its own set of challenges, particularly in the use of
informal language in the argumentation discourses
and the presence of noisy data.

Most of this data, however, is provided in audio-
visual formats, which gives us another challenge to
deal with. In particular, some events don'’t provide
an English translation of their audio, with speak-
ers stating their arguments in their native language.
After finding our sources of data, we need to tran-
scribe such data from audiovisual format to text
format so we can process them with our models.
Luckily, there are tools available to alleviate this
task, and there has been a large improvement in
the technologies for speech recognition (Radford
et al., 2022). After the transcription, for the case of
multilingual data, we plan to use machine transla-
tion techniques to ease the process of translating
to English since the existing AM models are for En-
glish. We know this is not the ideal scenario, but
it is a needed step in order to achieve better and
more robust systems.

Finally, there is the nontrivial matter of
anonymization of the collected data. First and
foremost, we need to proceed with the collection
of consent from the participants for their data to
be used for research purposes and the correct
anonymization of the data to avoid potential
leakage in accordance with the General Data
Protection Regulation of the European Union.

4. Research Rodmap

4.1. Data Collection

We will use the ElecDeb60To16 dataset (Haddadan
et al., 2019) as training data. For the development
and evaluation of data, we will follow two different
processes for collection.

The data for the final evaluation is going to be
the more curated one, this mean that it will based
on human transcriptions and it will be annotated
with human supervision. The dataset will not be
large, however, because of the difficulties in data
annotation with limited resources. We aim to use
it for development and evaluation rather than train-
ing. It also has to be as close as possible to the

Shttps://commission.europa.
eu/strategy-and-policy/
priorities-2019-2024/
new—-push—-european—-democracy/
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Figure 1: Argumentation Mining Transformers Mod-
ule Architecture.

distribution of the data we expect to deal with once
the final pipeline is ready for deployment.

For the development data, which is required to
build the model, we will use semi-supervised anno-
tation techniques. Using the bare version of DIS-
PUTool, we’ll annotate the data in a manner that
serves as suggestions to aid the annotators. The
idea is to alleviate the process of annotation, which
is time-consuming and difficult. The data must also
be as close to the final data as possible, i.e., it
should come from the same or similar distribution
of the evaluation data.

4.2. Model Architecture

As established before, our main goal is to assess
the semi-supervised argument mining (AM) with
DISPUTool 2.0 (Goffredo et al., 2023), trained with
ElecDeb60To16, which has a modular architecture
and provides a full AM pipeline, both in terms of
argument detection and relation classification. We
have already implemented the tool as a Python
module (Cardellino, 2024) that leverages the power
of the Hugging Face library (Wolf et al., 2020),
which opens the possibility to access the latest
Transformer based architectures for our research.
Figure 1 shows the module architecture. It's ba-
sically composed of two modules, one for relation
classification based on Hugging Face’s models for
sequence classification and a sequence tagging
module that either uses the Hugging Face token
classification module or the same structure based
on transformers with recurrent neural networks and
conditional random fields of DISPUTool 2.0.

4.3. Approaches for Semi-supervised
Argument Mining

Once the development data is collected, the next
step is to follow a schema similar to the one pro-

posed by Wambsganss et al. (2020), but extending
it further and using it both for argument detection
and relation classification. We also plan to explore
other autoencoding transformer models, not limit-
ing ourselves to BERT. This will be the first iteration
of the process of domain adaptation.

The following iteration is going to add humans
to the training loop. Using techniques based on
active learning similar to the work of Cardellino et al.
(2015), we aim to improve the model development,
in particular for cases where it lacks certainty.

Once we reach a plateau for techniques based
on domain adaptation, we propose to follow up
with few-shot learning like the work of Sharma et al.
(2023). Using LLMs fine-tuned on the DISPUTool
training data, as well as examples with a distribu-
tion similar to that of the development data, we
are looking to explore few-shot learning to keep
improving the model. With enough fine-tuning and
a few shot-learning examples, we should be able to
generate large development data for our research.

5. Final Remarks

In this paper, we presented a roadmap to follow
within the framework of the ORBIS project. We
proposed to adapt an existing tool in the domain of
political debates to the more specific domain of de-
liberative democracy. We stated the challenges we
are facing and delineated a path of action to over-
come such challenges in the search for a solution
to the problem of limited domain-specific data.
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