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Long time behavior of a degenerate stochastic system modeling the
response of a population face to environmental impacts

Pierre Collet∗, Claire Ecotière†, Sylvie Méléard‡.

September 2023

Abstract

We study the asymptotics of a two-dimensional stochastic differential system with a degenerate
diffusion matrix. This system describes the dynamics of a population where individuals contribute
to the degradation of their environment through two different behaviors. We exploit the almost
one-dimensional form of the dynamical system to compute explicitly the Freidlin-Wentzell action
functional. That allows to give conditions under which the small noise regime of the invariant mea-
sure is concentrated around the equilibrium of the dynamical system having the smallest diffusion
coefficient.

Keywords : Stochastic differential system - Large deviations - Small noise regime - Invariant
measure.

1 Introduction

Reducing the effects of global change requires the adoption by most of the human population of
consistent proenvironmental behaviors. But we, as individuals, tend to act in reponse to alarming
events, and relax when things seem to get better. In [4] Ecotiere et al. have explored and numerically
quantified how the tendency to behave inconsistently can be countered by social interactions and social
pressure. In that aim, they developed a simple two-dimensional mathematical model describing the
coupled dynamics of the perceived environmental state over time (et, t ≥ 0), and the repartition of
a fixed size population between two behaviors A and B more or less active from an environmental
perception. Expressing behavior A makes the agent reduce its environmental impact (compared to B).
The macroscopic frequency dynamics of behavior A in the population is modeled by the deterministic
function (xt, t ≥ 0) taking values in [0, 1]. The model is as follows:

dxt
dt

= p(xt, et) = κxt(1− xt)(λA(xt)− λB(xt)) + τA(et)(1− xt)− τB(et)xt
det
dt

= h(xt, et) = `et(lAxt + lB(1− xt)− et).
(1)

The interpretation of the parameters has been carefully commented in [4] and we refer to that paper
for more details. The deterministic system (1) is the large population approximation of a stochastic
system ((XN

t , E
N
t ), t ≥ 0), where the scaling parameter is the population size N which is assumed

to tend to infinity. In this stochastic setting, the population dynamics is described by a pure jump
Markov process whose jump rates model the individual behavior changes and depend on the perceived
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environmental state. The coupled stochastic system is a piecewise deterministic Markov process where
the deterministic environmental component satisfies

ENt = EN0 +
∫ t

0
h(XN

s , E
N
s )ds.

We are interested in the long time behavior of the stochastic system ((XN
t , E

N
t ), t ≥ 0), and also

how it is related, for large N to the long time behavior of the deterministic system (1). To that goal,
we have considered the approximation-diffusion of the process (see Ethier-Kurz p.354 for a precise
definition) which consists in a two-dimensional process, solution of the stochastic differential systemdX

N
t = P (XN

t , E
N
t )dt+ σ(XN

t , E
N
t )√

2N
dBt

dENt = h(XN
t , E

N
t )dt,

(2)

where B is a Brownian motion and

σ2(x, e) = κx(1− x)(λA(x) + λB(x)) + τA(e)(1− x) + τB(e)x.

System (2) depends on so many parameters that we needed to simplify it by successive parametriza-
tions. We have proven in Appendix 1 that, under some assumptions on the parameters and using
different parametrizations and changes of variables, the system can be simplified in the following
form: dX

ε
t = λ1X

ε
t (1− (Xε

t )2)dt+ ε cos(θ) (σ0 + σ1X
ε
t ) dBt

dY ε
t =

(
−λ2Y

ε
t + λ3X

ε
t (1− (Xε

t )2)
)
dt+ ε sin(θ) (σ0 + σ1X

ε
t ) dBt,

(3)

where B is a standard Brownian motion and ε is a small parameter (ε of the order of 1/
√
N). Note hat

this system is degenerate for two reasons: first, the two coordinates are driven by the same Brownian
motion, and second, the diffusion coefficient in front of the Brownian motion cancels on the line
x = −σ0/σ1; all this leading to a non-invertible diffusion matrix.

We are interested in the long time behaviour of the process (Xε, Y ε) when ε is small. The limits ε
tending to 0 and t tending to infinifty a priori don’t commute and one can ask about i) the long time
behavior of the process (Xε, Y ε) for fixed ε, ii) its limit when ε tends to 0, iii) the relation with the
long time behavior of the deterministic systemdxt = b1(xt) = λ1xt(1− (xt)2)dt

dyt = b2(xt, yt) =
(
−λ2yt + λ3xt(1− (xt)2)

)
dt,

(4)

obtained from (3) when ε = 0.

In Section 2, we state the different results answering to these questions. It’s standard to prove
the convergence of the stochastic differential system (3) when ε tends to 0, towards the deterministic
system (4). The latter admits three equilibrium points: two stable points framing a saddle point. For
a fixed ε, we show the existence, uniqueness and exponential convergence, of an invariant probability
measure πε, absolutely continuous with respect to the Lebesgue measure. We also show that the
sequence (πε)ε converges when ε tends to 0 to a linear combination of the Dirac measures on the
stable equilibrium points of the deterministic system. In particular, we show that the sign of σ1
determines on which of the two stable equilibria, the limit invariant measure π is concentrated.

The study of invariant measures appears in various fields, ranging from potential wells in physics
[7, 8] to neural networks ([10, 9]). For non-degenerate stochastic differential systems, we refer to the
book by [6] which details the steps to show that the invariant measure of the stochastic differential
system is concentrated outside the unstable equilibrium points of the perturbed deterministic system
such that col nodes and sources. This method is based on control theory (see [13]) and the calculation
of the energy necessary to move from a compact containing one equilibrium point to another one. The
energy translated by the action functional involves the inverse of the diffusion matrix of the stochastic
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differential system. In our degenerate case, it is not possible to apply these theorems. We will therefore
seek to extend these results to our case study. For this, we will use the particular form of our system
which has a main component on its two dimensions.

In Section 3 and 4, we respectively prove the existence and uniqueness of the system’s limit when
t tends to infinity, then we study the limit of the invariant measures πε when ε tends to 0.

2 Main results
Let us state the main results of the paper. Let ε0 positive and fixed through the paper, and we
consider ε ∈]0, ε0[. Recall that the process (Xε, Y ε) is solution of (3) with B a standard (uni-
dimensional) Brownian motion, issued from (x0, y0) ∈ R2. The diffusion coefficient for both coordinates
is proportional to

σ0 + σ1x, (5)
where σ0 6= 0 and σ1 ∈ R. Let us assume without restriction that σ0 > 0. We also assume that the
parameters appearing in (3) satisfy the following hypotheses.

Hypothesis 2.1. 1. σ1 ∈ ]−σ0, σ0[ ,

2. λ1, λ2, λ3 are positive constants,

3. θ ∈]− π, π[\
{
±π2 , arctan

( 2λ3
2λ1 − λ2

)}
.

Note that under Assumption 2.1.1, the diffusion coefficient doesn’t cancel between the lines x = −1
and x = 1.

Let us introduce the infinitesimal generator associated with the solution of (3). For f ∈ C2(R2,R)
and (x, y) ∈ R2, we define

Lεf(x, y) = λ1x(1− x2)∂f
∂x
−
(
λ2y − λ3x(1− x2)

) ∂f
∂y

+ ε2(σ0 + σ1x)2

2

(
cos2(θ)∂

2f

∂x2 + sin2(θ)∂
2f

∂y2

)

+ε2(σ0 + σ1x)2 sin(θ) cos(θ) ∂
2f

∂x∂y
. (6)

Lemma 2.2 (Lyapunov condition). Under Hypothesis 2.1, there exist ε0 and α > 0 such that the
infinitesimal generator Lε satisfies a Lyapunov condition for W (x, y) = 1 + x4 + αy2, uniformly for
ε ≤ ε0: there exist positive constants α1 and α2, independent of ε ≤ ε0 such that

LεW ≤ α1 − α2W. (7)

Proof. For all 0 < ε ≤ ε0, we have

LεW (x, y) = 4λ1x
4(1− x2)− 2αy(λ2y − λ3x(1− x2)) + ε2(σ0 + σ1x)2(6x2 cos2(θ) + α sin2(θ)).

The dominant term is

−4λ1x
6 − 2αλ2y

2 − 2αλ3yx
3

= −2x6
(
2λ1 + αλ2

( y
x3
)2 + αλ3

( y
x3
))
.

We can observe that under Hypothesis 2.1.2, the polynomial t −→ 2λ1 + αλ2t
2 + αλ3t will be always

positive if and only if its discriminant is negative, i.e. for any α satisfying

α ≤ 8λ2λ1
λ2

3
.

Therefore, under Hypothesis 2.1.2 and for ε ≤ ε0, one can conclude that for α ∈]0, 8λ1λ2/λ
2
3[,

LεW ≤ α1 − α2W,

for α1 and α2 (independent of ε), conveniently chosen.
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It is then standard, using (7), to prove that for any T > 0 and any fixed ε > 0 and if E(W (Xε
0 , Y

ε
0 )) <

+∞, there exists a unique solution ((Xε
t , Y

ε
t ), t ∈ [0, T ]) of (3) in the space of continuous processes

with E(supt≤T W (Xε
t , Y

ε
t )) < +∞. Moreover (7) also implies that if supε≤ε0 E(W (Xε

0 , Y
ε

0 )) < +∞,
then supε≤ε0 E(supt≤T W (Xε

t , Y
ε
t )) < +∞. In all what follows, we will assume that

sup
ε≤ε0

E(W (Xε
0 , Y

ε
0 )) < +∞

and we will denote by (P εt )t≥0 the semigroup associated with ((Xε
t , Y

ε
t ), t ∈ R+).

Assuming in addition that (Xε
0 , Y

ε
0 ) converges in probability to the deterministic point (x0, y0),

classical arguments allow to show that for any T > 0, the processes ((Xε
t , Y

ε
t ), t ∈ [0, T ]) converge

in probability to the solution ((xt, yt), t ∈ [0, T ]) of the deterministic system (4) issued from (x0, y0),
when ε tends to 0. System (4) admits three equilibria defined by

z1 = (−1, 0), z2 = (0, 0) and z3 = (1, 0). (8)

Let us note that z2 is a saddle-node and z1 and z3 are attractive points. The basin of attraction
of z1 (resp. z3) is the open left (resp. right) half plane. The basin of attraction of z2 is the y-axis.

Making ε tend to 0 before time t tend to infinity yields

lim
t→+∞

lim
ε→0

(Xε
t , Y

ε
t ) = z11{x0<0} + z21{x0=0} + z31{x0>0}. (9)

We are now interested in the limit t → +∞ first, when ε is fixed. In that aim, let us associate
with the Lyapounov function W the norm ‖ · ‖W defined on the set of finite signed measures by

‖µ‖W =
∫

R2
W (x, y)|µ|(dx, dy), (10)

µ being a finite signed measure on R2.

We can state the two main results of the paper.

Theorem 2.3. Let ε ∈]0, ε0[ fixed. Under Hypothesis 2.1, the process (Xε
t , Y

ε
t )t≥0 solution of (3)

admits a unique invariant probability measure πε with Lesbegue density. There exist a constant C > 0
and γ > 0 such that for any (x, y) ∈ R2,

‖P εt ((x, y), .)− πε(.)‖W ≤ CW (x, y)e−γt. (11)

The proof of Theorem 2.3 will be postponed to Section 3.

Theorem 2.4. When ε tends to 0, the sequence (πε)ε<ε0 converges to the measure π defined by

π =



δ(1,0) if σ1 < 0,

1
2δ(1,0) + 1

2δ(−1,0) if σ1 = 0,

δ(−1,0) if σ1 > 0.

(12)

This result shows that the most stable equilibrium point is the one with the associated diffusion
coefficient closest to zero.

The proof of Theorem 2.4 will be postponed to Section 4.
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3 Proof of Theorem 2.3
The proof of Theorem 2.3 is based on Proposition 6.32, Theorems 6.34 and Theorem 8.15 in [1] (see
also Corollary 7.2 in [12]). It will consist in proving first (Lemma 3.1) that the stable equilibria z1 and
z3 of (4) satisfy the weak Hörmander condition and second (Lemma 3.2) that these two points are
accessible. As explained in the introduction, the difficulty in this proof comes from the degeneracy of
the stochasticity.

Lemma 3.1. Under Hypothesis 2.1, the stable equilibria points z1 and z3 defined by (8) satisfy the
weak Hörmander condition.

Proof. Let us introduce the vector fields F0 = λ1x(1 − x2)∂x + (λ3x(1 − x2) − λ2y)∂y and F1 =
ε(σ0 + σ1x) (cos(θ)∂x + sin(θ)∂y). The infinitesimal generator (6) can be written as :

Lε = F0 + 1
2F

2
1 , (13)

where F 2
1 = ε2(σ0 + σ1x)2(cos2(θ)∂xx + sin2(θ)∂yy + 2 cos(θ) sin(θ)∂xy).

We introduce the sequence of vector fields (Ak), k ≥ 0, defined by A0 = {F0, F1} and Ak+1 =
Ak ∪ {[Fi, G], G ∈ Ak, i = 0, 1} where [U, V ] is the Lie’s bracket of U and V . We denote by Ak(x, y)
the vector space spanned by the vector fields of Ak for (x, y) ∈ R2.

As can be seen in [1, Section 6.5.2] (see also [11]), a point (x, y) ∈ R2 satisfies the weak Hörman-
der’s condition if there exists k > 0 such that the vectoriel space Ak(x, y) spans R2.

For k = 0, A0(z1) and A0(z3) only span R, since F0 is nul in this case. For k = 1, we compute

[F0, F1] (x, y) = F0(F1)− F1(F0)
= ε cos(θ)

(
λ1(σ0 + σ1x)(3x2 − 1) + λ1σ1x(1− x2)

)
∂x

+ε
[
cos(θ)λ3(σ0 + σ1x)(3x2 − 1) + sin(θ)

(
(σ0 + σ1x)λ2 + λ1σ1x(1− x2)

)]
∂y.

Then
[F0, F1] (z1) = ε(σ0 − σ1)

(
2λ1 cos(θ)∂x +

(
2λ3 cos(θ) + λ2 sin(θ)

)
∂y
)
,

and [F0, F1] (z3) has a similar value with (σ0− σ1) replaced by (σ0 + σ1). Let us study the colinearity
of F1 and [F0, F1] at z1. The matrix(

2λ1 cos(θ) cos(θ)
2λ3 cos(θ) + λ2 sin(θ) sin(θ)

)
(14)

has the determinant cos(θ)
(
(2λ1− λ2) sin(θ)− 2λ3 cos(θ)

)
which is non zero under Hypothesis 2.1.3.

Therefore, A1(z1) spans R2 and the same property holds for z3. Thus the two stable equilibria z1 and
z3 satisfy the weak Hörmander condition.

Let us now prove their accessibility.

Lemma 3.2. Under Hypothesis 2.1, the stable equilibria z1 and z3 are accessible for (P εt ) from any
(x0, y0) 6= (0, 0).

The proof will be based on Proposition 6.32 in [1]. In that aim, we introduce the control system
associated to the solution (Xε

t , Y
ε
t ) of (3), defined by:{

dxϕt = λ1x
ϕ
t (1− (xϕt )2)dt+ ε(σ0 + σ1x) cos(θ)ϕ(t)dt

dyϕt = −λ2y
ϕ
t + λ3x

ϕ
t (1− (xϕt )2)dt+ ε(σ0 + σ1x) sin(θ)ϕ(t)dt,

(15)

where the control function ϕ is a piecewise continuous function defined on R+.
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Proof. Using Proposition 6.32 from [1], a point z ∈ R2 is accessible if and only if for every neighborhood
U of z, there exist a control function ϕ and a time t ≥ 0 such that (xϕt , y

ϕ
t ) ∈ U . We will detail the

proof for one of the two equilibria. Let’s show that z1 is accessible. If the initial condition is taken in
z1’s basin of attraction, i.e. x0 < 0, then taking ϕ ≡ 0 makes (xϕ, yϕ) follow the flow and converge
towards z1.
If the initial condition is taken in z3’s basin of attraction, i.e. x0 > 0, then similarly the flow (4)
converges towards z3. Thus we can assume without loss of generality that x0 = 1 + δ, where δ 6= 0
will be conveniently chosen. We are looking for a control function ϕ allowing the flow (15) to attain
the attraction basin of z1. Since by Hypothesis 2.1, |σ1| < σ0, there exists δ 6= 0 such that for any
x ∈ [−1/2; 1 + δ], |σ0 + σ1x| > 0. We fix the parameter δ and choose a real value k such that for any
x ∈ [−1/2; 1 + δ],

λ1x(1− x2)− kε(σ0 + σ1x) cos(θ) < −1.

For example, any

k >
1 + λ1(

σ0 − |σ1|(1 + δ)
)

cos θε

is suitable. Taking the constant control ϕ(t) = −k, one obtains that starting from (1 + δ, y) (for
y ∈ R), dxϕt < 0 as soon as x(t) ∈ [−1/2; 1 + δ]. Therefore after a certain amount of time, x(t) will
become less than −1/2. In particular, there exists t1 > 0 such that

(
xϕt1 , y

ϕ
t1

)
∈ R−∗ × R. Once the

dynamics is in z1’s basin of attraction, the flow will make it converge to z1.
If x0 = 0 and y0 6= 0, then the dynamics of (1) (i.e. ϕ = 0) will lead the system to be in the open half
plan R+

∗ × R or R−∗ × R. We are back to one of the previous situations.

Proof of the Theorem 2.3. Using the lemmas 3.2, 3.1 and 2.2, we can use the Theorems 6.34 and 8.15
from [1], which concludes the proof.

4 Limit and support of the invariant probability measure when ε→ 0
In this section, we explain the different steps of the proof of Theorem 2.4. First, we show the tightness
of (πε)ε≤ε0

and we identify the limiting values of (πε)ε≤ε0
. In a second time, we adapt the work of Frei-

dlin andWentzel in [6] in our degeneracy case to prove the uniqueness of the limit and to characterize it.

4.1 Existence and characterization of the limiting values of (πε)ε≤ε0

Lemma 4.1. The sequence (πε)ε≤ε0
is tight.

Proof. Let us denote by B(R)) the ball of R2 centered at 0 with radius R. In order to show that the
sequence (πε)ε≤ε0

is tight, we introduce the occupation measure rε defined for any (x0, y0) ∈ R2 and
t ∈ R+ and A a Borel subset of R2 by

rε(t, (x0, y0), A) = 1
t

∫ t

0
P εs (1A) (x0, y0)ds = 1

t

∫ t

0
E(x0,y0) (1A(Xε

s , Y
ε
s )) ds.

Then
rε(t, (x0, y0),R2 \B(R)) = 1

t

∫ t

0
E(x0,y0)

(
1{R2\B(R)}(Xε

s , Y
ε
s )
)
ds. (16)

Let us prove that ∀ δ > 0, ∃ R > 0 such that ∀ t > 0, ∀ ε ∈]0, ε0],

rε(t, (x0, y0),R2 \B(R)) ≤ δ.

We introduce for any ε ≤ ε0 the sequence of stopping times (τ εn)n defined by τ εn = inf{t ≥ 0 :
‖ (Xε

t , Y
ε
t ) ‖ ≥ n}. The initial condition of the process being the fixed vector (x0, y0), we have seen
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that Section 2 that supε≤ε0 E(supt≤T W (Xε
t , Y

ε
t )) < +∞. It is then easy to prove that for any ε, the

sequence (τ εn)n tends almost surely to infinity. We have that

E(x0,y0)
(
W
(
Xε
t∧τn

, Y ε
t∧τn

) )
= W (x0, y0) + E(x0,y0)

(∫ t∧τn

0
LεW (Xε

s , Y
ε
s ) ds

)
. (17)

Note that the function (x, y) ∈ R2 → W (x, y) is continuous and lower bounded by mR > 0 on the
complementary of the open ball of radius R. Note also that mR tends to infinity with R. Therefore,
using Lemma 2.2, we obtain

E(x0,y0)
(
W
(
Xε
t∧τn

, Y ε
t∧τn

) )
≤W (x0, y0) + α1 E(x0,y0)(t ∧ τn)− α2mR E(x0,y0)

(∫ t∧τn

0
1{||(Xε

s ,Y
ε

s )||>R}ds

)
,

from which we deduce that

α2mR E(x0,y0)

(∫ t∧τn

0
1{||(Xε

s ,Y
ε

s )||>R}ds

)
≤ W (x0, y0) + α1 E(x0,y0)(t ∧ τn),

since W is positive. Finally making n tend to infinity, we obtain that

rε
(
t, (x0, y0),R2 \B(R)

)
≤ tα1 +W (x0, y0)

tα2mR
. (18)

Using Theorem 2.3, we have

πε(R2 \B(R)) ≤ rε
(
t, (x0, y0),R2�B(R)

)
+ CW (x0, y0) 1

γt
(1− e−γt).

The rhs term can be made as small as required for t and R large enough, uniformly in ε. Therefore
the sequence (πε)ε≤ε0

is tight.

Lemma 4.2. The limiting values of (πε)ε≤ε0
have the form

3∑
i=1

aiδzi , (19)

where zi, i ∈ {1, 2, 3} are defined in (8) and the coefficients ai ≥ 0 satisfy
3∑
i=1

ai = 1.

Proof. We introduce the operator L0 defined for all f ∈ C∞c (R2) by

L0f(x, y) = λ1x(1− x2)∂f∂x (x, y)−
(
λ2y − λ3x(1− x2)

)
∂f
∂y (x, y). (20)

Let us consider an accumulation point π of the sequence (πε)ε≤ε0
. We will show that∫

R2
L0f(x, y)π(dx, dy) = 0, ∀f ∈ C∞c (R2). (21)

Let be f ∈ C∞c (R2). We decompose
∫

R2
L0f(x, y)π(dx, dy) as follows :∫

R2
L0f(x, y)π(dx, dy) =

∫
R2
L0f(x, y)

(
π(dx, dy)− πεk(dx, dy)

)
+
∫

R2
Lεkf(x, y)πεk(dx, dy)

+
∫

R2

(
L0 − Lεk

)
f(x, y)πεk(dx, dy).
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The sequence (πεk)εk<ε0 converges weakly to π and the first term in the rhs of previous equation
tends to 0 when εk −→

k→+∞
0. The second term is null as πεk is an invariant measure for the diffusion

operator Lεk .
Using a majoration of the third term, we obtain∣∣∣∣∫

R2

(
Lεkf(x, y)− L0f(x, y)

)
πεk(dx, dy)

∣∣∣∣ ≤ ε2
k

2

∫
R2

(σ0 + σ1x)2
∣∣∣∣∣∂2f(x, y)

∂x2 + ∂2f(x, y)
∂y2

∣∣∣∣∣πεk(dx, dy)

≤ Cf ε
2
k,

where Cf = 1
2 sup

(x,y)∈R2

(
(σ0 + σ1x)2

∣∣∣∣∣∂2f(x, y)
∂x2 + ∂2f(x, y)

∂y2

∣∣∣∣∣
)
< +∞ since f has a compact support.

That concludes the proof of (21).

The operator L0 defined by (20) is associated with the deterministic system (1). We have for all
f ∈ C∞c (R2)

f(xt, yt) = f(x0, y0) +
∫ t

0
L0f(xs, ys)ds,

where (x0, y0) ∈ R2 is the initial condition.
Integrating the initial condition with respect to the measure π, we obtain∫

R2
f(xt, yt)π(dx0, dy0) =

∫
R2
f(x0, y0)π(dx0, dy0) +

∫
R2

∫ t

0
L0f(xs, ys)ds π(dx0, dy0),

where the last term vanishes because π is an invariant measure.
Taking the limit when t → +∞, using the different basins of attraction and Lebesgue’s theorem,

we obtain that ∫
R2
f(x0, y0)π(dx0, dy0)

=
∫

R2
f
(
z11(x0<0) + z21(x0=0) + z31(x0>0)

)
π(dx0, dy0)

= f(z1)π(R− × R) + f(z2)π({0} × R) + f(z3)π(R+ × R),

which concludes the proof.

4.2 Uniqueness and characterization of the limiting values of (πε)ε≤ε0

We will adapt in our degeneracy framework the method introduced in [6]. Here the diffusion matrix
of System (3) is not invertible. Our strategy will be uniquely based on the first component of the
system. Indeed the latter is the principal component of the stochastic differential system (3), the drift
of the second component pushing it toward 0. The equilibria of the associated dynamical system (4)
are aligned on the horizontal axis and the cost of trajectories will be reduced to the movement on the
horizontal axis, allowing a reduction of the two-dimensional problem to a one-dimensional study.

The diffusion matrix is given by

σ(x, y) = (σ0 + σ1x)
(

cos θ 0
sin θ 0

)
.

Using Theorem 5.6.7 in [3] and the specific form of the drift (b1, b2), we obtain that the action functional
is given by

I(x0,y0)(f1, f2) = inf
{∫ T

0
|ġ(s)|2ds ; g1 ∈ H1, f1(t) = x0 +

∫ t

0
b1(f1(s))ds+

∫ t

0
σ11(f1(s))g1(s)ds and

f2(t) = y0 +
∫ t

0
b2(f1(s), f2(s))ds+

∫ t

0
σ21(f1(s))g1(s)ds

}
,
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and I(x0,y0)(f1, f2) = +∞ otherwise. This minimization problem is solved by considering first the
constraint on the first coordinate, and then by seeing if the second constraint is satisfied or not.
Minimization under the first constraint is known to be equivalent to minimize the Freidlin-Wentzell
functional (see [3], remark p. 214). If the second constraint is not satisfied for the minimizer, the
action functional will be taken to be +∞.

Therefore, as seen in [6] (see also [3] Theorem 5.6.12), the behavior of probabilites of large devi-
ations from the most "probable" trajectory in x, i.e. the trajectory of the dynamical system (4), can
be described thanks to the action functional Sσ0T acting on smooth functions w from [0, T ] to R, and
defined for ε ∈]0, ε0] and θ ∈]− π, π[�

{
±π

2
}
by

Sσ0T ((wt)t≥0) := 1
(ε cos(θ))2

∫ T

0
Lσ(ws, ẇs)ds, (22)

where the lagrangien Lσ(t, wt, ẇt) is defined as

Lσ(wt, ẇt) = 1
2

(
ẇt − λ1wt(1− w2

t )
σ0 + σ1wt

)2

.

Let introduce a parameter δ ∈ ]0, 1/2[. We consider three disjoints subsets of R2, Kδ
1 , Kδ

2 and Kδ
3

defined by
Kδ
i = {(x, y) ∈ R2, |x− xi|2 ≤ δ2}, (23)

where xi, i ∈ {1, 2, 3} is the first component of zi defined in (8). Note that these sets are bands and
not compact as in [6], however their basis in x are compact intervals. Due to the particular form of
the system (3), entrances and exits in these bands are described by the x coordinate only which obeys
a stochastic differential equation independent of y. Let us fix T > 0.

An essential role will be played by the function characterizing the difficulty of passage from Kδ
i to

a Kδ
j , defined by

V σ
ij := inf

{
Sσ0T ((wt)t≥0); (w0, 0) ∈ Kδ

i , (wT , 0) ∈ Kδ
j

}
.

The global passage cost to Kδ
j is the quantity

W σ(Kδ
j ) = min

g∈G(i)

∑
(m→n)∈g

V σ
mn,

where for i ∈ {1, 2, 3}, G(i) is the set of graphes from {1, 2, 3} \ {i} to {1, 2, 3} without cycles and
such that any point of {1, 2, 3} \ {i} is the initial point of exactly one arrow. This quantity will play
a main role in the following.

Let us also introduce the cost matrix P σ = ((V σ
ij ))i,j∈{1,2,3}. Our aim in to compute this matrix

or at least to know which coefficients are positive. Indeed, if for any j 6= i, V σ
ij > 0, the set Kδ

i is said
stable. In the contrary, this set is unstable. These properties will be related to the long time behavior
of the flow.

We recall the well known following property concerning the extrema of the action functional.

Proposition 4.3. Let us assume that σ1 = 0. The extrema of the functional Sσ0
0T are attained by the

two flows solution of
ẇt = ±λ1wt(1− w2

t ).

When the sign is +, the extremum is attained by the solution of the dynamical system (4) and
when the sign is −, the dynamics realizing the extremum has to go against the flow.

Proof. Let us give an elementary proof (see also Theorem 3.1 of Chapter 4 in [6]). Denoting F (w) =
λ1w(1− w2), we have∫ T

0
(ẇt−F (wt))2dt =

∫ T

0
(ẇt+F (wt))2dt−4

∫ T

0
ẇtF (wt)dt =

∫ T

0
(ẇt+F (wt))2dt−4(V (wT )−V (w0)),

where V is a primitive of F . The result follows.
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Proposition 4.4. Let us assume that σ1 = 0. The solution of ẇt = −λ1wt(1− (wt)2) is given by xϕ,
with

ϕ(t) = − 2λ1w0(1− w2
0)e−λ1t

εσ0 cos(θ)
(
1− w2

0 + w2
0e
−2λ1t

)3/2 .

We also have in this case

Sσ0
0T (w) = λ2

1(1− w2
0)2

2(εσ0 cos(θ))2

(
1(

1− w2
0 + w2

0e
−2λ1T

)2 − 1
)
.

Proof. A direct computation gives that

wt = w0
e−λ1t√

1− w2
0 + w2

0e
−2λ1t

and then
ẇt = −λ1wt(1− w2

t ) = −λ1w0(1− w2
0) e−λ1t(

1− w2
0 + w2

0e
−2λ1t

)3/2 ,

from which we deduce

ϕ(t) = −2λ1wt(1− w2
t )

εσ0 cos(θ) = − 2λ1w0(1− w2
0)e−λ1t

εσ0 cos(θ)
(
1− w2

0 + w2
0e
−2λ1t

)3/2 .

We are now able to compute explicitely the value of the action functional on these extrema. Of
course, it vanishes on the solution of (4). For w solution of ẇt = −λ1wt(1− (wt)2),

Sσ0
0T (w) = 1

2(εσ0 cos(θ))2

∫ T

0
(−2λ1wt(1− w2

t ))2dt

= 4λ2
1

2(εσ0 cos(θ))2

∫ T

0
w2

0(1− w2
0)2 e−2λ1t(

1− w2
0 + w2

0e
−2λ1t

)3dt
= λ2

1(1− w2
0)2

2(εσ0 cos(θ))2

(
1(

1− w2
0 + w2

0e
−2λ1T

)2 − 1
)
.

Note that another way to compute Sσ0
0T is as follows:

Sσ0
0T (w) = 1

2(εσ0 cos(θ))2

∫ T

0
(−2λ1wt(1− w2

t ))2dt

= 1
2(εσ0 cos(θ))2

∫ T

0
2ẇt(−2λ1wt(1− w2

t ))dt

= 2λ1
2(εσ0 cos(θ))2

∫ w2
T

w2
0

du(u− 1)du

= λ1
2(εσ0 cos(θ))2

(
(w2

T − 1)2 − (w2
0 − 1)2

)
. (24)

The explicit form of the extrema of Sσ0
0T allows us to compute or estimate the passage cost from

one Kδ
i to another one. It is immediate to observe that for any i ∈ {1, 2, 3},

V σ0
2i = V σ0

ii = 0,

since the flow (4) allows to go from Kδ
2 to Kδ

1 or Kδ
3 , and of course to go from Kδ

i to Kδ
i .
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The minimum on wT ∈ Kδ
2 and w0 ∈ Kδ

3 in the expression (24) is positive since it is attained as
minimum of a positive function on a compact set. Then

V σ0
32 > 0.

Furthermore following the notation in [6] p.150, we also have Ṽ σ0
31 =∞ and then from the expression

in [6] p.152,
V σ0

31 = V σ0
32 > 0.

Similar arguments yield
V σ0

13 = V σ0
12 > 0

and since the diffusion coefficient σ0 is constant, we also have by symmetry of the minimization
problem that

V σ0
32 = V σ0

12 .

Therefore, we can state the following lemma.

Lemma 4.5. Let us assume that σ1 = 0. Under Hypothesis 2.1, the cost matrix of (3) is defined by

P σ =

 0 V σ0
12 V σ0

12
0 0 0
V σ0

12 V σ0
12 0

 , (25)

Let us now compute the global passage cost to the sets Kδ
i .

Proposition 4.6. Let us assume that σ1 = 0. The values of the global passage cost W σ0(Kδ
i ) are

given for i ∈ {1, 2, 3} by

W σ0(Kδ
1) = W σ0(Kδ

3) = V σ0
12 ; W σ0(Kδ

2) = 2V σ0
12 .

Proof. Let us computeW σ0(Kδ
1). Consider the different graphs included inG(1): g1 = {2→ 1, 3→ 1},

g2 = {2→ 1, 3→ 2}, g3 = {2→ 3, 3→ 1}. We have∑
(m→n)∈g1

V σ0
mn = 0 + V σ0

31 ;
∑

(m→n)∈g2

V σ0
mn = V σ0

32 ;
∑

(m→n)∈g3

V σ0
mn = V σ0

12 .

Then, it is immediate that W σ0(Kδ
1) = V σ0

12 .

Proposition 4.7. Let us assume that σ1 = 0. The sequence (πε)ε≤ε0 converges when ε tends to 0 to
the probability measure

1
2
(
δ(−1,0) + δ(1,0)

)
.

Proof. Using Theorem 4.1 in [6] for the action functional defined in (22), we know that there exists
γ > 0 such that πε(Kδ

i ) belongs to the interval[
exp

(
− ε2

(
W σ0(Kδ

i )− min
j∈{1,2,3}

W σ0(Kδ
j ) + γ

))
, exp

(
− ε−2

(
W σ0(Kδ

i )− min
j∈{1,2,3}

W σ0(Kδ
j )− γ

))]
.

When ε tends to 0, the accumulation points of (πε) will concentrate on the sets Kδ
i attaining the

minimum of W σ0 , i.e. Kδ
1 and Kδ

3 . Symmetry arguments on the stochastic system (3) (with σ1 =
0) with respect to the axis x = 0, yield πε(x < 0) = πε(x > 0), and then, πε(Kδ

1) = πε(Kδ
3).

Lemmas 4.1 and 4.2 allow then to conclude that there is a unique limiting value of (πε) given by
1
2
(
δ(−1,0) + δ(1,0)

)
.

We can now consider the general case where σ1 6= 0 and satisfies Hypothesis 2.1.1 and prove
Theorem 2.4.
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Proof of Theorem 2.4. We will bounded the passage costs from below and above. Let δ ∈]0, σ0−σ1
σ1

[
and to fix ideas, assume that σ1 > 0 (the other case is similar). We first consider the passage from
Kδ

1 to Kδ
2 . Let x ∈]− (1 + δ), 0[, then

σ0 − (1 + δ)σ1 < σ0 + σ1x < σ0.

In particular, if w = (w1, w2) is a trajectory such that for any t ∈ [0, T ], w1(t) ∈]− (1 + δ), 0[, then

Sσ0T ((wt)t≥0) > Sσ0
0T ((wt)t≥0),

and
V σ

12 > V σ0
12 .

For the cost passage from Kδ
3 to Kδ

2 , we assume that w1(t) ∈]0, (1 + δ)[, leading to

V σ
32 < V σ0

32 = V σ0
12 .

Then we deduce that V σ
12 > V σ

32 > 0. By similar arguments, σ1 < 0 yields V σ
32 > V σ

12 > 0. That allows
to compute W σ(Kδ

i ) as in the proof of Proposition 4.6. That gives

W σ(Kδ
1) = V σ

32 ; W σ(Kδ
2) = V σ

32 + V σ
12 ; W σ(Kδ

3) = V σ
12.

The quantity minj∈{1,2,3}W σ0(Kδ
j ) depends on the sign of σ1.

Using again [6, Theorem 4.2] for the action functional defined by (22), we obtain that when ε tends
to 0, any converging subsequence of (πε) converges to a measure π which concentrates on Kδ

1 if σ1 < 0
and on Kδ

3 if σ1 > 0 (and on both sets if σ1 = 0). Using Lemma 4.2, we deduce that there is a unique
limiting measure, either δ(−1,0) if σ1 > 0 or δ(1,0) if σ1 < 0.
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