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Malgré I'importance de la géolocalisation des adresses IP, les chercheurs sont souvent limités par 1’utilisation de bases
de données privées, opaques et peu fiables. RIPE Atlas offre une solution potentielle en fournissant des milliers de
points de mesure dans le monde, permettant la création d’'une base de données géolocalisée a 1’échelle d’Internet.
Malgré d’importants efforts pour y parvenir, nous ne disposons pas pour le moment de méthodes qui nous permettent
de réaliser cet objectif. En nous appuyant sur I’hypothese selon laquelle deux adresses IP géographiquement proches
seront redirigées vers un méme point de présence d’'un CDN, nous sommes en mesure de sélectionner un nombre
limité de points de mesure, suffisants pour assurer une précision similaire a celle obtenue en utilisant I’ensemble des
points disponibles. Cette approche, basée sur I’option EDNS Client Subnet (ECS), permet de passer a I’échelle la
géolocalisation par mesures actives, indépendamment de la taille de la plateforme de mesure considérée.

Mots-clefs : IP addresses geolocation, Internet, Network measurements

1 Introduction and related work

Determining the location of an IP address is vital for a variety of sectors. It helps the content distribu-
tion industry to enhance user experience through efficient delivery and to enforce region-specific intellec-
tual property rights. It helps network operators in their efforts to trace cybersecurity attacks. And it helps
scientists to gain a deeper understanding of the structure of the Internet. Despite years of effort, achieving
geolocation on an Internet scale, which is to say being able to geolocate all active IP addresses, continues
to be a significant challenge. As a result, researchers often rely on geolocation databases provided by pri-
vate companies such as MaxMind, which are generated using opaque techniques and which can produce
incorrect results [GSH™17]]. The research community now stands on the brink of a significant shift towards
independence, thanks to the growth of the RIPE Atlas infrastructure. This system now boasts around 10,000
probing agents, enabling the launch of active measurements like ping and traceroute from vantage points
around the world. Given that the accuracy of ping-based geolocation hinges on the proximity of a vantage
point to the IP address being located [DRD™ 23], the size and coverage of this infrastructure paves the way
for free and open geolocation.

Besides commercial solutions, latency based solutions (CBG, shortest ping [GZCFO04]]) are usually pri-
vileged by researchers because they provide a way to constrain the geolocation of an IP address. Previous
studies were able to scale those techniques to the entire IPv4 address space by leveraging the fact that only
a subset of closest vantage point to the source is sufficient to maximize geolocation precision [HHP12].
Previous efforts relied on probing from all vantage points available to find the best set of vantage point
to geolocate any IP address [HHP12]. Although this approach was possible on smaller platforms, it fails
to scale to the immensity of RIPE Atlas [DRD™23|]. Other techniques like RIPE IPMap, determine the
set of closest vantage point based on network information [DCH™]| [RIP]. Nevertheless, this technique is
constrained to IXPs and lacks scalability for Internet-wide geolocation.

In this paper, we take a step towards Internet-scale geolocation by framing it as a search problem. The
primary question we address is : given the large universe of RIPE Atlas vantage points, how can we identify



Hugo Rimlinger, Kevin Vermeulen, Timur Friedman et Olivier Fourmaux

a small subset from which to conduct measurements towards a specific IP address ? We can significantly
reduce the load on the RIPE Atlas infrastructure if each of the billions of IP addresses is geolocated from
its own small subset. We use ECS, an optional extension to DNS, for this search.

2 Efficient vantage point selection with ECS

The EDNS Client Subnet option (ECS) was designed to enable a CDN operator to consider the client’s
network when choosing which server IP address should resolve a particular hostname for that client. Whe-
reas a standard DNS query can be paraphrased as : “What is the IP address for hostname X ?”, with ECS
it becomes : “What is the IP address for hostname X, when asked on behalf of a client in network Y with
prefix Z?” Here, Z is 24 or less for IPv4 and 56 or less for IPv6. ECS queries are not required to originate
from the client’s network, so we can issue queries for all active /24 and /56 networks from a single machine.
This work only focuses on IPv4.

Our intuition is that a CDN will typically return a server IP address geographically close to the client
network, so as to reduce client latency. Consequently, two client networks that are directed to the same
server address are likely to be geographically close. Major CDNs such as Google, Meta, and Amazon use
ECS. For a given target IP address, we can formulate a ‘fingerprint’ based on several hostnames from these
CDN:s : this is the vector of server IP addresses to which the target’s /24 is directed for each of those
hostnames. We can also generate such fingerprints for the IP addresses of the RIPE Atlas vantage points.
Based on the similarity between target and vantage point fingerprints, we can construct a small subset of
vantage points, presumably close to the target, from which to issue geolocation pings.

We identify two challenges : identifying CDN hostnames for which ECS is used to reduce latency, and
formulating a metric for assessing fingerprint similarity.

Hostname selection : To determine whether a hostname supports ECS, we can look at whether the source-
scope field of the ECS option in the DNS response is non-zero. To decide if ECS is used to minimize latency,
we use a simple heuristic : if two client networks in different regions are mapped to the same server, it is
likely that ECS is not used to reduce latency, so we do not consider the hostname.

Fingerprint similarity : We defined the similarity S, ,, of two ECS fingerprints for a given hostname
as the size of their respective fingerprint intersection, divided by the size of the smallest fingerprint. The
overall similarity S; , between two ECS fingerprint is defined as the average similarity over all hostnames :

len(F;, ,NE,p)
Sy =avg : : )

heH(min(len(F,’hLlen(Fv,h)) v

where ¢ is the target’s subnet, v is a vantage point’s subnet and F; , and F, denote their respective ECS
fingerprint for the hostname / (H being the entire set of hostnames). We then rank the vantage points based
on their similarity, the higher the better.

There are some refinements that are needed to build the fingerprint. For instance, a client can be served
by multiple front-end servers that are located at a single CDN point of presence, meaning that a difference
in IP addresses does not necessarily indicate a difference in location.

3 Preliminary results

We evaluate our methodology on a validation dataset of 772 IP addresses that we have chosen to represent
target ground truth, as we consider them to be reliably geolocated. These are the RIPE Atlas ‘anchors’,
which are larger servers to which the infrastructure’s administrators pay particular attention. Despite the
dataset’s limited size, it allows us to test our assumptions across diverse locations, spanning 93 countries
and 6 continents. It is, however, biased towards western Europe and North America. We employ the lighter-
weight RIPE Atlas ‘probes’, of which there are approximately 10k, as vantage points.

We select 60 hostnames hosted by CDNss listed in the Google CrUX top domain dataset [CrU]. After our
filtering step we obtain a set of 15 hostnames, owned by five large CDNs (Google, Meta, Amazon, Apple,
and CDNetworks).
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For each target, we perform the ECS measurements, compute the fingerprint, and issue pings from the
top N vantage points with the highest similarity. We then extract the vantage point with the minimum RTT,
and assign its geolocation to the target. To compute a reference of what should be achievable with ping
measurements, we also issue pings from the 1,000 geographically closest vantage points to the target and
assign the geolocation of the one with the minimum RTT to the target as the reference geolocation.

Figure [Ta] shows the cumulative distribution of the distance between the assigned geolocation and the
actual geolocation of a target, for different numbers of vantage points (VPs) selected to issue the pings,
from 1 to 500 VPs, and the reference. The median error varies from 6 km to 119 km for 500 VPs and 1 VP,
while the reference is also at 6 km, showing that the optimal VP is within the 500 first VPs according to
our ranking. Taking the 40 km error threshold defining an accurate city level geolocation, we can geolocate
between 37% and 78% of targets at city level.

In absence of ground truth for the geolocation of the RIPE Atlas ‘probes’ which are providing the VPs,
one must rely on the RTT obtained from the ping measurements to bound the distance error. Theoretically, a
1 ms RTT can correspond to up to 100 km between the VP and the target, taking %c as the speed of packets
over the Internet where c is the speed of light, but prior work used less conservative thresholds to say that
two IP addresses were located in the same city, such as 2 ms [GKEF" 20, to take path inflation into account.
Figure [Ib] shows the cumulative distribution of the minimum RTT obtained from the ping measurements,
for different numbers of selected VPs. Using only the VP with the most similar fingerprint (orange curve),
23% of the IP addresses have a minimum RTT of less than 2 ms, while it is 76% when using 500 VPs.

4 Challenges

Although the validation dataset that we used to evaluate our methodology is larger than those found in
previous studies [HHP12], it is important to acknowledge its limitation in validating our methodology at
Internet scale. This is because the distribution of RIPE Atlas anchors tends to be biased towards western Eu-
rope and North America, two regions with highly efficient network infrastructure. We might well encounter
worse results were we to consider more targets elsewhere in the world. Additionally, the validation dataset
does not adequately represents the broad diversity of IP addresses. Trying to geolocate the IP address of
a router, a server, or an end-user host presents different issues. For instance, the last-mile delay effect on
end hosts can inflate latency of 10 ms, making latency constraint approaches impractical. The challenge to
expanding our validation dataset is to find targets outside of RIPE Atlas that are reliably geolocated.

Furthermore, we rely on the smallest granularity permitted by ECS to determine the geographical proxi-
mity of two IP addresses. Consequently, we assume a proximity of all IP addresses within the same /24
subnet. While this assumption has been employed in previous studies [HHP12|], we acknowledge its limi-
tation. Notably, it does not hold true for certain cases, such as tier-1 networks or trans-Atlantic links with
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continent-spanning /24 subnets.

Finally, while our methodology is effective in identifying a restricted set of valuable vantage points for
geolocating an IP address, it falls short of determining the singular closest one. Consequently, the vantage
point with the highest ECS similarity is often not the closest in geographical proximity. Our ultimate objec-
tive is to pinpoint this closest vantage point, rendering our methodology independent of pings and suitable
even for IP addresses that do not respond to ping requests.

5 Conclusion

In this paper, we introduced a novel approach for choosing a small set of vantage points to geolocate any
IP address, leveraging the EDNS Client Subnet option (ECS). Unlike previous techniques, our methodology
exclusively depends on publicly accessible data, and it is both lightweight and scalable. This scalability
lends itself to Internet-scale measurements from the RIPE Atlas infrastructure. Our results demonstrate that
the hypothesis of considering two IP addresses with similar ECS fingerprints as geographically close is
valid and useful for limiting the number of pings needed to geolocate an IP address.
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