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Multipurpose, Fully Integrated 128 × 128 Event-Driven MD-SiPM With 512
16-Bit TDCs With 45-ps LSB and 20-ns Gating in 40-nm CMOS Technology

A. Carimatto , A. Ulku , S. Lindner , E. Gros-Daillon, B. Rae, S. Pellegrini , and E. Charbon

Abstract—A multipurpose monolithic array of 2 × 2 multichannel
digital silicon photomultipliers (MD-SiPMs) fabricated in 40-nm CMOS
technology is presented. Each MD-SiPM comprises 64 × 64 smart
pixels connected to 128 low-power 45-ps sliding-scale time-to-digital
converters (TDCs). The system can operate in two different modes:
1) event-driven and 2) frame-based. The first is suited for positron emis-
sion tomography (PET) and the second for synchronous applications
like LiDAR. The design includes electronics to capture gamma events by
means of a scintillator. The digital readout is fully embedded in the sensor
and it is reconfigurable by SPI. Data packets are sent following a simple
protocol compatible with an external FIFO, therefore making use of an
FPGA optional. Every MD-SiPM can deliver up to 64M time-stamps/s.
The sensor can be arranged in any type of configuration through a ded-
icated synchronization input and can be used to operate jointly with an
event generator, such as a pulsed laser, which is useful in many appli-
cations. Inherently compatible with 3-D-stacking technology, the sensor
can serve as front-end electronics when it is used with a different SPAD
silicon tear.

Index Terms—3-D imaging, CMOS, positron emission tomography
(PET), SPAD, time-to-digital converter (TDC).

I. SENSOR ARCHITECTURE

This letter is an extended version of [1] presented in the
Symposium VLSI 2018. A monolithic SPAD-based multipurpose
system is presented. Fabricated in a new 40-nm CMOS process [2],
it was designed to support applications where photon intensity and
timing are required along with gating and synchronization. In par-
ticular, several features were included to support positron emission
tomography (PET). A new time-to-digital converter (TDC) architec-
ture is purposed to improve differential nonlinearity (DNL), integral
nonlinearity (INL), and power consumption. Additionally, by mak-
ing use of 3-D stacking technology, the chip is prepared to work as
a common platform to test different SPAD back-ends, thus largely
reducing development time in this bond-and-play system.

II. DESCRIPTION OF THE SYSTEM

The systems is comprised of four multichannel digital silicon pho-
tomultipliers (MD-SiPMs) [3] organized in independent quadrants as
depicted in Fig. 1(a). Every MD-SiPM has three main components:
1) a 64 × 64 dual SPAD pixel array; 2) a bank of 128 TDCs; and
3) a digital core that communicates commands and data from and to
an external system. Three global skew-free signals (shutter, clock, and
reset) are routed along the whole sensor. The SPAD array is divided
into 16 panels of 4 × 64 dual SPADs plus the electronics to operate
it. Columns in the panel are split in two semicolumns whose SPADs
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Fig. 1. (a) Micrograph of the sensor: main blocks are shown. (b) Panel.

(a) (b)

Fig. 2. (a) Pixel circuit: a flip flop is chained with the previous and next
pixels in scan-mode fashion to configure the masking memory and read out
the data. (b) Connection between SPADs and the TDC in a semicolumn.

share one TDC to register the arrival time of the photons shown
in Fig. 1(b). The electronics that serve the SPAD is composed of
five subcircuits plotted in Fig. 2(a): 1) quenching and recharge tran-
sistors (Q1 and Q2); 2) a 1-bit memory that stores the SPAD state
(fired or not fired); 3) a self-reset module; 4) a masking memory to
shut off the SPAD in case its dark count rate (DCR) is too high; and
5) a transistor (Q3) to register the time of arrival through the timing
line. The timing line remains in the high state thanks to a pull-up
transistor to Vdd until any SPAD in the semicolumn pulls it down
after an event occurs. The circuit is presented in Fig. 2(b).

Two modes of operation are possible: 1) frame based and 2) event
driven. In frame-based mode, the global shutter signal is opened for
a fixed time and the detector captures the events whose information
is available after the shutter is closed. This mode is preferred when
events are synchronous with the system clock, such as time-of-flight
cameras. In event-driven mode, the shutter remains open until an
event occurs. This event is defined by the ratio of photons per unit of
time, which is an externally configurable parameter. If this condition
is not achieved, the self-reset module resets the pixels and TDCs
that have fired, thus rejecting DCR and background noise. The level
of the latter is defined for the given application; when such levels
are reached, an event is detected, the digital core closes the shutter
after the predefined integration time [4] the information becomes
immediately available. Event-driven operation reduces dead times,
throughput, power, and is particularly effective when the events are
uncorrelated with the system clock and the shutter (e.g., PET). The
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digital core performs the control and the readout of the MD-SiPM,
which includes: masking, SPAD and TDC reset, configuration for
window frame, frame mode, readout of pixels and TDCs, and
synchronization operation. The core accepts the commands by serial
communication and the readout is a 16-bit 2.5-V CMOS clocked bus
that can be connected through a CMOS USB FIFO directly to the PC.
A dedicated synchronization input is provided to work with several
modules simultaneously. The maximum event rate depends on the
mode of operation, the length of the frame, and the activity for the
given application. However, it finds its upper limit in the transmission
bandwidth of the system. For frame-based mode, the package to be
transmitted comprised of TDCs (2560 bits) and pixels (4096 bits).
At a frequency of 80 MHz, it takes about 5.2 μs for the bus to
transmit these data packages, thus reaching 24.6M timestamps/s and
192 kframes/s. For the event-driven mode, TDCs (2560 bits), pixel
addition (32 bits), and global time (32 bits) are sent. It takes about
2 μs to transmit the data packages, thus reaching 64M timestamps/s.

III. TIME-TO-DIGITAL CONVERTERS

A. Design Principles

The TDCs were designed to achieve high time resolution while
maintaining low power consumption. Several aspects of the MD-
SiPM were considered to choose the architecture; the DCR and the
time resolution of the SPADs being the most important. For low-
level background light applications, like PET and indoors LiDAR,
DCR represents the main source of hits for the TDCs. The proba-
bility of a TDC to be triggered by DCR is governed by the Poisson
distribution as follows:

P(hits > 0) = 1 − e−λ(1−M)NT = 0.89 (1)

where λ is the mean DCR, M is the masking factor (estimated 5%),
N is the number of SPADs (64), and T is the full range of the TDCs
(1 μs). N and M are the two parameters that can be tuned at design
time and operation time, respectively, to ensure the TDC availability
at any given time during their maximum range. The bin size was
chosen considering the time resolutions of state-of-the-art SPADs.
The total jitter is given by

JT ∼=
√

J2
SPAD + 2.2Q2

12
+ J2

TDC (2)

where JSPAD is the jitter of the state-of-the-art SPADs (estimated
100 ps), Q is the bin size, and JTDC is the jitter of the TDC. The
bin size was chosen to be 40 ps to make the second and third terms
negligible with respect to the first term, which is the limiting factor.

B. Architecture

Each MD-SiPM is equipped with a bank of 32 VCOs based on
ring oscillators (ROs) that are constituted by nine pseudo differential
stages. The RO and stages are shown in Fig. 3(a) and (b), respec-
tively. Every stage counts with two output buffers to prevent any
influence of the latching process into the oscillation. The delay of the
stages (�t) that can be configured within 40 and 120 ps by means
of an off-chip PLL (implemented in FPGA in this case). The range
of the operation frequency [calculated as 1/(18�t)] extends from
0.46 to 1.38 GHz. The VCOs are phased coupled along the sensor
with the main objective of palliating the phase noise as demonstrated
in [5]. The phase that is coupled is properly sized to compensate for
extra capacitive loads. The coupling, shown in Fig. 3(d), is made
through two nMOS–pMOS transistor pairs that connect the internal
nodes inp and inn of the first phase of each VCO(i) to VCO(i–2)
and to VCO(i + 2). At the ends, the last VCO and the first one
(the reference) make the bridge between the odd and even VCOs.
The transistors can be externally controlled to provide the different
degrees of coupling to achieve the different performance as explained
in [5]. Four logic modules are attached to each VCO, thus totaliz-
ing 128 TDCs plus one extra reference TDC. The TDC architecture
is shown in Fig. 3(c). The logic modules include five components:
1) a buffer; 2) a 10-bit LFSR counter; 3) a phase sampler; 4) a tri-state
bus to read out the information; and 5) a buffer and 1-bit counter.

(a)

(b) (c) (d)

Fig. 3. (a) RO circuit. (b) RO pseudo-differential stage. (c) TDC block
diagram. (d) Coupling method: only the first phase of the VCO is coupled.

C. Operation

The TDCs measure the time from the moment an event occurs to
the end of the frame by means of a coarse LFSR counter and a fine
scale formed by the phases of the VCO. Equation (3) shows the way
every time stamp is calculated

T = (cnt + CC) ∗ N + Pvcof − Pvcos (3)

where cnt is the LFSR counter, CC is a correction applied to the
counter, N is the number of phases (18), Pvcof is the final phase, and
Pvcos is the start phase of the VCO. Although this is the most natural
way to calculate the time stamp, it would double the area and the
power of the samplers and the transmission time since every TDC
requires two phases to obtain the time stamp. Taking advantage of
the fact that the phases are coupled, only one phase (reference) is
sampled at the end of the frame. Equation (3) can be rewritten as
follows:

T = (cnt + CC)N + (Preff − PS(vco)) − Pvcos (4)

where Preff is the final phase of the reference VCO and PS is the
phase shift between a given VCO against the reference. Though the
phases of the VCOs are tightly coupled, there is a small phase shift
between every VCO(i) and VCO(i+2) that accumulates over the sen-
sor. By firing all of the SPADs at the same time with a synchronous
laser, those phase shifts can be found and stored in a look-up table
(PS) for corrections. The detailed operation is as follows: after pho-
ton arrival, the timing line is pulled down, and the buffer activates the
samplers that latch the phases of the VCO (Pvcos). The counter, fed by
one of the phases of the VCO (Pc), starts running from that moment
until the end of the frame when it is stopped by the shutter. The
shutter signal is controlled by the digital core and is asynchronous
with the VCO. As consequence, if those events happen simultane-
ously, it is not possible to distinguish whether the counter included
the last VCO cycle or not (off-by-one error). In order to mitigate
this problem, a 1-bit counter was added. Fed by a different phase
(Pb), this 1-bit counter can be checked to know if the main counter
should be odd or even; the variable CC in (4) will get the values 0 or
1 accordingly. The phases Pc and Pb are 180◦ apart to ensure that at
least 1 counter is always correct. If Pvcof is equal to Pc, the counter
might have incurred in an off-by-one error and should be modified
according to the value of the 1-bit counter. If Pvcof is different from
PC, the counter is correct and it does not require any correction.

D. Sliding Scale Study

The sliding scale technique is a proven method that has worked
very well for ADCs; in this letter, it was used to reduce the DNL of
the TDCs. The VCOs are asynchronous with the clock of the system
and the window frame, therefore every time stamp taken is measured
by a different phase of the VCO. This method can compensate any
mismatch in the layout of the ROs, and furthermore any local and
global transistor mismatch. In order to calculate the impact of the
sliding scale, the VCOs were measured with a random pulsed laser
in 300-ns frames. The minimum and maximum DNL were calculated
for the start phases of the VCOs and for the timestamps. The results
are shown in Fig. 4 exhibit an improvement of 6.25 times.



CARIMATTO et al.: MULTIPURPOSE, FULLY INTEGRATED 128 × 128 EVENT-DRIVEN MD-SiPM WITH 512 16-BIT TDCs 243

Fig. 4. DNL of the TDCs with and without sliding scale.

Fig. 5. Time resolution for every pair semicolumn-TDC.

Fig. 6. (a) SPTR 161 ps@FWHM for 850-nm source. (b) SPTR 194 ps for
766 source.

The reader might notice that 2 TDCs have a missing code. This
only happens when the maximum frequency is used due to a glitch in
one specific bin in the TDC spectrum. However, it does not represent
a problem since the probability to encounter this glitch is as low as
0.014% and it only happens for few TDCs. The maximum DNL of
those TDCs is still at a level of 0.12 LSB when that problematic bin
is discarded. The cause of this effect is an asymmetry in the layout
that leads to uneven IR drops in the TDCs supply.

E. Timing Performance of the System

A laser, synchronous with the system, was employed to charac-
terize the time response of every pair semicolumn-TDC. The hits
originated by any SPAD in the semicolumn were used to build a his-
togram and the jitter was calculated at full-width at half maximum
(FWHM). The results are shown in Fig. 5.

The total jitter calculated includes the jitter contributions of the
laser, SPAD, timing line, TDC, and FPGA. The SPAD is the main
contributor. In some applications, particularly in PET, the single pho-
ton time resolution (SPTR) is an important parameter to characterize
the system as explained in [7]. It essentially describes the uncer-
tainty in time of the whole system when a single photon impinges
the sensor. Fig. 6(a) was obtained by measuring 1 million hits and
shows the resolution for 850-nm source for FWHM, full-width at
tenth maximum (FWTM), and full-width at 1% maximum (FW1pM).
Resolution at FWHM is 161 ps.

The same procedure was used to obtain the results for 766-nm
wavelength. The SPTR is 194 ps at FHWM, 529 ps@FWTM, and
1.12 ns@FW1pM. Results are shown in Fig. 6(b). Another important

Fig. 7. MPTR: four different methods are shown.

(a) (b)

Fig. 8. (a) Sensor-scintillator. (b) 22NA energy resolution.

parameter is the multiphoton time resolution (MPTR) that describes
the resolution of the system when several photons impinge any com-
bination of SPAD-TDC. Fig. 7 shows the resolution of the time of
arrival @FWHM when multiple photons impact the sensor.

Four different methods were used to calculate the time of arrival.
Averaging shows a poor result due to the non-Gaussian time response
of the SPAD. The first-photon method considers only the first photon
to calculate the time of arrival. Last, the maximum-likelihood (ML)
method exhibits the best result as it accounts for the TDC and SPAD
response. It finds the estimator with the highest probability given
a set of values. Interpolated ML inserts the response of the TDCs to
mitigate the quantization error.

IV. TIME-OF-FLIGHT APPLICATIONS

A. Positron Emission Tomography

PET is a noninvasive medical imaging technique to generate a 3-D
image of the tissue of interest as explained in [7]. An image sensor
can indirectly detect gamma photons (511 keV) by means of a scintil-
lator that absorbs gamma radiation and generates a shower of visible
photons that can be time-stamped by the sensor. Fig. 8(a) shows the
sensor coupled with an LYSO scintillator.

1) Energy Resolution: The number of photons detected is propor-
tional to the energy deposited by the gamma photon into the crystal.
A lower energy than the initial energy signifies that the gamma photon
lost energy by scattering meaning it cannot be used for calculation
and should be dismissed. Hence, the importance of the estimation
of the energy deposited into the crystal. The scattering process, fully
described in [8], is ruled by the Compton’s law and it can be deduced
that the minimal energy that a gamma photon might lose equals 1/3,
therefore the resolution must be within that limit. Fig. 8(b) shows the
spectrum of a 22Na source, exhibiting an energy resolution of 20%.
The first and second peaks of 22Na are shown.

2) Linearity: Some other applications, like spectroscopy, depend
on the linearity of the system. This assessment was performed by
measuring five different radiation sources with the four MD-SiPMs.
A histogram like Fig. 8(b) was built for five radiation sources for
each MD-SiPM and its peak coordinates were extracted to build the
linearity plot shown in Fig. 9. The peak of 22NA can be seen at
(x = 511 and y = 450). The nonlinearity obtained is 2% and it can
be further improved by applying the saturation-correction curve of
the MD-SiPM.
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Fig. 9. Radiation linearity of the sensor-scintillator.

(a) (b)

Fig. 10. (a) 3-D picture taken with flash technique. (b) 2-D view from the
sensor position.

Fig. 11. Blue line shows the error in mm of the measurement and the dashed
orange line show the estimated error of the sensor when M = 1000.

B. 3-D Imaging/LiDAR

3-D imaging is a topographic method to create a 3-D graphical rep-
resentation of a physical target. The working principle is based on the
illumination of a scene with a pulsed laser and the detection of the
photons that reflect off the target. By calculating the time of arrival
of these photons, it is possible to create a representation model with
X, Y , and depth information. There are two main approaches: 1) flash
and 2) scanning methods; both are explained in detail in [9] and [10].
Every photon absorbed by the sensor has a time stamp used to cal-
culate the depth, and its position in the array is used to calculate X
and Y in the scene. Fig. 10(a) shows a 3-D image generated by a
flash technique; it displays a resolution of 6.5 mm.

For every single photon, the space resolution is about 2.4 cm
(160 ps). For flash LiDAR, multiple measurements were performed to
improve the resolution by averaging. Assuming that every measure-
ment can be represented by a Guassian distribution with media μ and
standard deviation σ , the average of M measurements has a Gaussian
distribution with media μ and standard deviation sqrt(M)/M∗σ . As
M increases, the resolution becomes finer and finer. In this example,
1 LSB (43ps -> 6.45 mm) was used to define the spatial resolution.
If the previous equations are combined, M = 13.8; thus, at least
14 measurements per point are required. The system, working in the
frame-based mode, can provide up to 128 depth data per 5.2 μs
(1 frame).

C. Distance Measurements, Ranged Method

A pulsed nondiffused laser is pointed to the object whose distance
to the sensor is wanted. In this experiment, the shutter is open for
the whole range. Fig. 11 shows the error of the measurement for

TABLE I
STATE-OF-THE-ART COMPARISON

M = 1000. For short distances, the parallax problem between the
laser and sensor dominates.

V. SUMMARY

The performance of the sensor is summarized and compared to
other state-of-the-art works in Table I.

VI. CONCLUSION

The first MD-SiPM in 40-nm technology has been designed and
presented. Its performance was demonstrated for PET, 3-D vision, and
light ranging applications. The new TDC architecture was proven to
obtain the expected resolution (161 ps@FWHM) with a low power
consumption (12-mW per bank) which makes it suitable for image
sensors. The sliding scale technique reduced the DNL of the VCOs
(from 0.75 to 0.12 LSB). The level of integration achieved by the dig-
ital core largely facilitates the usage of the system and the scaling for
synchronous applications. The calibration by means of a synchronous
laser that it is needed to find the phase relationship between the oscil-
lators and the reference will be replaced by an electrical calibration
in the next version of the chip for simplicity.
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