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Abstract
Citations play an important role in scientific research. However, numerous inaccurate citations are
found within scientific papers. These erroneous citations, also called miscitations, may result in the
misinterpretation of research, distortion of the original author’s intended meaning, and potentially
even more serious consequences. The objective of our study is to detect automatically the erroneous
citations, by assessing whether the citation contexts accurately reflects the content of the cited papers.
We do not assess the correctness or formatting of the references within the reference list. We built
a balanced ”proof of concept” dataset, including both reliable and erroneous citations sourced from
published open-access scientific papers, with the aim of investigating the feasibility of automatically
detecting erroneous citations. In addition to the dataset, our study also introduces two methods for
evaluating the reliability of citations using Natural Language Processing (NLP) techniques. The first
method involves using cosine similarity metric. The second method implements a paraphrase classifier
to distinguish between reliable and erroneous citations. Both methods take as input BERT embeddings
and output the reliability of citations : reliable or erroneous. Based on our experimental results, the best
performance is obtained with cosine similarity.
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1. Introduction

The use of citations in scientific papers is an essential practice, serving various purposes for au-
thors. For instance, citations are utilized to establish research context, reference methodologies,
or highlight contrasting findings or theories [1]. Additionally, citations also allow us to track
the progression of idea and knowledge, as well as to assist readers in constructing a framework
to build new hypothesis [2]. Nonetheless, various studies indicate that inaccurate citations are
common in scientific papers. For example, one study mainly examining 28 papers reported a
miscitation rate of 25.4% [3]. Another study focusing on journalistic papers, which reviewed a
total of 49 articles, identified a citation error rate of 30.1% [4].

Inaccurate citations can lead to significant consequences. A study on the impacts of citations
[2] discovered that over time, the most cited papers tend to become the conceptual symbol of a
particular idea, and the lack of critical engagement leads certain studies to be cited much more
frequently than their academic contribution warrants. According to the study, this phenomenon
not only harms the internal reward system of science but also diminishes epistemic diversity,
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impacting the breadth and variety of knowledge and perspectives within scientific discourse
[2].

Some previous research have already begun to categorize miscitations. One particular study
[5] has evaluated the contexts of citations referencing their preceding publication on focus
group[6]. They defined two categories to describe citation errors:

• Citation contexts wherein authors employed descriptive information to substantiate their
utilization of the focus group methodology.

• Citation contexts wherein authors consider the descriptive information on focus group in
[6] as normative, or wherein the intention was not distinctly evident.

Another study [7] categorized citation errors into 3 groups: Trivial errors, slightly misleading
errors, and serious errors. Inspired by these preceding studies, we defined two citation categories
for our dataset in section 3.1.

Numerous prior studies have employed NLP techniques for citation analysis. The advent of
large language models has significantly contributed to advancements in various citation analysis
tasks. However, there’s not much research focused on evaluating automatically the reliability of
citations[8, 9]. In this regard, our study is directed towards automatically distinguish between
citations that are reliable and those that are less so. The focus of our study is solely on assessing
whether the context of citations accurately reflects the content of the cited papers. Our research
does not extend to evaluating the correctness or formatting of the references within the reference
list.

In this paper, we firstly review the related work. Secondly, we describe the collection of our
datasets. Thirdly, we introduce our methods to distinguish reliable and erroneous citations
using our own datasets. Fourthly, we present and discuss the results of evaluation. Finally, we
conclude our work.

2. Related work

In this section, we present various research related to citation analysis. Some of these research
is centered on performing statistical analyses of erroneous citations within scientific papers. In
contrast, other studies engage in analyzing citations using NLP techniques.

2.1. Statistical analysis of citations

In a study examining citation reliability through statistical methods, researchers classified
citation errors into two types: major and minor. Major errors were defined as those that
completely contradicted the claims of the cited authors, while minor errors were identified as
inconsistencies or factual inaccuracies that did not fundamentally oppose the statements of the
cited authors. Upon analyzing 27 articles, the study found that the median error rate for major
errors was 11.5%, and for minor errors, it was 9.6%[3].
In another study of citation evaluation, the researchers evaluated 50 references, which were
randomly selected and published in OHNS1 (Otolaryngology-Head and Neck Surgery)[10].

1https://journals.sagepub.com/home/OTO



According to their analysis, citation errors occurred in 17% of studied references, of which
34% were classified as major. While these studies focus on evaluating citation reliability, some
other statistical research [11, 12] intend to observe the themes in scientific papers through the
citations. Some researchers led a study to analyze the context of citations in order to discover
the trends and evolution of topics in biomedical and life sciences [11]. Another study introduced
a methodology for analyzing and contrasting latent themes within scientific papers, specifically
focusing on abstracts and sentences that reference a designated source paper [12].

2.2. Citation analysis with NLP techniques

Some other studies employing NLP techniques have engaged in various analytical tasks, includ-
ing citation sentiment analysis [13] and citation polarity [14, 15] classification.

One study performed a sentiment analysis on the citations using a classifier based on the
different embeddings[13]. In their work, the authors defined 3 sentiment classes for citations in
his dataset, which is extracted from ACL (Anthology Reference Corpus [16]). They defined 3
sentiment categories of citation contexts: ”N” implies negative sentiment, ”P” implies positive,
and ”O” for objective. This sentiment analysis aims to distinguish citations according to these 3
classes.

Likewise, some other researcher studies aim to detect citation contexts criticizing cited
sources[14, 15]. They fine-tuned various language models to classify critical and non-critical
contexts. Using the CitaNeg and Critical Contexts Corpora[14], the researchers constructed
their own corpus. Positive and neutral citations from CitaNeg were treated as non-critical,
while those from Critical Contexts Corpus were seen as critical.

3. Experiments

We first collect both reliable and erroneous citations and used them to construct a dataset
(Section 3.1), then we define two configurations (Section 3.2), for each configuration, we employ
two classification methods for determining reliable and erroneous citations: cosine similarity
method and paraphrase classifier method (Section 3.3).

A citation is considered unreliable if a justifying context is absent in the cited paper, or if the
context in the cited paper does not support the citation. Conversely, a citation is considered
reliable if it is supported by a context within the cited paper that justifies its use. In our
experiments, we focus on assessing the similarity between the citation context in citing papers
and the abstract section in the cited papers (Figure 1).

3.1. Data

This dataset is designed to evaluate the efficacy of our methodologies in categorizing citations
as either reliable or erroneous. In our dataset, citations are ”reliable” if they meet two criteria.
First, they need to be in the same research domain as the cited paper. Second, they need to
accurately reflects the ideas of the corresponding cited paper. In contrast, ”erroneous” citation
lacks completely relevance to the ideas expressed in the cited paper, and it is also in a different
research domain of the cited paper. Our data set is thus composed of very favorable real examples



Figure 1: Detecting miscitations through measuring similarity between the citation context in the
citing paper and the abstract of the cited paper

for which an automatic detection could have been used to prevent miscitations. Table 1 contains
some examples of the categories we defined.

Table 1
Examples of the erroneous and out of domain citation and the reliable and in domain citation in our
dataset.

Category Citation context Abstract in cited paper
Erroneous and
out of domain

Eddy covariance devices or
lysimeters can be used to de-
termine ET0 (Vickers, 2017)
[17].

Male moths compete to arrive first at a fe-
male releasing pheromone. A new study
reveals that additional pheromone cues re-
leased only by younger females may prompt
males to avoid them in favor of older but
more fecund females [18].

Reliable and
in domain

For instance, other ap-
proaches for topic modelling
(e.g., Peinelt et al., 2020) can
be tested [19].

Semantic similarity detection is a fundamen-
tal task in natural language understanding.
Adding topic information has been useful for
previous feature-engineered semantic simi-
larity models, as well as neural models for
other tasks [20]. ...

Citation contexts were manually gathered and annotated from various open-access papers
that cited following 6 works: Most of the erroneous citations are extracted from the papers that
referenced the work of (Payton et al.[21]), (Karthik et al.[22]), (Vickers et al.[18]). Conversely,
the majority of reliable citations are extracted from the papers who cited the work of (Vaswani
et al.[23]), (Peinelt et al.[20]), and (Glenton, Carlsen et al.[6]). To maintain dataset integrity,
citing papers that were retracted were excluded, considering them as non-published works. In
total, 199 citations were collected for the dataset. To ensure balance, 100 citations of them are
reliable and in domain, and 99 are erroneous and out of domain



Table 2
Number of examples in our dataset for miscitation dectection.

Total number Reliable and in domain Erroneous and out of domain
199 100 99

3.2. Configurations

The abstract section of a scientific paper typically consists of multiple sentences. Considering
that our citation context is composed of a single sentence, to perform different comparisons,
we have created two configurations for the abstracts of the cited papers: the entire abstract
configuration and the sliced abstract configuration. Throughout the experiment, for each
configuration, we matched the citation contexts with the abstracts, defining these matched
pairs as ’citation pairs’.

• Entire abstract configuration: In this configuration, we extract the entire text of the
abstract section from the cited paper without making any modifications. We treat the
whole abstract, which is composed of multiple sentences, as a single document. Then,
we match this entire abstract with the citation context from the citing paper to measure
their correlation.

• Sliced abstract configuration: Initially, the abstract section of the cited paper is seg-
mented into individual sentences. Then, each sentence is paired with the citation context.
For example, consider an abstract composed of 5 sentences. In this scenario, each sentence
from the abstract is matched with the citation context from the citing paper. This process
creates 5 distinct citation pairs. These pairs collectively represent the combined rela-
tionship between the citation context and the entire abstract. Using these pairs (citation
context, sentence), we then evaluate the correlation between the citation context and the
abstract of the cited paper.

3.3. Methods

For both configurations, we employed two methods to distinguish between reliable and erro-
neous citation: one based on the cosine similarity metric and the other based on a paraphrase
classifier. Both methods take Bert embeddings of different documents as input (citation context,
abstract or sentence).

• Cosine similarity: it is a widely used method for measuring text similarity. Generally,
the process begins by generating separate sentence embeddings for each text, capturing
their semantic content. In our approach, we utilized the BERT model [24] to generate
these sentence embeddings. Then, we apply the cosine similarity to assess the similarity
between the two sentences.
In the entire abstract configuration, we calculate directly the cosine similarity between
the citation context and the entire abstract in the cited paper.
In the sliced abstract configuration, we calculate first the similarity between the citation
context and each segmented sentence from the abstract, then we select the highest cosine



similarity score from these comparisons to represent the overall relevance between the
citation context and the abstract.
Cosine similarity values range from −1 to 1, where a value closer to 1 indicates bigger
similarity between two texts, and a value closer to −1 indicates dissimilarity. Based on
the Receiver Operating Characteristic (ROC)[25] curve analysis, we have established a
threshold of 0.75 to differentiate between reliable and erroneous citations.

• Paraphrase classifier: we fine-tuned our paraphrase classifier using BERT embeddings
and the MSRP news corpus [26] to differentiate reliable and erroneous citations. The
classifier’s output is categorized as either ’paraphrase’ or ’not paraphrase’. In our case,
’paraphrase’ output means a reliable citation; otherwise, it is erroneous.
In the entire abstract configuration, the classifier automatically categorizes each citation
as either paraphrase (reliable) or not paraphrase (erroneous).
In the sliced abstract configuration, we assess the proportion of the abstract that is
classified as a paraphrase of the citation context. For example, if an abstract is segmented
into 5 sentences and our classifier identifies 2 of these sentences as paraphrases of
the citation context, we then infer that 40% (2 out of 5) of the abstract is considered a
paraphrase of the citation context, and thereby reliable. Based on the analysis of the
Receiver Operating Characteristic (ROC) [25] curve, we have established a threshold of
11%. This implies that if more than 11% of an abstract is identified as a paraphrase of the
citation context, then the citation is considered reliable.

4. Results

Table 3 presents the performance results of our methods. The cosine similarity method, in both
the entire and sliced abstract configurations, has the best performance. Additionally, within the
paraphrase classifier’s applications, the sliced abstract configuration has a better performance
compared to the entire abstract configuration.

Table 3
Experiment results

Methods with configurations Accuracy Accuracy Erroneous Accuracy Reliable
Cosine similarity entire abstract 93% 88.9% 97%
Paraphrase classifier entire abstract 66.3% 87.9% 45%
Cosine similarity sliced abstract 93% 89.9% 96%
Paraphrase classifier sliced abstract 87.4% 89.9% 85%

Figure 2 illustrates that the cosine similarity method in both configurations achieved good
performance, correctly predicting 185 out of 199 citations. According to ours results, this method
demonstrates a stronger proficiency in accurately predicting reliable citations as opposed to
erroneous ones.

Figure 3 reveals that our paraphrase classifier correctly predicted 132 out of 199 citations with
the entire abstract configuration. For the reliable citations, there are only 45 out of 100 correctly
predicted. However, it showed improvement in identifying erroneous citations, attaining a
correction rate of just 87.9% in this aspect. When the classifier was applied to the sliced abstract



(a) Entire abstract config (b) Sliced abstract config

Figure 2: Prediction results for Cosine similarity method

configuration, we observed an improvement in predictive performance, with 174 out of 199
citations correctly predicted. Notably, this enhancement was accompanied by an increased
ability to identify reliable citations.

(a) Entire abstract config (b) Sliced abstract config

Figure 3: Prediction results for Classifier method

Our results show that the cosine similarity method performs well with both configurations,
achieving the best outcomes on our dataset. Regarding the classifier method, using the sliced
abstract configuration enhances its effectiveness, especially in identifying reliable in-domain
citations.

We dived deeper into the classification results. We analyze some wrongly classified cases
produced by both methods, and concluded the possible reasons for these misclassifications.

• The abstract of the cited paper is too short. In this scenario, with the abstract of the



cited paper consisting of just two phrases, our paraphrase method in the sliced abstract
configuration operates as follows: if at least one phrase is classified as a paraphrase of
the citation context, this equates to 50% of the abstract being considered as a paraphrase.
Consequently, the citation is immediately categorized as reliable. This is the main reason
why some erroneous and out of domain citations are classified as reliable and in domain
(Table 4).

• The supporting context in the cited paper justify the citation context in an indirect way.
The classification error occurs when the content in the abstract indirectly supports the
citation context. For instance, the citation context states that deep learning has seen a
rapid growth of increasingly capable and complex architectures[27]. And the abstract of the
cited paper indirectly demonstrates the capability of their architecture by showcasing its
performance using the BLEU score. That is to say, the abstract does support the citation
context, assuming that a high BLEU score implies a capable architecture (Table 5).

• Citing paper not totally out of domain with the cited paper. The cited paper reveals
its objective to assess marine antibacterial extract for protease inhibitor activity and its
anti-Plasmodium falciparum effects[22]. The citing paper[28], however, falls within the
cancer research domain, and its citation context is unrelated to the cited paper’s content.
Despite this, the cosine similarity between the two is high. This could be attributed to
the fact that both papers, though different in their specific research areas, belong to the
broader biology domain. This shared domain may have contributed to the unexpected
higher cosine similarity score, leading to a classification error (Table 6).

Table 4
An incorrectly classified citation example caused by too short abstract in the cited paper

Prediction Label Citation context Abstract in cited paper
Reliable Erroneous The first method is fea-

ture extraction/dimen-
sional reduction, which
transforms the origi-
nal input feature into
a reduced representa-
tion set. The second
method is feature selec-
tion, which identifies
relevant subsets while
preserving the origi-
nal information [10,11]
[29].

Male moths compete to arrive first
at a female releasing pheromone. A
new study reveals that additional
pheromone cues released only by
younger females may prompt males to
avoid them in favor of older but more
fecund females[18].

5. Conclusion and future work

In this study, our main focus is to evaluate the reliability of citations in scientific papers,
distinguishing between reliable and erroneous citations. To facilitate this, we constructed



Table 5
An incorrectly classified citation example caused by indirect supporting context in the abstract

Prediction Label Citation context Abstract in cited paper
Erroneous Reliable Deep learning has wit-

nessed an explosion of
architectures of contin-
uously growing capabil-
ity and capacity [33, 25,
57][27].

... Our single model with 165 mil-
lion parameters, achieves 27.5 BLEU
on English-to-German translation, im-
proving over the existing best ensem-
ble result by over 1 BLEU. On English-
to-French translation, we outperform
the previoussingle state-of-the-art with
model by 0.7 BLEU, achieving a BLEU
score of 41.1 [23].

Table 6
An incorrectly classified citation example caused by the citing paper not totally out of domain

Prediction Label Citation context Abstract in cited paper
Reliable Erroneous For example, the lentivi-

ral method was used
to target the CCR5
gene of T cells in hu-
mans for Cas9 delivery,
but the main drawback
of this method is the
low knockout efficacies
[186,187][28].

The study was planned to screen the
marine actinobacterial extract for the
protease inhibitor activity and its anti-
Pf activity under in vitro and in vivo
conditions. Out of 100 isolates, only 3
isolates exhibited moderate to high pro-
tease inhibitor activities on trypsin, chy-
motrypsin and proteinase K. ... The re-
sults confirmed up-regulation of TGF-b
and down regulation of TNF-a in tissue
and serum level in PbA infected peptide
treated mice compared to PbA infec-
tion. The results obtained infer that the
peptide possesses anti- Pf activity activ-
ity. It suggests that the extracts have
novel metabolites and could be consid-
ered as a potential source for drug de-
velopment[22].

and annotated a dataset comprising 199 citation contexts, categorizing them into two groups:
”reliable and in domain” and ”erroneous and out of domain”. Our research focuses on assessing
the correlation between the citation context in the citing paper and the abstract section of
the cited paper. We defined two configurations for this purpose: entire abstract and sliced
abstract. Irrespective of the configuration, we utilized two methods: the first is based on cosine
similarity, and the second employs a paraphrase classifier, with both methods using BERT
embeddings as input. Our findings indicate that the sliced abstract configuration outperforms
the entire abstract configuration when employing the classifier method. The highest accuracy,
reaching 93%, is achieved using the cosine similarity method in both configurations. However,
our research has some limitations. We evaluated two citations in this paper using our cosine
similarity method with the entire abstract configuration. The results are in Table 7.



Table 7
Evaluation of two citations from this paper

Prediction Label Citation context Abstract in cited paper
Reliable Reliable Some researchers led

a study to analyze the
context of citations in
order to discover the
trends and evolution
of topics in biomedical
and life sciences [ 11 ].

With the exponential increase in the
number of published papers, discover-
ing how topics evolve ... This study pro-
poses a large-scale analysis of the evo-
lution of biomedical and life sciences
using the citation contexts of the col-
lected papers, or more precisely their
citing sentences. Using 64,350 papers
published in PubMed Central between
2008 and 2018, we determined the re-
search trends for ten research topics.
Moreover, we studied how these top-
ics evolve across countries and across
the most common journals in biomedi-
cal and life sciences [11].

Erroneous Reliable The citing paper[28],
however, falls within
the cancer research do-
main, and its citation
context is unrelated to
the cited paper’s con-
tent.

Themechanisms involved in immune re-
sponses to cancer have been extensively
studied for several decades, and consid-
erable attention has been paid to har-
nessing the immune system’s therapeu-
tic potential. ... In this review, we have
broadly focused on recent immunother-
apeutic techniques against cancer and
the use of CRISPR-Cas9 technology for
the modification of the T cell, which
can specifically recognize cancer cells
and be used as immune-therapeutics
against cancer [28].

For the first citation, our method correctly predicted it, because it’s a typical reliable and in
domain citation. However, our method failed to accurately predict the second citation. The
reason for this failure is that the purpose of the second citation was to comment on the cited
paper rather than to reflect its ideas. Consequently, while the citation is reliable, it is considered
out-of-domain since our paper is in a different research field compared to the cited paper. This
example underscores a limitation in our research. For now, our methods cannot assess citations
similar to this example.

For future work, we plan to expand our dataset by introducing additional citation categories.
Presently, our categorizations are limited to ’reliable and in domain’ and ’erroneous and out of
domain’ citations. However, there exist other types of citations not covered by these categories.
An example of this, as demonstrated in Table 7, is a citation that does not fit into either of the
existing categories in our dataset. The new citation categories are essential to rigorously test
our existing methods and any potential new approaches. With an expanded dataset, we plan



to divide it into training and testing sets to advance our research further. In addition to the
model employed in our study, there exist more advanced language models that may be useful to
investigate the task. We intend to explore these models to gain a deeper understanding of their
potential impact. This exploration could provide valuable insights when applied to the analysis
of citations.

Additionally, we are interested in conducting statistical research to determine the extent to
which the abstract section of a cited paper supports the citation context in the citing paper.
This analysis would help ascertain whether it’s necessary to calculate correlations within the
entire cited paper, or if focusing solely on the abstract section is sufficient.
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