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REVISITING 15 YEARS OF UNUSUAL TRANSATLANTIC MONETARY POLICIES

JOSÉ GARCIA-REVELO GRÉGORY LEVIEUGE JEAN-GUILLAUME SAHUC

ABSTRACT. The European Central Bank and the Federal Reserve introduced new policy in-

struments and made changes to their operational frameworks to address the global financial

crisis (2008) and the Covid-19 pandemic (2020). We study the macroeconomic effects of these

monetary policy evolutions on both sides of the Atlantic Ocean by developing and estimat-

ing a tractable two-country dynamic stochastic general equilibrium model. We show that the

euro area and the United States faced shocks of different natures, explaining some asynchro-

nous monetary policy measures between 2008 and 2023. However, counterfactual exercises

highlight that all conventional and unconventional policies implemented since 2008 have ap-

propriately (i) supported economic growth and (ii) maintained inflation on track in both areas.

The exception is the delayed reaction to the inflationary surge during 2021-2022. Furthermore,

exchange rate shocks played a significant role in shaping the overall monetary conditions of the

two economies.

JEL: E32, E52.

Keywords: Monetary policy, real exchange rate dynamics, two-country DSGE model, Bayesian

estimation, counterfactual exercises

1. INTRODUCTION

The last 15 years have seen a radical change in the art of conducting monetary policy, mov-

ing from an almost complacent routine to unbridled dynamism. This shift occurred during

the 2008 global financial crisis and has continued to address the European sovereign debt cri-

sis (2010-2012) and the Covid-19 pandemic (2020). Confronted with these fundamental chal-

lenges, central bankers had to innovate by introducing new policy instruments (e.g., asset

purchase programs, forward guidance, liquidity provision and credit support, and negative

interest rates) and adapting their operations to the circumstances. In this new era, fine-tuning
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has become crucial in addressing inflation risk and low growth resulting from the underly-

ing economic conditions. Although most events and tools were common, the euro area (EA)

and the United States (US) navigated this period in different ways. Monetary policy stances

were either not synchronized or diverged on several occasions. What are the sources and

consequences of the discrepancy between the two regions?

In this paper, we address this question by using a tractable two-country dynamic stochastic

general equilibrium (DSGE) model estimated on EA and US data to (i) reveal the underlying

drivers shaping the dynamics of both economies and (ii) carry out counterfactual exercises

that highlight the effects of alternative monetary policy decisions or economic situations.

The use of a combination of unconventional tools complicates the measurement of the

stance of monetary policy. It is no longer possible to follow only the evolution of central

banks’ key interest rates. However, all of these measures share the common goal of influenc-

ing the different maturities of the yield curve. A synthetic indicator, known as the shadow

rate (SR), has been shown to capture the stance of monetary policy during lower bound and

crisis episodes in the same way as the policy rate does in normal times (Claus et al., 2014,

Francis et al., 2014 and Van Zandweghe, 2015). It is defined as the shortest maturity rate ex-

tracted from a term structure model that would generate the observed yield curve had the

effective lower bound of the policy rate not been binding. It incorporates both the effects of

monetary policy measures on current economic conditions and market expectations of fu-

ture policy actions (Krippner, 2015, Wu and Xia, 2016, Wu and Zhang, 2019a, Wu and Xia,

2020). However, there is no single shadow rate: the trajectory of the shadow rate during cri-

sis periods is highly influenced by the specification of the underlying term structure model

and the data employed for estimation. Consequently, we propose a new measure for both

regions, based on the principal component of the shadow rates proposed by Krippner (2015),

Wu and Xia (2016), and Doh and Choi (2016). This approach allows us to capture part of the

uncertainty surrounding the overall monetary policy stance.

To undertake a comprehensive assessment of monetary policy in the euro area and the

United States, we need a macroeconomic model that is structural in the sense that: (i) it for-

malizes the behavior of economic agents based on explicit micro-foundations, (ii) it manages

all interactions between them within a general equilibrium, (iii) it appropriately controls for

the effects of policy measures through expectations, and (iv) it incorporates uncertainty into

agent decision-making processes. Hence, we develop an open-economy version of the dy-

namic stochastic general equilibrium model proposed by Smets and Wouters (2007), which
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has been successful in providing an empirically plausible representation of key macroeco-

nomic variables. This augmented model comprises nominal and real rigidities, local currency

pricing for goods shipped internationally, incomplete asset market structure at the interna-

tional level, and 18 shocks capturing a broad spectrum of disturbances likely to impact the

economy. These ingredients are sufficient to fit the dynamics of domestic and foreign vari-

ables and reproduce real exchange rate volatility (Rabanal and Tuesta, 2010). We deliberately

chose to keep a tractable framework because: (i) it is challenging to incorporate all the chan-

nels through which we think unconventional measures can act and (ii) using a shadow rate

through a traditional Taylor-type policy rule in a model has the advantage of overcoming the

non-linearity stemming from the existence of the lower bound. The resulting model has ap-

pealing properties that make it suitable for monetary policy analysis as well as for empirical

testing or validation.

Once estimated through Bayesian techniques, the model can deliver a historical decompo-

sition of the main macroeconomic variables, especially GDP growth and inflation, to identify

the drivers (demand, supply, monetary policy, and real exchange rate) shaping the dynam-

ics of EA and US economies and the factors contributing to their divergences. This analysis

is performed by decomposing the last 15 years in four phases that depend on the mone-

tary policy stance: (i) 2008-2014, characterized by dovish policies in both zones to respond

to the global financial crisis; (ii) 2015-2019, characterized by hawkish policy in the US due

to normalization and dovish policy in the euro zone due to poor economic conditions; (iii)

2020-2021, characterized by monetary easing everywhere in response to the Covid-19 pan-

demic; and (iv) 2022-2023, characterized by a return to monetary tightening to fight against

the global surge in inflation. In the second step, we run several counterfactual simulations to

assess what could have occurred under alternative scenarios, in the spirit of Sahuc and Smets

(2008) and Mouabbi and Sahuc (2019). A first set of exercises explores hypothetical outcomes

in the absence of unconventional monetary policies. In this case, we replace the shadow rate

with the conventional policy rate (i.e., the deposit facility rate for the EA and federal funds

rate for the US). A second set of exercises investigates the resulting macroeconomic dynamics

if one or several types of shocks differ from their estimated counterparts. These counterfac-

tual scenarios are useful for understanding the effects of different monetary policy stances

and cyclical shocks.

Our findings are the following. First, we show that apart from the quarters of intense

crises, the EA and US economies were affected by shocks of different types. This can explain
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the implementation of distinct, asynchronous, or opposing measures by central banks. While

supply and demand shocks contributed equally to the evolution of GDP growth, demand

shocks appear to have been the main source of inflation dynamics until 2021, after which

positive supply shocks also pushed it sharply upward. Second, our analysis emphasizes

the significant role of uncovered interest rate parity (UIP) shocks in defining the decisive

monetary conditions in both areas. In particular, economic growth in the United States ben-

efited from exchange rate effects (i.e., more favorable overall monetary conditions) during

the periods 2008-2017 and 2021-2023, while the euro area did so during 2018-2020. Third,

all monetary policy measures (conventional and unconventional) have generally supported

economic growth and maintained inflation on track in both areas, suggesting that policymak-

ers were able to find success, despite the unprecedented circumstances faced since 2008. The

only exception is the delayed response of the two central banks to the recent inflation surge.

In particular, we show that "immaculate disinflation", that is a fall in inflation without reces-

sion, would have been possible, provided the monetary authorities had reacted earlier (but

not necessarily harder).

Our work is connected to three strands of the literature. First, it contributes to the litera-

ture on the macroeconomic effects of unconventional monetary policies. Empirical evidence

(Rogers et al., 2014; Weale and Wieladek, 2016; Wu and Xia, 2016; Swanson, 2023) and struc-

tural models (e.g., DSGE models) support the idea that unconventional monetary policies

have positive effects on economic activity and inflation, for both the US (Campbell et al., 2017;

Bhattarai and Neely, 2022; De Rezende and Ristiniemi, 2023) and the euro area (Conti et al.,

2017; Hohberger et al., 2019; Mouabbi and Sahuc, 2019; Wu and Zhang, 2019b; Hohberger

et al., 2023).

Second, our theoretical framework builds on literature on the international pass-through

of unconventional monetary measures. For instance, Miranda-Agrippino and Nenova (2022)

find that the measures of the Fed and ECB propagate internationally through similar chan-

nels, including trade and risk-taking channels. Unconventional monetary policies can have

significant and long-lasting effects on exchange rates, inducing domestic depreciation (Neely,

2015; Rogers et al., 2018; Gilchrist et al., 2019; Dedola et al., 2021; Schmitt-Grohé and Uribe,

2022; Albagli et al., 2024). Rabanal and Tuesta (2010) and Alpanda and Kabaca (2019), for

instance, develop multi-country DSGE models to explain the real exchange rate dynamics

between regions. In particular, Alpanda and Kabaca (2019) demonstrates that quantitative

easing leads to a decline in long-term interest rates in the United States and a depreciation
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of the US dollar, which stimulates the US economy through both domestic demand and in-

ternational trade channels. This gives the exchange rate (and uncovered interest rate parity)

a crucial role in assessing macroeconomic effects. However, the transmission of these effects

on domestic macroeconomic variables depends on the degrees of openness and home bias

(Ortega and Osbat, 2020).

Third, our paper is related to the burgeoning literature on the post-Covid surge in infla-

tion, which seeks to understand the factors driving inflation trends. The main result is that

the predominance of demand and supply shocks depends on the country and period under

examination. In the United States, the importance of demand-driven factors is supported

by di Giovanni et al. (2023) and Shapiro (2022a), whereas Koester et al. (2023) confirm the

predominance of supply shocks in the first and second quarters of 2022. In particular, de-

mand reallocation shocks, shifting consumption demand from services towards foods, seem

to explain a large proportion of the rise in U.S. inflation during the aftermath of the pan-

demic (Baqaee and Farhi, 2022; Alessandria et al., 2023; Ferrante et al., 2023; Gagliardone and

Gertler, 2023). In the euro area, empirical assessments show that supply-chain bottlenecks,

the energy crisis and firm pricing power contributed significantly to the increase in domestic

inflation (Eickmeier and Hofmann, 2022; Shapiro, 2022a,b; Cardani et al., 2022, 2023; Pasi-

meni, 2022; Acharya et al., 2023; Banbura et al., 2023; Finck and Tillmann, 2023; Carriero et al.,

2023; Ascari et al., 2024; Neri et al., 2023). In addition, research by Koester et al. (2023) and

Goncalves and Koester (2023) indicates that both supply and demand factors played broadly

similar roles in driving inflation in 2022, while Ascari et al. (2023) demonstrate how a combi-

nation of negative supply shocks and positive demand shocks contributed to the surprising

upside in inflation.

The remainder of this paper is organized as follows. Section 2 addresses the question of

how to properly measure monetary policy stances in times of crises. Section 3 describes the

structural model used in this study. Section 4 presents the data, estimation methodology, and

parameter estimates. Section 5 identifies the sources of EA and US economic dynamics, and

proposes a series of counterfactual exercises. Section 6 concludes.

2. UNCERTAINTY SURROUNDING THE MONETARY POLICY STANCE IN CRISIS TIMES

Measuring the stance of monetary policy becomes particularly challenging in times of crisis

because of the complexity and uncertainty that prevail in such circumstances. Following the

2007-2008 financial crisis, when GDP and inflation dropped sharply, central banks reacted by
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massively increasing their liquidity provision to the banking sector and aggressively lower-

ing their policy rates (see Figure 1). However, as policy rates approached their effective lower

bound (ELB), these traditional metrics became less effective as comprehensive indicators.

In response to the slowdown in economic growth and the risk of deflation, central banks

adopted a combination of unconventional policies, including quantitative easing and for-

ward guidance, to provide additional monetary accommodation (see Dell’Ariccia et al., 2018;

Bhattarai and Neely, 2022, for international surveys). Quantitative easing aims to stimulate

economic activity by lowering the long-term interest rates. Through the purchase of financial

assets, typically government bonds or other securities, central banks increase their demand

for these assets, raising their prices and consequently reducing long-term interest rates. This

stimulates borrowing and spending by both businesses and households. Similarly, forward

guidance is often used to anchor interest rate expectations, even when policy rates are at

their ELB. By committing to keeping rates low for an extended period or until certain eco-

nomic conditions are met, central banks seek to provide certainty to market participants and

borrowers, thereby influencing the yield curve.

Central banks also ventured into uncharted territories, refinancing non-banks, broadening

the scope of assets they accepted as collateral, extending refinancing maturity, and provid-

ing liquidity at fixed rates in virtually unlimited amounts. Some central banks even offered

rebates on interest rates conditional on the granting of credit, introduced negative interest

rates, and began to control long-term interest rates. All of these measures were continued,

extended, or reactivated during the Covid-19 pandemic.

Although diverse in nature, all these measures share the common goal of influencing the

different maturities of the yield curve. Hence, it is convenient to employ a synthetic indica-

tor, known as the shadow rate (SR), to gauge the monetary policy stance. SR represents the

shortest maturity rate, derived from a term structure model, that would generate the ob-

served yield curve had the ELB not been binding (Kim and Singleton, 2012; Krippner, 2012;

Christensen and Rudebusch, 2015, 2016). In normal times, the shadow rate aligns with the

policy rate, but it may dip into a negative territory when the policy rate is constrained by

the lower bound. Referring to the entire yield curve, this indicator accounts for the impact

of direct and/or indirect market interventions on intermediate and longer maturity rates.

Consequently, it incorporates the effect of monetary policy measures on current economic

conditions and market expectations of future policy actions. SR has proven to be convenient
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FIGURE 1. Alternative shadow rates (lhs) and central bank total assets (rhs)
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Note: The shadow rates can be found as follows: Krippner (2015): https://www.ljkmfa.
com/visitors/, Wu and Xia (2016): https://sites.google.com/view/jingcynthiawu/
shadow-rates, and the proxy rate (Doh and Choi, 2016): https://www.frbsf.org/
economic-research/indicators-data/proxy-funds-rate/. The central bank’s total as-
sets data are extracted from the ECB data portal (https://data.ecb.europa.eu/data/
datasets/ILM/ILM.W.U2.C.T000000.Z5.Z01) and the Federal Reserve of Saint Louis website
(https://fred.stlouisfed.org/series/WALCL).

indicator to assess the overall accommodation provided by both conventional and uncon-

ventional policies. Moreover, it can be easily incorporated into existing quantitative models

for monetary policy analysis (Wu and Xia, 2016; Mouabbi and Sahuc, 2019; Wu and Zhang,

2019a; Sims and Wu, 2020).
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However, there is no single shadow rate. Indeed, the trajectory of the shadow rate dur-

ing crisis periods is highly influenced by the specification of the underlying term structure

model and the data employed for the estimation (Christensen and Rudebusch, 2015; Bauer

and Rudebusch, 2016). For instance, Krippner (2015) relies on a continuous-time Gaussian

affine term structure model. It imposes a lower bound through a call option on shadow

bonds with a strike price based on the lower bound for interest rates, in the spirit of Black

(1995). The model employed to produce the estimates is based on an arbitrage-free Nelson

and Siegel (1987) model with two state-variables (level and slope), leveraging daily govern-

ment interest rates spliced with overnight indexed swap (OIS) rates across various maturities

(maturities between 0.25 and up to 30 years). Similarly, Wu and Xia (2016) propose an analyt-

ical approximation for the term structure derived from a multi-factor model that is directly

applicable to discrete-time data. To allow for a time-varying lower bound, Wu and Xia (2020)

extend this framework by introducing (i) a regime-switching model for deposit rate dynamics

and (ii) a time-varying spread between the policy lower bound and the yield curve.

Figure 1 illustrates the significant disparities that may arise between these alternative

methodologies, particularly in terms of their magnitude. While Krippner’s rate fluctuated

between -3.6% and -1.3% in the euro area from 2016 to 2019 (Panel A), Wu and Xia’s SR

plummeted to nearly -8%. Although both shadow rates have since risen in line with the nor-

malization and tightening of European monetary policy, the spreads remain considerable (ap-

proximately 350 basis points), particularly when compared to the average policy rate level.

Similar differences are sometimes found in the US (Panel B), where Krippner’s rate usually

portrays a more accommodative scenario (except for 2014). For instance, between 2011 and

2014, the spread between Krippner’s and Wu and Xia’s rates reached 225 basis points.

Doh and Choi (2016) and Choi et al. (2022) propose a different measure for assessing mone-

tary policy stance in the United States known as the "proxy rate". This rate is constructed as a

mapping of pre-ELB correlations between the federal funds rate levels and 12 financial mar-

ket variables, including treasury rates, mortgage rates, and borrowing spreads. They specify

that this indicator "can be interpreted as indicating what federal funds rate would typically be asso-

ciated with prevailing financial market conditions if these conditions were driven solely by the funds

rate". Following their methodology, we compute a proxy rate for the euro area by extracting

co-movements of several sovereign and corporate yields at the EA level and country-specific

spreads (Germany, France, Italy and Spain).
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According to Figure 1, the euro-area proxy rate indicates a more restrictive monetary pol-

icy stance than the other two shadow rates between 2008 and 2015. Thereafter, the proxy

rate evolution shows a relatively strong correlation with Krippner’s rate, albeit consistently

lower, sometimes by 200 basis points. The spread with Wu and Xia’s rate is notably wider,

sometimes reaching four percentage points. In the case of the United States, the proxy rate

suggests a tighter monetary policy stance compared to the two alternative shadow rates, with

differences exceeding three percentage points in 2012 and 2020.

TABLE 1. Properties of alternative shadow rates (2008Q1-2023Q4)

Krippner Wu and Xia Proxy rate

A. Moments

Euro Area
Mean -0.61 -2.19 -0.64
Variance 4.10 11.93 5.21
Skewness 0.88 -0.01 0.66
Kurtosis 0.02 -1.10 -0.67

United States
Mean 0.06 0.27 1.12
Variance 5.24 3.87 4.34
Skewness 0.44 0.71 1.33
Kurtosis -0.13 0.23 1.32

B. VAR analysis
1% monetary policy shock on: GDP Inflation GDP Inflation GDP Inflation

Euro Area
Impact -1.58 -0.89 -0.88 -0.68 -1.60 -1.07
One year -0.53 -0.84 -0.40 -0.40 -0.67 -0.66
Two year -0.21 -0.42 -0.16 -0.28 -0.27 -0.40

United States
Impact -0.99 -1.40 -1.33 -1.78 -1.10 -1.48
One year -0.25 -0.48 -0.41 -0.52 -0.40 -0.47
Two year -0.15 -0.18 -0.19 -0.20 -0.18 -0.19

Note: A simple 3-variable Vector AutoRegressive (VAR(1)) with sign restrictions (the policy rate
(+), GDP growth (–), CPI inflation (–)) is estimated in line with Canova and de Nicolo (2003)
and Uhlig (2005). The shadow rates can be found as follows: Krippner (2015): https://
www.ljkmfa.com/visitors/, Wu and Xia (2016): https://sites.google.com/view/
jingcynthiawu/shadow-rates, and the proxy rate (Doh and Choi, 2016): https://www.
frbsf.org/economic-research/indicators-data/proxy-funds-rate/.

Table 1 presents a comparative analysis of these three shadow rates from 2008 to 2023. We

clearly observe significant heterogeneity in the moments of these indicators; for instance, Wu

and Xia’s SR exhibits higher volatility in the euro area, while the proxy rate in the United

States displays pronounced asymmetry and tailedness. Furthermore, by estimating a simple
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three-variable Vector Autoregressive model with sign restrictions, we demonstrate substan-

tial variations in the responses of GDP and CPI inflation to a 1% monetary policy shock

depending on the chosen shadow rate measure.1

Consequently, in light of the inherent uncertainty surrounding the assessment of the

shadow rate, we propose a new measure based on a principal component analysis (Jolliffe,

1986). The objective is to transform a set of variables into a single indicator that still contains

most of the information in the original set. First, we extract the maximum common variance

from all variables and assign them a common score, namely the first component. Second,

we normalize the sum of the factor loadings (i.e., the correlation between the standardized

scores of the variables and the principal components) to one to obtain a weighted average

of the initial three shadow rates. The resultant rate is shown in blue (plain line) in Figure 1.

While it can be considered as a median rate from 2008 to 2015 in the EA, since 2016, it has

been closer to Krippner’s rate and the proxy rate than to the extremely low Wu and Xia’s rate.

In the US, this pseudo-policy rate appears as the median of the three variables. Thereafter, the

use of this new indicator allows us to be cautious regarding the sometimes extreme values of

shadow and proxy rates.

3. THE STRUCTURAL MODEL

The economy is composed of two countries, Home and Foreign, which are open to inter-

national trade and financial capital flows. Home and Foreign are modeled symmetrically;

therefore the following description holds for both countries. Each country is populated by

five classes of agents: producers of final goods, intermediate goods’ producers, households,

employment agencies and the public sector (government and monetary authorities).2 The

model combines a neoclassical growth core with several shocks and frictions. This includes

features such as habit formation, investment adjustment costs, variable capital utilization,

monopolistic competition in goods and labor markets, and nominal price and wage rigidities

(see Smets and Wouters, 2007; Justiniano et al., 2010; Mouabbi and Sahuc, 2019). In addition,

we follow Rabanal and Tuesta (2010) by assuming local currency pricing for goods shipped

internationally and an incomplete asset market structure at the international level. The for-

eign variables are denoted by superscript asterisks.

1This finding is consistent with that of Hafemann and Tillmann (2020), as shown in their Figure 2. See also
Carriero et al. (2023) for an interesting discussion of shadow-rate VARs. They extend the VAR framework by
modelling interest rates as censored observations of a latent shadow-rate process and find benefits in including
both actual and shadow rates as explanatory variables.

2Hereafter, we let variables without a time subscript denote steady-state values.
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3.1. Household sector.

3.1.1. Households’ preferences. Each country is populated by a continuum of infinitely lived

households, that consume a final good, which is a bundle of home and foreign goods, and

supply hours worked. In the home country, households are indexed by i ∈ [0, 1] and their

utility function is given by

Et

󰀫
∞

∑
s=0

βsεβ,t+s

󰀣
log (Ci,t+s − γhCi,t+s−1)−

N1+ν
i,t+s

1 + ν

󰀤󰀬
, (1)

where Et denotes the expectation operator conditional on the information available at t, β ∈
(0, 1) is the subjective discount factor, γh ∈ [0, 1] denotes the degree of habit formation, and

ν > 0 is the inverse of the Frisch labor supply elasticity. Ci,t denotes consumption, Ni,t is labor,

and εβ,t is a shock that influences households’ discounting of future utility to the present.

Markets are complete within each country and incomplete at the international level. It is

assumed that households in each country have access to (i) a domestic nominal riskless bond

and (i) an internationally traded bond denominated in the foreign country currency. The

latter allows them to engage in intertemporal trade across countries.

Home-country household j’s period budget constraint is given by

Pt (Ci,t + Ii,t) + Tt +
Bi,t

εb,tRt
+

St Ai,t

εb,tR∗
t Φ

󰀓
St At
YtPt

󰀔

≤ Bi,t−1 + St Ai,t−1 +Ϝi,t + Di,t + Wi,tNi,t +
󰀓

Rk
t ui,t − Ptϑ (ui,t)

󰀔
K̄i,t−1,

(2)

where Pt is the price level of the final good, Ii,t is investment, Tt denotes nominal lump-sum

taxes (transfers if negative), Bi,t is the one-period riskless domestic bond, Rt is the (home-

country) gross nominal interest rate on bonds, Ai,t is the foreign currency denominated bond,

R∗
t is the foreign country gross nominal interest rate, Ϝi,t is the net cash flow from household’s

i portfolio of state contingent securities, Dt is the equity payout received from the ownership

of firms, Wi,t is the nominal wage associated with labor variety i, and St is the nominal ex-

change rate expressed in units of domestic currency needed to buy one unit of foreign cur-

rency. εb,t is a risk premium shock that can be interpreted as a structural shock to the demand

for safe and liquid assets, such as short-term Treasury securities (Fisher, 2015).

Home-country households face a cost of undertaking positions in the foreign bond market.

The function Φ (.) represents the cost associated with foreign asset holdings and depends on

the total real holdings of all assets in the entire economy. Thus, it is considered a fixed variable
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for individual households. The capital utilization rate ui,t transforms physical capital K̄i,t into

the service flow of effective capital Ki,t according to Ki,t = ui,tK̄i,t−1, and the effective capital

is rented to intermediate firms at the nominal rental rate Rk
t . The capital utilization costs per

unit of capital are given by the convex function ϑ (ui,t). We assume that u = 1, ϑ (1) = 0, and

we define ηu ≡ [ϑ′′ (1) /ϑ′ (1)] /[1 + ϑ′′ (1) /ϑ′ (1)]. Physical capital accumulates according

to

K̄i,t = (1 − δ) K̄i,t−1 + εi,t

󰀕
1 − Ψ

󰀕
Ii,t

Ii,t−1

󰀖󰀖
Ii,t, (3)

where δ ∈ [0, 1] is the depreciation rate of capital, and Ψ (.) is an adjustment cost function

that satisfies Ψ (γz) = Ψ′ (γz) = 0 and Ψ′′ (γz) = ηk > 0, γz is the steady-state (gross) growth

rate of the technology, and εi,t is an investment shock.

Households set nominal wages according to a staggering mechanism. In each period, a

fraction θw of households cannot choose their wage optimally, but adjusts it to keep up with

the increase in the general wage level in the previous period according to the indexation rule

Wi,t =
󰀅
γzπ1−γw π

γw
t−1

󰀆
Wi,t−1, where πt ≡ Pt/Pt−1 represents the gross inflation rate, π is the

steady-state (or trend) inflation, γw ∈ [0, 1] is the degree of indexation to past wages, and γz

is the growth rate of technology. The remaining fraction of households chooses an optimal

wage, subject to the labor demand function Nj,t.

3.1.2. Employment agencies. Each household is a monopolistic supplier of specialized labor

Ni,t. At every point in time t, a large number of competitive “employment agencies” com-

bine households’ labor into a homogenous labor input Nt sold to intermediate firms, ac-

cording to Nt =

󰀗󰁕 1
0 Ni,t

ζw,t−1
ζw,t di

󰀘 ζw,t
ζw,t−1

. Profit maximization by perfectly competitive em-

ployment agencies implies the labor demand function Ni,t =
󰀓

Wi,t
Wt

󰀔−ζw,t
Nt, where Wt ≡

󰀓󰁕 1
0 Wi,t

1−ζw,tdi
󰀔 1

1−ζw,t is the wage paid by intermediate firms for the homogenous labor input

sold to them by agencies. The exogenous variable ζw,t is the time-varying elasticity of substi-

tution between any two labor types and εw,t = ζw,t/(ζw,t − 1) denotes the time-varying wage

markup.

3.1.3. Risk-sharing conditions and the real exchange rate. By combining the first-order conditions

for holding domestic and foreign bonds in the two countries, we can obtain the risk-sharing

condition:

Et

󰀝
Λ∗

t+1
Λ∗

t
RERt

󰀞
= Φ

󰀕
St At

PtYt

󰀖
εb,t

ε∗b,t
Et

󰀝
Λt+1

Λt
RERt+1

󰀞
εuip,t, (4)
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where Λt and Λ∗
t are the marginal utilities of consumption for the representative household

in the home and foreign countries, respectively, RERt = StP∗
t /Pt is the real exchange rate,

defined as the ratio of final goods prices, expressed in common currency, and εuip,t reflects

an uncovered interest rate parity (UIP) shock process that describes movements in the real

exchange rate that are not directly explained by the model.

3.2. Business sector. The productive sector consists of three types of firms: (i) intermediate

goods producers, (ii) wholesalers that purchase composites of intermediate home goods and

intermediate foreign-produced goods to produce differentiated final goods, and (iii) retail-

ers that purchase differentiated final goods to produce a homogenous final good used for

consumption, investment, and government spending purposes.

3.2.1. Intermediate-goods firms. Each country has a continuum of monopolistic firms produc-

ing intermediate goods that are traded internationally. The production function of good

h ∈ [0, 1] in the home economy is given by:

YH,h,t + Y∗
H,h,t = Kα

h,t [εa,tZtNh,t]
1−α − ZtΓ, (5)

where YH,h,t and Y∗
H,h,t are the parts of domestic production used domestically and exported

abroad, respectively.3 α ∈ (0, 1) denotes the capital share, Kh,t and Nh,t denote the amounts

of capital and effective labor used by firm h, Γ is a fixed cost of production that ensures that

profits are zero in the steady state, and εa,t is an exogenous labor-augmenting country pro-

ductivity shock. Zt is a world technology factor that affects the two countries in the same way,

and its growth rate is denoted by εz,t ≡ Zt/Zt−1. In addition, we assume that intermediate

firms rent capital and labor in perfectly competitive factor markets.

Intermediate goods firms set prices according to a staggering mechanism. We note PH,h,t

and P∗
H,h,t the prices of domestic good h in the home and foreign markets. We assume local

currency pricing for goods that are shipped internationally: a firm chooses a price for the

domestic market and a price for the foreign market, with each price quoted in the destina-

tion market currency. There is stickiness in each country’s import prices in terms of the local

currency, and there are deviations from the law of one price. Following a Calvo-type frame-

work, in each period, a fraction θp of firms cannot choose its price optimally, but adjusts it to

keep up with the increase in the general price level in the previous period according to the in-

dexation rules PH,h,t = π
1−γp
H π

γp
H,t−1PH,h,t−1 and P∗

H,h,t = (π∗
H)

1−γp (π∗
H,t−1)

γp P∗
H,h,t−1, where

3Note that, at the aggregate level, GDPt = YH,t + Y∗
H,t. Moreover, the home intermediate goods used by a

foreign firm are denoted as Y∗
H,h,t, while Y∗

F, f ,t denotes the foreign intermediate goods used by a foreign firm.
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the coefficient γp ∈ [0, 1] indicates the degree of indexation to past prices in the domestic

economy. The remaining fraction of firms chooses their prices P̃H,h,t and P̃∗
H,h,t optimally, by

maximizing the present discounted value of future profits, conditioned on a fixed price from

period t:

Et

󰀫
∞

∑
s=0

󰀃
βθp

󰀄s Λt+s

Λt

󰁫
PH,h,tΠ

p
t,t+sYH,h,t+s + St+sP∗

H,h,tΠ
p∗
t,t+sY

∗
H,h,t+s

−
󰀓

Wt+sNh,t+s + Rk
t+sKh,t+s

󰀔󰁬󰁲
(6)

subject to the demand from wholesalers and the production function. In this expression,

Πp
t,t+s = ∏s

ν=1 π
1−γp
H π

γp
H,t+v−1 and Πp∗

t,t+s = ∏s
ν=1 (π

∗
H)

1−γp
󰀓

π∗
H,t+v−1

󰀔γp
, for s > 0, 1 other-

wise.
3.2.2. Final good producers. The final good sector comprises wholesalers and retailers. A con-

tinuum of wholesalers purchases a composite of intermediate home goods, YH,t, at price PH,t,

and a composite of intermediate foreign-produced goods, YF,t, at price PF,t, to produce a dif-

ferentiated final good product. Wholesaler j ∈ [0, 1] uses the following technology:

Yj,t =

󰀗
ω1/θY

θ−1
θ

H,t + (1 − ω)1/θ Y
θ−1

θ
F,t

󰀘 θ
θ−1

, (7)

where ω is the fraction of home-produced intermediate goods used for the production of

the final good, and θ is the elasticity of substitution between domestically produced and

imported intermediate goods. Given that the countries are of equal size, the model exhibits

home bias in the production of intermediate goods if ω > 1/2. The home-produced and

foreign-produced composite intermediate goods are given by:

YH,t =

󰀥󰁝 1

0
Y

ζh−1
ζh

H,h,tdh

󰀦 ζh
ζh−1

and YF,t =

󰀥󰁝 1

0
Y

ζh−1
ζh

F, f ,t d f

󰀦 ζh
ζh−1

, (8)

where ζh > 1 is the elasticity of substitution between any two types of intermediate goods

and YF, f ,t are foreign intermediate goods used by home wholesalers.

Retailers purchase differentiated final goods from wholesale firms and produce a homoge-

nous final good Yt by combining a continuum of intermediate goods according to the follow-

ing technology:

Yt =

󰀵

󰀷
󰁝 1

0
Y

ζp,t−1
ζp,t

j,t dj

󰀶

󰀸

ζp,t
ζp,t−1

, (9)

where the exogenous variable ζp,t is the time varying elasticity of substitution between dif-

ferentiated final goods.
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While the final good sector operates under flexible prices, the price level Pt of the homoge-

nous final good fluctuates over the marginal cost: Pt = εp,tΩt, where εp,t = ζp,t/(ζp,t − 1)

denotes the time-varying price markup and Ωt =
󰁫
ω (PH,t)

1−θ + (1 − ω) (PF,t)
1−θ

󰁬 1
1−θ .

Optimal choices by wholesalers and retailers give the following demand and pricing equa-

tions:

YH,h,t =

󰀕
PH,h,t

PH,t

󰀖−ζh

YH,t and YF, f ,t =

󰀕PF, f ,t

PF,t

󰀖−ζh

YF,t, (10)

where

YH,t = ω

󰀕
PH,t

Ωt

󰀖−θ

Yt and YF,t = (1 − ω)

󰀕
PF,t

Ωt

󰀖−θ

Yt, (11)

and

PH,t =

󰀗󰁝 1

0
P1−ζh

H,h,t dh
󰀘 1

1−ζh
, and PF,t =

󰀗󰁝 1

0
P1−ζh

F, f ,t d f
󰀘 1

1−ζh
. (12)

3.3. Public sector. The fiscal policy is fully Ricardian. In both countries, the government

finances its budget deficit by issuing short-term bonds. Public spending is determined ex-

ogenously as a time-varying output fraction as follows:

Gt =

󰀕
1 − 1

εg,t

󰀖
Yt, (13)

where εg,t denotes the government spending shock. The monetary authority in both countries

follows a Taylor-type rule by gradually adjusting the nominal interest rate in response to

inflation and GDP growth:

Rt

R
=

󰀕
Rt−1

R

󰀖ϕr 󰀗󰀓πt

π

󰀔ϕπ
󰀕

GDPt

γzGDPt−1

󰀖ϕy󰀘1−ϕr

εr,t, (14)

where GDPt = YH,t + Y∗
H,t and εr,t is a monetary policy shock, i.e., the discretionary part

representing the fine-tuning of monetary policy beyond the rule. Parameter ϕr captures the

degree of interest-rate smoothing.

3.4. Market clearing and stochastic processes. Market-clearing conditions are imposed for

all types of home and foreign intermediate goods. In addition, the market clearing condition

on the final good market is given by:

Yt = Ct + It + Gt + ϑ (ut) K̄t−1. (15)
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In adition, the law of motion of the internationally traded bonds is given by

St At

PtR∗
t Φ

󰀓
St At
PtYt

󰀔 =
St At−1 + StP∗

H,tY
∗
H,t − PF,tYF,t

Pt
. (16)

Regarding the properties of the stochastic variables, the world-technology factor and mon-

etary policy shocks evolve according to log (εx,t) = ςx,t, with x ∈ {z, r}. The remaining

exogenous variables follow an AR(1) process log (εx,t) = ρx log (εx,t−1) + ςx,t, with x ∈
{b, i, a, g, p, w, uip}. In all cases, ςx,t ∼ i.i.d.N

󰀃
0, σ2

x
󰀄
.

4. BAYESIAN INFERENCE AND MODEL EVALUATION

4.1. Macroeconomic data and econometric approach. We employ seven regional domestic

variables (real GDP, real consumption, real investment, real wages, GDP deflator, private

consumption deflator, and shadow interest rates) alongside the bilateral real exchange rate.

The private consumption deflator is defined as the harmonised index of consumer prices

(HICP) for the euro area and the personal consumption expenditures price index (PCEPI) for

the United States. Private consumption inflation is assumed to be the measure of the price

level relevant to consumers, and GDP deflator inflation is the measure of the relevant price

level for domestic producers. Real wage is calculated by dividing the wage rate by the private

consumption deflator. For the euro area, data are extracted from the European Central Bank

website (https://sdw.ecb.europa.eu), except for the working-age population, which

is provided by the World Bank (https://databank.worldbank.org/home). Since this

later consists of annual data, we transform it into a quarterly frequency using local quadratic

interpolation. For the United States, data (including the nominal exchange rate) are extracted

from the Federal Reserve of Saint Louis website (https://fred.stlouisfed.org).4 We

adopt a specific convention where the euro area is considered the home country, and the

United States is regarded as the foreign country. Consequently, the real exchange rate is

computed by multiplying the nominal exchange rate in euros per U.S. dollar by the PCEPI

and then dividing it by the HICP. As a result, an increase in the real exchange rate indicates

depreciation of the euro. All real variables are expressed in per capita terms, dividing them by

4The corresponding codes/mnemonics of the variables are as follows: real GDP (EA:
MNA.Q.Y.I9.W2.S1.S1.B.B1GQ._Z._Z._Z.EUR.LR.N; US: GDPC1), real consumption (EA:
MNA.Q.Y.I9.W0.S1M.S1.D.P31._Z._Z._T.EUR.LR.N; US: PCECC96), real investment (EA:
MNA.Q.Y.I9.W0.S1.S1.D.P51G.N11G._T._Z.EUR.LR.N; US: GPDIC1) corrected from Ireland and Nether-
lands volatility from 2015 onward, real wage (EA: MNA.Q.Y.I9.W2.S1.S1.Z.COMPS._Z._T._Z.IX.V.N; US:
COMPNFB), GDP deflator (EA: MNA.Q.Y.I9.W2.S1.S1.B.B1GQ._Z._Z._Z.IX.D.N; US: GDPDEF), private
consumption deflator (EA : ICP.M.U2.Y.000000.3.INX; US: PCEPI), and real exchange rate (DEXUSEU).
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the working-age population, and quarter-on-quarter growth rates. Additionally, we divide

the shadow interest rates by four to obtain their quarterly equivalents. The euro/dollar real

exchange rate is also transformed using natural logarithms (Rabanal and Tuesta, 2010). While

the quarterly data run from 1999Q1 to 2023Q4, the estimation period ends in 2019Q4 to avoid

statistical problems due to the Covid-19 pandemic. Figure B.1 in Appendix B shows the

resulting series.

After normalizing the trending variables using the stochastic trend component in labor

factor productivity, we log-linearize the resulting systems in the neighborhood of the deter-

ministic steady state (see Appendix B). Let θ denote the vector of the structural parameters,

and vt be the r-dimensional vector of the model variables. Thus, the state-space form of the

different model specifications is characterized by the state equation vt = A(θ)vt−1 +B(θ)ζt,

where ζt ∼ i.i.d.N
󰀃
0, Σζ

󰀄
is the q-dimensional vector of innovations to the structural shocks,

and A(θ) and B(θ) are complicated functions of the model’s parameters θ. The measure-

ment equation is given by xt = C(θ) + Dvt + Mm̃t, where xt is an n-dimensional vector of

observed variables, D and M are selection matrices, m̃t is a vector of measurement errors,

and C(θ) is a vector that is a function of structural parameters.

We follow the Bayesian approach to estimate the model (see An and Schorfheide, 2007,

for an overview). The posterior distribution associated with the vector of observables is

computed numerically using the Monte Carlo Markov Chain (MCMC) sampling approach.

Specifically, we rely on the Metropolis-Hastings algorithm to obtain a random draw of size

1,000,000 from the posterior distribution of the parameters. The likelihood is based on the

following vector of observable variables:

xt = 100 × [∆ log GDPt, ∆ log GDP∗
t , ∆ log Ct, ∆ log C∗

t , ∆ log It, ∆ log I∗t , ∆ log (Wt/Pt) ,

∆ log (W∗
t /P∗

t ) , πt, π∗
t , πH,t, π∗

F,t, Rt, R∗
t , RERt], (17)

where ∆ denotes the temporal difference operator.

4.2. Estimation results. The benchmark model contains 38 structural parameters, excluding

those related to the exogenous shocks. We calibrate 12 of them: the discount factor β is set to

0.998, the capital depreciation rate δ is equal to 0.025, the parameter α in the Cobb-Douglas

production function is set to 0.30 to match the average capital share in net (of fixed costs)

output (McAdam and Willman, 2013), and the steady-state government spending to output

ratio is set to 0.20 (the average value over the sample period), in both countries. Based on the

2023 edition of the OECD’s Trade in Value Added database, the home bias in final demand
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ω is set equal to 0.78 in the euro area and 0.88 in the United States (see also Eldridge and

Powers, 2018, and Ascari et al., 2024).5

TABLE 2. Prior densities and posterior estimates

Parameter Prior Posterior

Euro Area United States

Mean 90% CI Mean 90% CI

Common growth rate of technology, log(γz) G[0.300,0.050] 0.262 [0.206,0.316] – –
Cost of foreign position, χ N [0.020,0.010] 0.024 [0.011,0.037] – –
Elasticity of substitution between goods, θ B [3.000,0.750] 2.164 [1.264,3.012] 1.522 [0.914,2.107]
Habit in consumption, γh B [0.700,0.100] 0.775 [0.719,0.831] 0.878 [0.841,0.917]
Elasticity of labor, ν G [2.000,0.750] 1.848 [0.764,2.898] 2.100 [0.928,3.207]
Capital utilization cost, ηu B[0.500,0.100] 0.721 [0.614,0.830] 0.801 [0.712,0.894]
Investment adj. cost, ηk G[4.000,1.000] 4.784 [3.166,6.375] 4.662 [3.062,6.143]
Calvo price, θp B [0.660,0.050] 0.786 [0.729,0.839] 0.826 [0.794,0.858]
Calvo wage, θw B [0.660,0.050] 0.818 [0.768,0.872] 0.731 [0.668,0.796]
Price indexation, γp B[0.500,0.150] 0.113 [0.038,0.185] 0.103 [0.036,0.168]
Wage indexation, γw B[0.500,0.150] 0.180 [0.078,0.278] 0.358 [0.152,0.555]
Monetary policy-smoothing, ϕr B[0.750,0.150] 0.908 [0.889,0.927] 0.907 [0.887,0.929]
Monetary policy-inflation, ϕπ G[1.700,0.150] 2.038 [1.795,2.287] 1.713 [1.489,1.942]
Monetary policy-output growth, ϕy G[0.125,0.050] 0.160 [0.064,0.251] 0.153 [0.059,0.244]
Risk premium shock persistence, ρb B[0.600,0.200] 0.977 [0.961,0.995] 0.974 [0.957,0.993]
Discount factor shock persistence, ρβ B[0.600,0.200] 0.299 [0.073,0.506] 0.189 [0.041,0.329]
Investment shock persistence, ρi B[0.600,0.200] 0.476 [0.229,0.721] 0.347 [0.146,0.548]
Price markup shock persistence, ρp B[0.600,0.200] 0.986 [0.975,0.998] 0.939 [0.901,0.980]
Wage markup shock persistence, ρw B[0.600,0.200] 0.749 [0.537,0.993] 0.406 [0.148,0.659]
Price markup shock (MA part), 󰂄p B[0.600,0.200] 0.072 [0.012,0.129] 0.081 [0.015,0.144]
Wage markup shock (MA part), 󰂄w B[0.600,0.200] 0.908 [0.778,0.998] 0.603 [0.414,0.797]
Government shock persistence, ρg B[0.600,0.200] 0.981 [0.969,0.994] 0.951 [0.924,0.978]
TFP shock persistence, ρa B[0.600,0.200] 0.887 [0.763,0.995] 0.964 [0.930,0.996]
UIP shock persistence, ρu B[0.600,0.200] 0.925 [0.884,0.965] – –
Risk premium shock volatility, σb IG[0.250,2.000] 0.102 [0.072,0.131] 0.116 [0.076,0.152]
Discount factor shock volatility, σβ IG[0.500,2.000] 1.069 [0.671,1.448] 2.867 [1.823,3.843]
Investment shock volatility, σi IG[0.250,2.000] 0.272 [0.179,0.362] 1.006 [0.757,1.241]
Price markup shock volatility, σp IG[0.250,2.000] 0.384 [0.327,0.440] 0.307 [0.265,0.347]
Wage markup shock volatility, σw IG[0.250,2.000] 0.119 [0.082,0.146] 0.606 [0.510,0.700]
Government shock volatility, σg IG[0.250,2.000] 0.332 [0.287,0.376] 0.613 [0.534,0.690]
Monetary policy shock volatility, σr IG[0.250,2.000] 0.103 [0.089,0.117] 0.125 [0.108,0.142]
TFP shock volatility, σa IG[0.250,2.000] 0.877 [0.564,1.243] 1.516 [1.063,1.982]
Common TFP unit root shock volatility, σz IG[0.250,2.000] 0.309 [0.063,0.617] – –
UIP shock volatility, σu IG[2.000,2.000] 1.460 [1.101,1.816] – –

Log marginal data density -955.121

Note: This table reports the prior distribution, mean and 90 percent confidence interval of the estimated posterior distribution of
the structural parameters. N denotes the normal, B the beta, G the gamma, and IG the inverse gamma distributions.

5The OECD’s Trade in Value Added database offers measures on the origins of value-added
in exports, imports, and final demand for 76 economies (https://www.oecd.org/sti/ind/
measuring-trade-in-value-added.htm). In particular, we investigate the average value over 1999-2019
of the share of intermediate imports in total intermediate inputs and the share of foreign value-added in
domestic final demand.
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In addition, the steady-state price and wage markups εp and εw are set to 1.2 (EA and US)

and 1.35 (EA)/1.10 (US), respectively (Smets and Wouters, 2007; Everaert and Schule, 2008).

The remaining 26 parameters are then estimated. The prior distribution is summarized in the

second column of Table 2. Our choices are in line with the literature, particularly Smets and

Wouters (2007), Sahuc and Smets (2008), Justiniano et al. (2010) and Christiano et al. (2014).

The estimation results are summarized in the right-hand side columns of Table 2, where the

posterior mean and the 90% confidence interval are reported for the two areas. Several results

based on the posterior mean are worth mentioning.

First, the estimated structural parameters of domestic economy blocks are fairly similar to

recent estimates in closed economy set-ups found by Del Negro et al. (2015), Mouabbi and

Sahuc (2019), Ferroni et al. (2022), and Melina and Villa (2023). They are also quite close to the

values obtained in a few studies that build on transatlantic open-economy models, such as

De Walque et al. (2017) and Hohberger et al. (2023). For instance, the inverse of the elasticity

of labor disutility, ν, is slightly below 2, and the habit parameter h is approximately 0.8, indi-

cating that the reference for current consumption is more than 80% of the past consumption.

In addition, we obtain Calvo parameters in line with recent empirical (micro-data) evidence

that price and wage are fixed for approximately four quarters in both areas (Gautier et al.,

2024, and Grigsby et al., 2021). A notable difference between the two zones concerns the

monetary policy rule, in which the weight on inflation is higher in the euro area (2.04) than

in the United states (1.71). The remaining estimated parameters are related to the open econ-

omy dimension of the model. The elasticity of substitution between domestic and foreign

goods θ is estimated to be fairly above unity for both economies, respectively at 2.2 (EA) and

1.5 (US). In addition, the cost of foreign position χ is estimated to be 0.024, which is similar

to other values in the open-economy literature (Lane and Milesi-Ferretti, 2001; Rabanal and

Tuesta, 2010).

4.3. Model evaluation. The quality of the model is first assessed by comparing the data and

model-implied moments, i.e., the standard deviations and the first-order autocorrelation of

the main variables, as reported in Table 3. Data moments are computed for 1999Q1-2019Q4.

Model-implied moments are reported with their 90% confidence intervals, based on 1000 ran-

dom draws from the parameter distributions. Table 3 shows that the model reproduces the

main data statistics relatively well, with the possible exception of a slightly too high volatility

of consumption price inflation and the U.S. GDP growth rate.
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TABLE 3. Data and model implied moments

Standard deviation Autocorrelation

Data Model Data Model
[90% CI] [90% CI]

A. Euro area
GDP growth 0.65 [0.64 ; 0.96] 0.59 [0.27 ; 0.64]
Consumption growth 0.34 [0.31 ; 0.48] 0.44 [0.26 ; 0.62]
Investment growth 1.45 [1.24 ; 2.02] 0.55 [0.44 ; 0.75]
Wage growth 0.26 [0.42 ; 0.61] 0.10 [-0.19 ; 0.27]
Inflation (HICP) 0.30 [0.47 ; 0.74] 0.38 [0.18 ; 0.67]
Policy rate 0.67 [0.27 ; 0.79] 0.98 [0.87 ; 0.98]

B. United States
GDP growth 0.59 [1.15 ; 1.69] 0.22 [0.14 ; 0.53]
Consumption growth 0.44 [0.38 ; 0.61] 0.37 [0.19 ; 0.64]
Investment growth 3.07 [2.76 ; 4.20] 0.40 [0.24 ; 0.63]
Wage growth 0.98 [0.87 ; 1.22] -0.33 [-0.36 ; 0.02]
Inflation (CPI) 0.39 [0.49 ; 0.84] 0.29 [0.34 ; 0.77]
Policy rate 0.61 [0.29 ; 0.91] 0.98 [0.87 ; 0.98]

Real exchange rate 14.08 [6.51 ; 11.05] 0.96 [0.57 ; 0.84]

Note: Data moments are computed over 1999Q1-2019Q4. The model was simulated
1000 times for 84 periods (the same length as the data sample) and the resulting 90%
confidence interval is reported.

Second, the model is evaluated based on impulse response functions. Figure 2 shows the

responses of four key variables (output, inflation, policy rate and real exchange rate) to four

different shocks. The first column of the plots corresponds to a positive productivity shock in

the euro area. As expected, this transitory supply-side shock causes a rise in domestic output

and a drop in inflation. Following its Taylor rule, the ECB reacts to deflationary pressures by

moving the nominal interest rate downward. This provokes a real depreciation of the euro

(i.e. an increase in the real exchange rate), which is consistent with the decrease in domestic

prices. As a spillover effect, the US benefit from a reduction in imported inflation. Thus,

US monetary policy is eased and output increases accordingly. The second column refers

to a positive EA investment shock. As expected, this positive demand-side shock leads to

increases in both output and inflation. We also observe a real depreciation of the euro, which

can be explained by the differential of the marginal utility of consumption across countries

(see Equation 4), as domestic consumption declines while US consumption goes up.6 This

shock induces an increase in demand for intermediate goods, which include foreign goods,

6As usual in such a framework (see, e.g., Justiniano et al., 2010), the saving allocated to increased investment
is not sufficient to sustain consumption, which falls. See Rabanal and Tuesta (2010) for further discussion of the
negative co-movement between relative consumption across countries and the real exchange rate.
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albeit in small proportion due to strong home bias (i.e., ω= 0.78 in the EA and 0.88 in the

US). Therefore, we observe a modest increase in US output. Finally, the US policy rate eases

slightly as the rise in the real exchange rate lowers imported inflation.

FIGURE 2. Impulse response functions
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Note: The plots show the responses of the variables to a domestic (euro-area) shock. The impulse re-
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The third column of the plots illustrates the important impact of a UIP shock correspond-

ing to a 10% real appreciation of the euro (i.e., a decrease in the real exchange rate). The

reduction in imported inflation for the EA significantly decreases inflation. Consequently,

the policy rate is cut, which in turn stimulates domestic consumption, investment, and ulti-

mately output. Qualitatively speaking, US responses are symmetrical to European ones, with
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an increase in inflation, a tightening of monetary policy, and a drop in aggregate demand. Fi-

nally, the last column corresponds to a one percentage point increase in the EA policy rate.

This disturbance triggers a decline in domestic output and inflation as well as an appreciation

of the euro (i.e., a decrease in the real exchange rate), given the differential in interest rates

across countries.7 This appreciation increases the price of products imported by the US. The

ensuing slight rise in US inflation justifies a moderate tightening of monetary policy, which

ultimately leads to a mild decline in production across the Atlantic. This finding suggests an

effective but very limited spillover effect, due to the relatively strong home bias in the two

economies.

Hence, the estimated model yields consistent response functions, indicating modest mone-

tary spillover effects.8 However, this underscores the significance of the exchange rate chan-

nel, as shocks to the UIP may exert substantial impacts on output, inflation, and policy rates.9

This underscores the importance of examining not only the monetary policy stance but also

the exchange rate dynamics, collectively referred to as "monetary conditions," to comprehen-

sively analyze and understand the historical dynamics of the two economies.

5. POLICY AND COUNTERFACTUAL EXERCISES

In this section, we analyze the contribution of monetary policy and exchange rate to the

economic performance of the two economies.

The first stage of the analysis relies on historical decompositions, which allow us to under-

stand historical fluctuations in observable variables through the lens of identified structural

shocks. We then propose several types of counterfactual simulations to assess what could

have occurred under alternative scenarios, in line with Sahuc and Smets (2008) and Mouabbi

and Sahuc (2019). The first exercise explores the hypothetical outcomes in the absence of

unconventional monetary policies. In this case, we replace the shadow rate with the conven-

tional policy rate (i.e., the deposit facility rate for the euro area or the effective federal funds

7This is in line with what is found in the literature, notably by Schmitt-Grohé and Uribe (2022) in the context
of a transitory monetary policy shock. Similarly, Inoue and Rossi (2019) empirically find that, in the unconven-
tional period, an expansionary (resp. contractionary) US monetary policy shock depreciates (resp. appreciates)
the US dollar. Dedola et al. (2021) find that expansionary QE shocks depreciate the exchange rate, reflecting
lower short-term rate differentials and adjustments in deviations from the UIP.

8Spillovers primarily manifest through the exchange rate (i.e., interest rate differentials) in the model. While
it is sometimes argued that shocks originating in the US (resp. EA) might also influence the yield curve in the
Eurozone (resp. US), the empirical evidence supporting this hypothesis is scarce. Moreover, the historical
decompositions shown in Figure F.1 in Appendix F, highlight that Uthe S (resp. EA) monetary policy shocks do
not significantly impact the EA (resp. US) shadow rate, which is constructed from the yield curve.

9See, e.g., Georgiadis and Mehl (2016) for empirical evidence on the importance of the exchange rate chan-
nel.
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rate for the US) and let the model endogenously generate the paths of the other variables

consistent with this alternative monetary policy regime. The second exercise investigates the

resulting macroeconomic dynamics if demand, supply, monetary policy, and/or UIP shocks

differ from their actual series. The third exercise provides insights into decisions regarding

the policy rate level by altering both the timing and magnitude of the adjustments. These

counterfactual scenarios are valuable in identifying the effects of monetary policy stances

and cyclical shocks.

FIGURE 3. Monetary policy and UIP shocks
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Note: Monetary policy shocks (plain blue and dashed green lines) are displayed on the left-
hand scale and UIP shocks (dotted pink line) are presented on the right-hand scale.

The analysis is structured around four distinct sub-periods, each characterized by specific

contexts and notably different monetary policy stances, as reflected by the monetary policy

shocks shown in Figure 3:

(1) The first phase spans 2008 to the end of 2014, encompassing the global financial cri-

sis and its aftermath, including the sovereign debt crisis in the Eurozone. According

to Figure 3, discretionary shocks were generally accommodative on average during

this period, much more so in the United States than in the Eurozone, despite the pro-

nounced easing of European monetary policy in the wake of the sovereign debt crisis.

(2) The second phase extends from 2015 to the end of 2019. This period is characterized by

divergent monetary policy stances, with the FED embarking on a normalization path
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while the ECB continued to implement accommodative measures. Figure 3 illustrates

the asynchrony of monetary policy shocks during this sub-period.

(3) The third phase covers the Covid-19 pandemic crisis (2020-2021), marked by an excep-

tionally severe shock and a strong response from monetary authorities in both regions,

as illustrated by the significant easing of discretionary monetary policies in Figure 3.

(4) The fourth phase is associated with the normalization and tightening of monetary pol-

icy initiated in 2022 in response to a surge in inflation. Cyclical shocks have affected

growth and inflation differently in the two regions. Moreover, as illustrated in Fig-

ure 3, the FED’s discretionary response was faster and more hawkish than that of the

ECB.

We analyse each phase sequentially in the following subsections.10

5.1. Phase I: Responses to the global financial crisis (2008-2014). Figure 4 displays the his-

torical decompositions of year-on-year GDP growth and inflation in the EA and the US from

2008 to 2014. In both economies, the downturn in economic activity and the collapse of in-

flation at the height of the global financial crisis are mainly explained by violent negative

demand shocks, including risk premium shocks. Negative demand shocks subsequently

maintained inflation at a historically low level. In addition, UIP shocks consistently exerted

downward pressure on inflation in the EA and upward pressure in the US, prompting mone-

tary policy responses. Both central banks eased their policies with an initial series of measures

(see details in Appendix C). In particular, the three successive quantitative easing measures

implemented by the FED, depicted in the bottom graph of Figure 4, appear to have lasting

favorable effects – on both inflation and output – compared to measures undertaken by the

ECB beyond its conventional monetary rule. Generally, discretionary monetary policy shocks

appear to be more accommodative in the US than in the EA.

Figure 5 presents the outcomes of different counterfactual exercises over this period.11 The

top row of the plots illustrates the hypothetical scenario in which the EA had not imple-

mented unconventional monetary policies. In this scenario, the EA policy rate would have

mirrored the deposit facility rate, which reached 0% in 2012 and -0.20% in the third quarter

10Additional details on monetary policy decisions, phase by phase, are provided in Appendix C.
11In 2011, the ECB faced criticism for raising its rates too early. There were two 25bps increases in April

and July 2011. Figure D.1 in Appendix D shows the effects of these decisions. Y-o-y GDP growth and inflation
would have been in average 0.35 pp and 0.28 pp above their actual values over 2011, respectively. The GDP loss
would have lasted until 2014.
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of 2014, instead of the shadow rate, which plummeted below -2% in 2014. The difference be-

tween the two rates became significant from 2012 onward. Such a less accommodative stance

would have led to even more negative GDP growth during 2012-2013. On average, year-

on-year GDP growth would have been about 0.41 pp below its actual level over 2008-2014.

Moreover, the inflation rate would have been significantly lower, by 0.42 pp on average, with

a potential deflation episode during 2013-2014. The impact of the exchange rate is not neu-

tral: the stronger appreciation of the euro (i.e., a real exchange rate depreciation) since 2013,

due to a positive differential between the EA and US policy rates, would have intensified the

restrictive monetary conditions. Therefore, according to this counterfactual simulation, un-

conventional monetary policies played an important role in bolstering growth and inflation

in the euro area, which is consistent with the findings of Mouabbi and Sahuc (2019).

Similarly, the second row represents the hypothetical scenario in the US in the absence of

unconventional monetary policies by the FED. Instead of having a shadow rate decreasing

from 2% to -2%, the monetary policy stance of the FED would have been limited to the effec-

tive federal funds rate alone, close to 0%. The consequences would have been severe for both

the GDP and inflation. First, it appears that without the FED’s accommodative stance, year-

on-year GDP growth would have been around 0.91 pp below its actual level over the 2008-

2014 period. The US economy would even have been in recession for three years, between

2011 and 2013. Second, the FED’s accommodative measures prevented a long period of de-

flation between 2012 and 2014, with year-on-year inflation reportedly averaging around 1.15

pp lower than it did over the sub-period. Instead, the inflation rate has remained relatively

stable at around 2% owing to the accommodative US monetary policy. As in the previous

case, the exchange rate would not have been neutral: monetary conditions would have tight-

ened further in the absence of US monetary policy easing, due to the induced appreciation of

the exchange rate over the 2012-2014 period.12

Counterfactual I.3 in Figure 5 simulates the euro area’s monetary policy by replacing the

EA monetary policy shocks with more negative US shocks. As expected, the EA shadow rate

would have been lower, especially in 2008, 2010-2011, and 2013. In addition, the policy rate

would have reached 0% since the end of 2009, compared to 2012 in reality. Consequently,

12In order to illustrate the role of uncertainty surrounding the shadow rate, we conduct a sensitive analysis
by keeping parameters at their posterior estimates and considering each shadow rate individually (Krippner,
2015, Wu and Xia, 2016 and Doh and Choi, 2016). This allows us to construct a shadow rate uncertainty interval.
Figure E.1 in Appendix E reveals that counterfactual inflation for the US can be represented by an interval that
sometimes exceeds 3 pp. However, the simulated inflation remains consistently lower than actual inflation. The
interval widens further for simulated GDP growth (more than 4pp), which is not consistently lower than the
actual growth rate, depending on the SR considered.
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FIGURE 4. Historical decomposition over 2008Q1-2014Q4
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Note: Year-on-year GDP growth and inflation are displayed as deviations from empirical means. Initial conditions
have been removed. The demand shocks include the discount factor, risk premium, investment, and government
spending shocks; the supply shocks include the common and specific TFP, and the price and wage mark-up shocks.

inflation would have been significantly higher, exceeding 2% from 2010 to the end of 2012.

Notably, this counterfactual analysis indicates a mitigated risk of deflation in 2009 and at the

end of 2014. Such findings underline the discretionary accommodation of the US monetary

authority, surpassing what their rule-based approach might suggest. Overall, output appears
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to be relatively unaffected by this alternative scenario, except in 2012, when GDP growth

would have been lower. This can be explained by the positive contribution of monetary

policy shocks (here negative, see Figure 4) to EA GDP in 2012.

FIGURE 5. Observed series and counterfactual estimates over 2008Q1-2014Q4
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Despite the convincing effects of domestic monetary conditions found so far, we find no

significant influence of one economy on the other. Consistent with IRFs, this can be explained

by the weak response of the real exchange rate, which is largely influenced by idiosyncratic

shocks and by strong home bias. However, as shown in exercices I.1 and I.2, this does not

mean that the economies are unaffected by exchange rate fluctuations. Counterfactual I.4

aims to analyze the role of the real exchange rate by assuming the absence of UIP shocks in
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the US economy. Under this assumption, the dollar would have appreciated. Then, owing

to the positive contribution of UIP shocks to the US policy rate over the entire sub-period

(see Figure F.1 in Appendix F), the US monetary policy stance would have been looser, espe-

cially at the beginning of the sub-period. However, this stimulating monetary force is almost

completely offset by the absence of UIP shocks, whose contribution is positive to GDP and

inflation (see the historical decompositions). This underlines the importance of the exchange

rate channel, which has a significant influence on the overall "monetary conditions" and, con-

sequently, on the business cycle and price developments.13

5.2. Phase II: EA (resp. US) monetary policy easing (resp. normalization) (2015-2019). Fig-

ure 1 shows that this sub-period is characterized by contrasting developments in monetary

policies in the two regions, as reflected by the pronounced divergences of monetary policy

shocks (see the last row of the plots in Figure 6). The FED initiated normalization, by increas-

ing the target range for the federal funds rate and gradually reducing its securities holdings.

Hence, over the course of the nine hikes, the effective federal funds rate increased from 0.12%

in December 2015 to 2.40% in December 2018. These tightening measures translated into ad-

verse monetary policy shocks, exerting a negative impact on economic growth, which was

particularly evident at the onset of this sub-period and inflation.

By contrast, the economic context was more troubled in the euro area. Inflation has been

on a downward trajectory since the beginning of 2012, raising concerns about declining and

unanchored inflation expectations (measured by the ECB’s survey of professional forecasters

and financial market indicators) and the possibility of prolonged low inflation dynamics,

possibly leading to deflation. This dynamic carried the risk of a deflationary trap, such as

that experienced by Japan from 1995 to 2013. Therefore, the Eurosystem began a new phase

of monetary accommodation in the summer of 2014, marked notably by (i) massive purchases

of government securities, (ii) forward guidance, (iii) refinancing and support for lending, and

(iv) adoption of negative policy rates (for further details on these measures, refer to Marx

et al., 2016, Hartmann and Smets, 2018, and Appendix C). The implementation of such easing

measures translates into negative monetary policy shocks.

According to Figure 6, these measures significantly contributed to sustaining inflation lev-

els in conjunction with UIP shocks, thus offsetting the downward pressure exerted by de-

mand shocks, and in some cases, supply shocks. Conversely, restrictive monetary policy

13Noteworthy, the impact of this scenario on the EA economy is symmetrical to that found in the US, in line
with the symmetry found in the IRFs (see the third column of Figure 2).
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shocks in the US had a dampening effect on US inflation, while demand shocks tended to

push prices upward. Finally, supply shocks emerged as the primary positive drivers of eco-

nomic growth in both economies.

FIGURE 6. Historical decomposition over 2015Q1-2019Q4
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30

The first row in Figure 7 represents the counterfactual scenario of the absence of uncon-

ventional monetary policies in the EA as an extension of Counterfactual I.1. A large spread

appears between the deposit facility rate and the shadow rate (an average of 3.8 pp over

the period). Without surprise, the euro would have appreciated significantly, and monetary

conditions would have tightened further, resulting in inflation rates that were so low that de-

flation would have prevailed throughout the sub-period. Similarly, GDP growth would have

been severely depressed, with recessions occurring in 2015, 2016 and the second half of 2019.

This underscores the overall effectiveness of the measures implemented during this period.14

Counterfactual II.2 in Figure 7 examines the scenario of no (essentially restrictive) mon-

etary policy shocks in the United States. A less hawkish behavior would have resulted in

higher inflation, occasionally surpassing the FED’s 2% target, particularly given the negative

contribution of monetary policy shocks to inflation. GDP growth would have been much

stronger in 2015 and 2016, because of both the lower policy rates and the negative impact

of discretionary shocks. Therefore, a less abrupt normalization by the Fed would have pre-

served economic activity, albeit at the expense of inflation overshooting.

Counterfactual II.3 in Figure 7 illustrates the potential outcomes in the euro area if sub-

jected to similar demand and supply shocks as in the United States. The EA inflation rate

would have risen sharply in 2015-2016 and remained high at approximately 3%, driven by

positive demand shocks. In response, the ECB would have initiated monetary policy tight-

ening, mirroring the FED’s normalization sequence. Nonetheless, this normalization could

have been partially upset by the depreciation of the euro at the end of the period. Finally,

the GDP growth of EA would have collapsed in 2015-2016, as the euro area would no longer

have benefited from the significant support of supply shocks. However, with US supply-side

shocks, EA GDP growth would have reached high levels from 2017 to 2019.

Finally, counterfactual II.4 examines the consequences of the absence of UIP shocks in the

US economy. This scenario results in a lower real exchange rate. Inflation would have been

broadly higher, due to the negative contribution of UIP shocks and imported inflation result-

ing from real exchange depreciation. As a result, considering the negative contribution of the

exchange rate to the US policy rate (see Figure F.1 in Appendix F), the monetary policy stance

would have been tighter. The effect of this scenario on GDP growth comes from two forces.

On the one hand, it would have been higher in 2018 and 2019, in the absence of negative

14Figure E.2 in Appendix E demonstrates the differences resulting from the utilization of the different range
of shadow rates. Regardless of the shadow rate employed, inflation consistently falls well below actual levels.
Similarly, the euro would appreciate. Conversely, a recession would have not necessarily occurred.
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FIGURE 7. Observed series and counterfactual estimates over 2015Q1-2019Q4
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contributions of UIP shocks. However, this effect would have been offset by the tighter mon-

etary policy between 2015 and 2017. Overall, this scenario confirms that exchange rate shocks

played a significant role in shaping the dynamics of both economies during this period.

5.3. Phase III: The Covid-19 pandemic (2020-2021). Figure 8 shows a sharp decline in year-

on-year GDP growth across both regions, essentially driven by demand shocks, at the peak

of the Covid-19 crisis. Subsequently, these demand shocks facilitated the rebound observed

in 2021Q2. Meanwhile, supply shocks, such as supply chain disruptions, tended to exert a

bullish pressure on prices, especially in the euro area. This historical decomposition is in line

with the findings of Ascari et al. (2023), based on a Bayesian structural VAR model.
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FIGURE 8. Historical decomposition over 2020Q1-2021Q4
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In response, both regions have pursued accommodative monetary policies. Specifically, the

ECB introduced the pandemic emergency purchase programme (PEPP) and supplementary

long-term refinancing operations (PELTROs), alongside ongoing programmes. Similarly, the
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FED cut its key policy rates, implemented different unconventional measures such as Trea-

sury and mortgage-backed securities purchases, and set important signalling effects through

several emergency lending facilities (see Appendix C for further details). Despite conver-

gence towards more accommodative stances in both zones, monetary policy shocks in the US

were generally more accommodative than in the euro area in early 2020. The negative UIP

shocks (see Figure 3) also contributed to softening the US monetary conditions.

Counterfactual III.1 in Figure 9 explores a scenario in which EA monetary policy shocks are

substituted by their US counterparts. Given the dovish nature of US monetary policy shocks,

this would have resulted in a significantly lower EA policy rate. In addition, a higher transat-

lantic interest rate differential would have led to a significant increase in the real exchange

rate. Both developments would have contributed to increase the EA inflation rate, which

would have reached 6% in 2021Q4 (i.e., 0.9 pp above actual inflation). The EA economic

growth would not have been significantly different, in line with the negligible contribution

of monetary policy shocks found in the historical decomposition. Overall, this exercise shows

that it was justified for the ECB to behave differently from the FED in 2020-2021.

FIGURE 9. Observed series and counterfactual estimates over 2020Q1-2021Q4
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Note: The observed year-on-year series are represented by the plain line, and the counterfactual series are represented by the
dashed line. Confidence intervals for the counterfactuals are built using 10,000 draws from the posterior distribution of the
structural parameters. Counterfactual III.1 corresponds to a situation in which EA monetary policy shocks are substituted by
their US equivalents. Counterfactual III.2 corresponds to a situation in which there are no UIP shocks.

Counterfactual III.2 reports what would have happened in the US in the absence of UIP

shocks, which were especially severe during this sub-period (see Figure 3). In this scenario,

the real exchange rate would have depreciated (except in 2020Q3). Moreover, as UIP shocks

had a negative contribution in practice (see Figure F.1 in Appendix F), the policy rate in the
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US would have been significantly higher. Nevertheless, the inflation rate would have been

higher: the absence of UIP shocks – whose contribution to inflation was negative otherwise

(see Figure 8) – outweighs the effects of the tighter monetary policy stance. This illustrates

the influence of the exchange rate on inflation dynamics in the US (and by symmetry in the

EA).

5.4. Phase IV: Global surge in inflation (2022-2023). Both economies have experienced an

upward trend in inflation, which significantly exceeded 2% from around the summer of 2021.

On the one hand, households increased their consumption due to pent-up demand and ac-

cumulated savings, while significant public transfers to US households and increased public

spending in the euro area aimed to offset the impact of the energy shock. On the other hand,

firms had to replenish stocks in constrained conditions such as global supply chain bottle-

necks and shortages of intermediate goods and labor. In addition, the euro area suffered a

sharp rise in energy prices that began in April 2020 and escalated further due to the war in

Ukraine. Consequently, both demand and supply shocks positive contributed to the surge

in inflation, as shown in Figure 10. These findings align with recent literature that empha-

sizes the significant role of demand-side factors in driving inflation. Notably, studies such

as Eickmeier and Hofmann (2022) highlight the positive contribution of demand-side shocks

to inflation, alongside the tight supply conditions evident in both regions from mid-2021 on-

ward. In the euro area context, research by Koester et al. (2023) and Goncalves and Koester

(2023) indicates that both supply and demand factors played broadly similar roles in driv-

ing inflation in 2022, while Ascari et al. (2023) demonstrate how a combination of negative

supply shocks and positive demand shocks contributed to the surprising upside in inflation

during this period. Similarly, in the US, the importance of demand-driven factors is sup-

ported by di Giovanni et al. (2023) and Shapiro (2022a), whereas Koester et al. (2023) confirm

the predominance of supply shocks in the first and second quarters of 2022.

As prices continued to rise, monetary policies took on a more restrictive stance (see Fig-

ure 1), which was particularly evident in the US, where positive monetary policy shocks

have intensified since the first quarter of 2022 (see Figure 10). This is in line with the sharp

rise in key interest rates, which has increased by 500bps from 2022Q1 to 2023Q4. In addi-

tion, the FED’s balance sheet began shrinking steadily in June 2022, signalling an aggressive

tightening that sparked debates about the looming risk of recession.
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FIGURE 10. Historical decomposition over 2022Q1-2023Q4
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Meanwhile, the ECB began its normalization later in 2022-Q3. The EA policy rate saw a

400bps increase from 2022Q3 to 2023Q4. However, policy tightening did not start until March

2023, apart from the end of the public sector purchase program in 2022Q1.15 Reflecting this

delayed response, we observe relatively dovish monetary policy shocks in Europe between

2022Q1 and Q3, notwithstanding policy rule adjustments in response to the inflation surge.

Figure 10 shows the initially positive impact of monetary policy on inflation fading over the

period, with the effect even turning negative in the US from 2023Q1 onward. Similarly, it

shows the downward pressure on GDP growth stemming from monetary policy shocks from

2022Q4 in the US and 2023Q1 in the EA.

Counterfactual IV.1 in Figure 11 represents the scenario in which the ECB would have

adopted a similar aggressive normalization and tightening of monetary policy as the FED,

thus replacing the EA monetary policy shocks with those of the US. As expected this scenario

would lead to a significantly higher EA policy rate, becoming positive two quarters earlier.

Consequently, the inflation rate would have been significantly lower, by up to 1.8 pp com-

pared to actual outcomes, reaching a level well below the 2% target. However, this hawkish

stance would have come at the cost of substantially lower GDP growth, potentially plunging

the EA economy into recession from the 2022Q3.

In contrast, Counterfactual IV.2 shows what if the ECB would have not tightened its policy

above 0% (i.e., just raising the deposit facility rate from -0.25 to 0%). This scenario echoes the

debate between commentators asserting that ”inflation is mainly due to supply shocks over which

the central bank has no control”, even if the historical decomposition shows that demand shocks

(and UIP) played a significant role. This scenario shows that without a restrictive monetary

policy, inflation would have remained at a much higher level than observed. According

to our calculations, inflation would be reduced by approximately 1.4 pp (resp. 2.5 pp) on

average over the study period (resp. 2023). Conversely, this would have greatly benefited the

economic growth which would have been 1.9 pp above the actual level.

As mentioned above, both central banks, especially the ECB, reacted relatively late to the

surge in inflation (see Figure G.1 in Appendix G). Counterfactual IV.3 proposes an alternative

scenario in which the ECB would have increased rates by the end of 2021 when inflation rose

15In this regard, I. Schnabel, a member of the Executive Board of the ECB, acknowledged that “The problem
was that we were so caught up in our thinking and this also influenced our policy reaction. We tied our hands too strongly
by forward guidance and the way we intended to sequence the end of our policy measures. I think this is the main reason
why we were a bit late on both ending asset purchases and hiking interest rates.” (FT Interview, 02/02/2024). US
Treasury Secretary J. Yellen also indicated that “I regret saying inflation was transitory. It has come down, but I think
transitory means a few weeks or months to most people.” (Fox Business Network Interview, 03/13/2024)
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FIGURE 11. Observed series and counterfactual estimates over 2022Q1-2023Q4
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Note: The observed year-on-year series are represented by the plain line, and the counterfactual series are represented by the
dashed line. Confidence intervals for the counterfactuals are built using 10,000 draws from the posterior distribution of the
structural parameters. Counterfactual IV.1 corresponds to a situation in which EA monetary policy shocks are substituted by their
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above 2%. This translates into rates that would have been on average 1% and 0.3% above the

observed rates in 2022 and 2023, respectively. Inflation would then have been on average 0.9
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pp lower than that observed over the 2022-2023 period. GDP growth would have fallen sig-

nificantly without recession. Hence, this exercice show that "immaculate disinflation" would

have been possible, had the ECB react more rapidly with gradualism.

A similar exercise was performed in the US. Counterfactual IV.4 proposes a scenario in

which the Fed would have started to increase its key rate in 2021Q2 (instead of 2022Q1). This

translates into rates that would have been, on average, 1%, 0% and 0.35% above the observed

rates in 2021, 2022 and 2023, respectively. Inflation would then have been on average 0.4 pp

lower than what was observed over the 2022-2023 period. In addition, this strategy would

have allowed inflation to return to exactly its 2% target. Furthermore, GDP growth would

have been on average 0.4 pp lower than the actual growth, without, however, the US economy

going into recession.

Finally, Counterfactual IV.5 explores the implications of the absence of UIP shocks in the

US economy. First, the real exchange rate would have depreciated strongly in the absence of

negative shocks (see Figure 3). Second, given the negative contribution of UIP shocks to US

inflation and the resultant increase in imported inflation, US inflation would have been ap-

proximately 0.9 pp higher over the period. Consequently, the US policy rate would have been

higher than observed, driven by both the response to heightened inflation and the negative

influence of UIP shocks on the policy rate (see Figure F.1 in Appendix F). US GDP growth

would have been 0.45 pp lower than observed. Again, this shows that exchange rate shocks

are not neutral in monetary and macroeconomic conditions on either side of the Atlantic

Ocean.

6. CONCLUDING REMARKS

This paper estimates a tractable two-country dynamic stochastic general equilibrium model

for the 2008-2023 period to (i) reveal the underlying drivers shaping the dynamics of the EA

and US economies and (ii) study the contribution of the ECB and FED’s monetary policy

stance on the evolution of the key macro variables. We conduct a rich counterfactual analysis

to assess the sources of divergence in monetary policy over the last 15 years.

We find that both economies faced shocks of different natures which explains the imple-

mentation of distinct, asynchronous, or opposing measures by central banks. While supply

and demand shocks contributed equally to the evolution of GDP growth, demand shocks

appear to have been the main source of inflation dynamics until 2021, after which positive

supply shocks also pushed it sharply upward. Second, economic growth in the United States
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benefited from exchange rate effects (i.e, more favorable overall monetary conditions) over

the periods 2008-2017 and 2021-2023 and the euro zone over 2018-2020. Our analysis also

emphasizes the significant role of UIP shocks in shaping overall monetary conditions in both

areas. Third, all monetary policy measures (conventional and unconventional) have gener-

ally supported economic growth and maintained inflation on track in both areas, suggesting

that policymakers were able to find success, despite the unprecedented circumstances faced

since 2008. The only exception is the delayed response of the two central banks to the 2021-

2022 surge in inflation. We show that a fall in inflation would have been possible, without a

recession, if monetary authorities reacted earlier.
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APPENDIX A. MODEL DETAILS

A.1. Equilibrium conditions. This section reports the first-order conditions for the agents’

optimization problems and other relationships that define the equilibrium of the model. Since

we assume that the structure of the foreign economy is isomorphic to that of the home, we

present only the equations for the home economy and common equations.

Marginal utility of consumption:

Λt =
εβ,t

Cj,t − γhCj,t−1
− βγhEt

󰀫
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(A.1)

where Λt ≡ λtPt.

Consumption Euler equations:
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Investment equation:

1 = Qtεi,t
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Tobin’s Q:

Qt = βEt

󰀫
Λt+1

Λt

󰀥
Rk

t+1
Pt+1

ut+1 − ϑ (ut+1) + (1 − δ) Qt+1

󰀦󰀬
(A.5)

Effective capital:

Kt = utK̄t−1 (A.6)

Capital accumulation:

K̄t = (1 − δ) K̄t−1 + εi,t

󰀕
1 − Ψ

󰀕
It

It−1

󰀖󰀖
It (A.7)

Capital utilization:

Rk
t = Ptυ

′ (ut) (A.8)

Wage setting:

Et

∞

∑
s=0

(βθw)
s Λt+sÑt,t+s

󰀥
W̃t

Pt+s
Πw

t,t+s − εw,t+s

󰀃
Ñt,t+s

󰀄ν

Λt+s

󰀦
= 0 (A.9)
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Aggregate wage index:

Wt =

󰀗
(1 − θw)

󰀃
W̃t

󰀄1/(εw,t−1)
+ θw

󰀓
γzπ1−γw π

γw
t−1Wt−1

󰀔1/(εw,t−1)
󰀘(εw,t−1)

(A.10)

Labor demand:

Wt = (1 − α) εa,tZt

󰀕
Kt

εa,tZtNt

󰀖α

MCt (A.11)

Capital renting:

Rk
t = α

󰀕
Kt

εa,tZtNt

󰀖α−1

MCt (A.12)

Production function:

YH,t + Y∗
H,t = Kt

α [εa,tZtNt]
1−α − ZtΓ, (A.13)

Price setting:

Et

∞

∑
s=0

󰀃
βθp

󰀄s Λt+s

Λt
ỸH,t,t+s

󰁫
P̃H,tΠ

p
t,t+s − εhMCt+s

󰁬
= 0 (A.14)

and

Et

∞

∑
s=0

󰀓
βθ∗p

󰀔s Λt+s

Λt
ỸH,t,t+s

󰁫
StP̃∗

H,tΠ
p∗
t,t+s − εhMCt+s

󰁬
= 0 (A.15)

where εh = ζh/(ζh − 1).

Aggregate price index:

PH,t =

󰀗󰀃
1 − θp

󰀄 󰀃
P̃H,t

󰀄1/(εh−1)
+ θp

󰀓
π

1−γp
H π

γp
H,t−1PH,t−1

󰀔1/(εh−1)
󰀘(εh−1)

(A.16)

P∗
H,t =

󰀗󰀓
1 − θ∗p

󰀔 󰀃
P̃∗

H,t
󰀄1/(εh−1)

+ θ∗p

󰀓
(π∗

H)
1−γp

󰀃
π∗

H,t−1
󰀄γp P∗

H,t−1

󰀔1/(εh−1)
󰀘(εh−1)

(A.17)

Final good (CPI) price:

Pt = εp,t

󰁫
ω (PH,t)

1−θ + (1 − ω) (PF,t)
1−θ

󰁬 1
1−θ . (A.18)

Government spending:

Gt =

󰀕
1 − 1

εg,t

󰀖
Yt (A.19)

Monetary policy rule:

Rt

R
=

󰀕
Rt−1

Rt

󰀖ϕr 󰀗󰀓πt

π

󰀔ϕπ
󰀕

GDPt

γzGDPt−1

󰀖ϕy󰀘1−ϕr

εr,t (A.20)

where GDPt = YH,t + Y∗
H,t.

Resource constraint:

Yt = Ct + It + Gt + ϑ (ut) K̄t−1 (A.21)



47

Risk sharing:

Et

󰀗
Λ∗

t+1
Λ∗

t
RERt

󰀘
= Φ

󰀕
St At

PtYt

󰀖
εb,t

ε∗b,t
Et

󰀗
Λt+1

Λt
RERt+1

󰀘
εuip,t (A.22)

Real exchange rate:

RERt =
StP∗

t
Pt

(A.23)

Internationally traded bonds:

St At

PtR∗
t Φ

󰀓
St At
PtYt

󰀔 =
St At−1 + StP∗

H,tY
∗
H,t − PF,tYF,t

Pt
(A.24)

A.2. Stationary equilibrium. The model is expressed in stationary form. Lower-case nota-

tion denotes detrended variables, such as: yt ≡ Yt
Zt

, it ≡ It
Zt

, ct ≡ Ct
Zt

, gt ≡ Gt
Zt

, kt ≡ Kt
Zt

, k̄t ≡ K̄t
Zt

,

λt ≡ ΛtZt, wt ≡ Wt
ZtPt

, w󰂏
t ≡ W󰂏

t
ZtPt

, yH,t ≡ YH,t
Zt

and y∗H,t ≡ Y∗
H,t
Zt

. Relative prices are noted

p̃H,t ≡ PH,t
Pt

, p̃󰂏H,t ≡ P󰂏
H,t
Pt

. Similarly, the real rental rate and real marginal costs are denoted

rk
t ≡

RK
t

Pt
and ωt ≡ Ωt

Pt
, respectively.

Marginal utility of consumption:

λt =
εβ,t

ct − γh
ct−1
εz,t

− βγhEt

󰀫
εβ,t+1

ct+1 − γh
ct

εz,t+1

󰀬
(A.25)

Consumption Euler equation:

λt = βRtεb,tEt

󰀝
λt+1

εz,t+1πt+1

󰀞
(A.26)

Risk-sharing condition:

Et

󰀗
λ∗

t+1
λ∗

t εz,t+1
RERt

󰀘
= Φ

󰀕
Stat

Ptyt

󰀖
εb,t

ε∗b,t
Et

󰀗
λt+1

λtεz,t+1
RERt+1

󰀘
εuip,t (A.27)

Investment:

1 = qtεi,t

󰀗
1 − Ψ

󰀕
it

it−1
εz,t

󰀖
− it

it−1
εz,tΨ′

󰀕
it

it−1
εz,t

󰀖󰀘

+ βEt

󰀥
λt+1

λtεz,t+1
qt+1εi,t+1

󰀕
it+1

it
εz,t+1

󰀖2

Ψ′
󰀕

it+1

it
εz,t+1

󰀖󰀦 (A.28)

Tobin’s Q:

qt = βEt

󰀝
λt+1

λtεz,t+1

󰁫
rk

t+1ut+1 − υ (ut+1) + (1 − δ) qt+1

󰁬󰀞
(A.29)
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Wage Setting:

Et

∞

∑
s=0

(βθw)
s λt+sÑt,t+s

󰀥
w̃t

Pt

Pt+s

Zt

Zt+s
Πw

t,t+s − εw,t+s
Ñν

t,t+s

λt+s

󰀦
= 0 (A.30)

Aggregate wage index

wt =

󰀥

(1 − θw) (w̃t)
1/(εw,t−1) + θw

󰀕
γzπ1−γw π

γw
t−1

wt−1

εz,tπt

󰀖1/(εw,t−1)
󰀦(εw,t−1)

(A.31)

Production function

yH,t + y∗H,t = kα
t (εa,tNt)

1−α − Γ (A.32)

Physical capital accumulation

k̄t = (1 − δ)
k̄t−1

εz,t
+ εi,t

󰀗
1 − Ψ

󰀕
it

it−1
εz,t

󰀖󰀘
it (A.33)

Effective capital

kt = ut
k̄t−1

εz,t
(A.34)

Capital renting:

rk
t = α

󰀕
kt

εa,tNt

󰀖α−1

mct (A.35)

Capital utilization:

rk
t = v′(ut) (A.36)

Labor demand:

wt = (1 − α) εa,t

󰀕
kt

εa,tNt

󰀖α

mct (A.37)

Price setting (domestic intermediate firms)

• Domestic price

Et

∞

∑
s=0

󰀃
βθp

󰀄s λt+s

λt
ỹH,t,t+s

󰀗
p̃H,t

Pt

Pt+s
Πp

t,t+s − εhmct+s

󰀘
= 0 (A.38)

• Foreign price

Et

∞

∑
s=0

󰀓
βθ∗p

󰀔s λt+s

λt
ỹ∗H,t,t+s

󰀗
p̃∗H,t

Pt

Pt+s
Πp∗

t,t+s − εh
mct+s

RERt+s

󰀘
= 0 (A.39)
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Home-produced intermediate goods price indexes

• In the home country

1 =

󰀥
󰀃
1 − θp

󰀄
( p̃H,t)

1/(εh−1) + θp

󰀕
π

1−γp
H π

γp
H,t−1

1
πH,t

󰀖1/(εh−1)
󰀦(εh−1)

(A.40)

• In the foreign country

1 =

󰀵

󰀷
󰀓

1 − θ∗p

󰀔 󰀃
p̃∗H,t

󰀄1/(εh−1)
+ θ∗p

󰀣

(π∗
H)

1−γp
󰀃
π∗

H,t−1
󰀄γp 1

π∗
H,t

󰀤1/(εh−1)
󰀶

󰀸
(εh−1)

(A.41)

Final good (CPI) price:

Pt = 󰂃p,t

󰁫
ω (PH,t)

1−θ + (1 − ω) (PF,t)
1−θ

󰁬 1
1−θ . (A.42)

Demand for intermediate goods are given by

yH,t = ω
󰀃

p̃H,tεp,t
󰀄−θ yt (A.43)

yF,t = (1 − ω)
󰀃

p̃F,tεp,t
󰀄−θ yt (A.44)

Monetary Policy:

Rt

R
=

󰀕
Rt−1

R

󰀖ϕr 󰀗󰀓πt

π

󰀔ϕπ
󰀕

εz,tgdpt

γzgdpt−1

󰀖ϕy󰀘1−ϕr

εr,t (A.45)

Government spending

gt =

󰀕
1 − 1

εg,t

󰀖
yt (A.46)

Closing the model

yt = ct + it + gt + ϑ (ut) k̄t−1/εz,t (A.47)

Internationally traded bonds:

St At

PtR∗
t ε∗b,tΦ

󰀓
St At
PtYt

󰀔 =
St At−1 + StP∗

H,tY
∗
H,t − PF,tYF,t

Pt
(A.48)

A.3. Steady State. We use the stationary version of the model to find the steady state, and

let variables without a time subscript denote the steady-state values. First, we find that R =

(γzπ) /β and the expression for Tobin’s Q implies that the rental rate of capital is

rk =
γz

β
− (1 − δ)
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and the price-setting equations give the marginal costs of the intermediate and final goods,

as follows

mc =
1
εh

and Ω =
1
εp

.

The capital/labor ratio can then be retrieved using the capital renting equation:

k
N

=
󰀓

α
mc
rk

󰀔1/(1−α)
,

and the wage is given by the labor demand equation as follows

w = (1 − α)mc
󰀕

k
N

󰀖α

.

The production function gives the GDP/labor ratio as follows

gdp
N

=

󰀕
k
N

󰀖α

− Γ
N

,

and fixed cost Ω is set to obtain zero profits in the steady state, implying that

Γ
N

=

󰀕
k
N

󰀖α

− w − rk k
N

.

The output/labor ratio is then given by

gdp
N

= w + rk k
N

=
rk

α

k
N

.

The production function gives
gdp

y
=

yH + y∗H
y

Finally, to determine the investment/output ratio, we use the expressions for effective capital

and physical capital accumulation to obtain

i
k
=

󰀕
1 − 1 − δ

γz

󰀖
γz =⇒

i
y
=

i
k

k
N

N
gdp

gdp
y

=

󰀕
1 − 1 − δ

γz

󰀖
αγz

rk
gdp

y
.

Given the government spending/output ratio g/y, the consumption-output ratio is then

given by the resource constraint as follows

c
y
= 1 − i

y
− g

y
.
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A.4. Log-Linearized Version. We log-linearize the stationary model around the steady state.

Let χ̂t denote the log deviation of variable χt from its steady-state level̇ χ: χ̂t ≡ log (χt/χ).

The log-linearized model is then given by the following system of equations for the endoge-

nous variables.

Marginal utility of consumption:

λ̂t =
hγz

(γz − hβ) (γz − h)
ĉt−1 −

γ2
z + h2β

(γz − hβ) (γz − h)
ĉt +

hβγz

(γz − hβ) (γz − h)
Et ĉt+1

− hγz

(γz − hβ) (γz − h)
ε̂z,t +

hβγz

(γz − hβ) (γz − h)
Et ε̂z,t+1 +

γz

γz − hβ
ε̂β,t −

hβ

γz − hβ
Et ε̂β,t+1

(A.49)

λ̂∗
t =

h∗γz

(γz − h∗β) (γz − h∗)
ĉ∗t−1 −

γ2
z + (h∗)2β

(γz − h∗β) (γz − h∗)
ĉ∗t +

h∗βγz

(γz − h∗β) (γz − h∗)
Et ĉ∗t+1

− h∗γz

(γz − h∗β) (γz − h∗)
ε̂z,t +

h∗βγz

(γz − h∗β) (γz − h∗)
Et ε̂z,t+1 +

γz

γz − h∗β
ε̂∗β,t −

h∗β

γz − h∗β
Et ε̂

∗
β,t+1

(A.50)

Consumption Euler equation:

󰁥λt = 󰁥Rt + Et

󰁫
󰁥λt+1 − 󰁥εz,t+1 − 󰁥πt+1

󰁬
+ ε̂b,t (A.51)

󰁥λ∗
t = 󰁥R∗

t + Et

󰁫
󰁥λ∗

t+1 − 󰁥εz,t+1 − 󰁥π∗
t+1

󰁬
+ ε̂∗b,t (A.52)

Risk-sharing condition:

󰁦rert+1 − 󰁦rert = (󰁥λ∗
t+1 − 󰁥λ∗

t )− (󰁥λt+1 − 󰁥λt) + χdt + (ε̂b,t − ε̂∗b,t) + ε̂uip,t (A.53)

where dt = (St At
PtYt

) and χ = −Φ′(0)Y.

Net foreign position

β 󰁥dt = 󰁥dt−1 + (󰁦rert + ( p̃∗H,t + 󰁥y∗H,t)− ( p̃F,t + 󰁥yF,t)− 󰁥yt) (A.54)

Physical capital accumulation:

󰁥̄kt =
1 − δ

γz

󰀓
󰁥̄kt−1 − 󰁥εz,t

󰀔
+

󰀕
1 − 1 − δ

γz

󰀖
(󰁥it + 󰁥εi,t) (A.55)



52

󰁥̄k
∗
t =

(1 − δ)

γz

󰀓
󰁥̄k
∗
t−1 − 󰁥εz,t

󰀔
+

󰀕
1 − 1 − δ

γz

󰀖
(󰁥i∗t + 󰁥ε∗i,t) (A.56)

Tobin’s Q:

󰁥qt =
β(1 − δ)

γz
Et󰁥qt+1 +

󰀕
1 − β(1 − δ)

γz

󰀖
Et󰁥rk

t+1 −
󰀓
󰁥Rt − Et 󰁥πt+1 + 󰁥εb,t

󰀔
(A.57)

󰁥q∗t =
β(1 − δ)

γz
Et󰁥q∗t+1 +

󰀕
1 − β(1 − δ)

γz

󰀖
Et󰁥rk∗

t+1 −
󰀓
󰁥R∗

t − Et 󰁥π∗
t+1 + 󰁥ε∗b,t

󰀔
(A.58)

Investment equation:

ı̂t =
1

1 + β
(ı̂t−1 − ε̂z,t) +

β

1 + β
Et (ı̂t+1 + ε̂z,t+1) +

1
ηkγ2

z (1 + β)
(q̂t + ε̂i,t) (A.59)

ı̂∗t =
1

1 + β

󰀃
ı̂∗t−1 − ε̂z,t

󰀄
+

β

1 + β
Et

󰀃
ı̂∗t+1 + ε̂z,t+1

󰀄
+

1
η∗

k γ2
z (1 + β)

󰀃
q̂∗t + ε̂∗i,t

󰀄
(A.60)

Effective capital:

󰁥kt + 󰁥εz,t = 󰁥ut +
󰁥̄kt−1 (A.61)

󰁥k∗t + 󰁥εz,t = 󰁥u∗
t +

󰁥̄k
∗
t−1 (A.62)

Capital utilization:

󰁥ut =
1 − ηu

ηu
󰁥rk

t (A.63)

󰁥u∗
t =

1 − η∗
u

η∗
u

󰁥rk∗
t (A.64)

Wage dynamics:

ŵt =
1

1 + β
ŵt−1 +

β

1 + β
Etŵt+1 +

(1 − βθw) (1 − θw)

θw (1 + β)
󰀓

1 + ν εw
εw−1

󰀔 (󰁧mrst − ŵt + ε̂w,t)

+
γw

1 + β
π̂t−1 −

1 + βγw

1 + β
π̂t +

β

1 + β
Etπ̂t+1 −

1
1 + β

ε̂z,t +
β

1 + β
Et ε̂z,t+1 (A.65)
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ŵ∗
t =

1
1 + β

ŵ∗
t−1 +

β

1 + β
Etŵ∗

t+1 +
(1 − βθ∗w) (1 − θ∗w)

θ∗w (1 + β)
󰀓

1 + ν∗ ε∗w
ε∗w−1

󰀔
󰀃
󰁧mrs∗t − ŵ∗

t + ε̂∗w,t
󰀄

+
γ∗

w
1 + β

π̂∗
t−1 −

1 + βγ∗
w

1 + β
π̂∗

t +
β

1 + β
Etπ̂

∗
t+1 −

1
1 + β

ε̂z,t +
β

1 + β
Et ε̂z,t+1 (A.66)

Marginal rate of substitution:

󰁧mrst = νn̂t − λ̂t + ε̂β,t (A.67)

󰁧mrs∗t = ν∗n̂∗
t − λ̂∗

t + ε̂∗β,t (A.68)

Production function:

󰁧gdpt =
gdp + Γ

gdp

󰀓
αk̂t + (1 − α) n̂t + (1 − α) ε̂a,t

󰀔
(A.69)

Market clearing in the intermediate sector:

󰁧gdpt =
YH

GDP
󰁥yH,t +

Y∗
H

GDP
󰁥y∗H,t = ω󰁥yH,t + (1 − ω)󰁥y∗H,t (A.70)

󰁧gdp
∗
t =

YF

GDP∗ 󰁥yF,t +
Y∗

F
GDP∗ 󰁥y

∗
F,t = ω∗󰁥y∗F,t + (1 − ω∗)󰁥yF,t (A.71)

Capital renting:

󰁥rk
t = 󰁦mct + (1 − α)(󰁥nt − 󰁥kt + 󰁥εa,t) (A.72)

󰁥rk∗
t = 󰁦mc∗t + (1 − α∗)(󰁥n∗

t − 󰁥k∗t + 󰁥ε∗a,t) (A.73)

Labor demand:

󰁥wt = 󰁦mct + α
󰀓
󰁥kt − 󰁥nt

󰀔
+ (1 − α)󰁥εa,t (A.74)

󰁥w∗
t = 󰁦mc∗t + α∗

󰀓
󰁥k∗t − 󰁥n∗

t

󰀔
+ (1 − α∗)󰁥ε∗a,t (A.75)
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Inflation equations:

π̂H,t =
γp

1 + βγp
π̂H,t−1 +

β

1 + βγp
Etπ̂H,t+1 +

󰀃
1 − βθp

󰀄 󰀃
1 − θp

󰀄

θp
󰀃
1 + βγp

󰀄 (󰁦mct − p̃H,t) (A.76)

π̂∗
H,t =

γp

1 + βγp
π̂∗

H,t−1 +
β

1 + βγp
Etπ̂

∗
H,t+1 +

󰀃
1 − βθp

󰀄 󰀃
1 − θp

󰀄

θp
󰀃
1 + βγp

󰀄
󰀃
󰁦mct − p̃∗H,t − 󰁦rert

󰀄
(A.77)

π̂∗
F,t =

γ∗
p

1 + βγ∗
p

π̂∗
F,t−1 +

β

1 + βγ∗
p

Etπ̂
∗
F,t+1 +

󰀓
1 − βθ∗p

󰀔 󰀓
1 − θ∗p

󰀔

θ∗p

󰀓
1 + βγ∗

p

󰀔 (󰁦mc∗t − p̃∗F,t) (A.78)

π̂F,t =
γ∗

p

1 + βγ∗
p

π̂F,t−1 +
β

1 + βγ∗
p

Etπ̂F,t+1 +

󰀓
1 − βθ∗p

󰀔 󰀓
1 − θ∗p

󰀔

θ∗p

󰀓
1 + βγ∗

p

󰀔
󰀃
󰁦mc∗t − p̃F,t + 󰁦rert

󰀄
(A.79)

Final good (CPI) inflation:

π̂t = ωπ̂H,t + (1 − ω)π̂F,t + ε̂p,t − ε̂p,t−1 (A.80)

π̂∗
t = ω∗π̂∗

F,t + (1 − ω∗)π̂∗
H,t + ε̂∗p,t − ε̂∗p,t−1 (A.81)

Demand functions:

ŷH,t = −θ( p̃H,t + 󰂃̂p,t) + ŷt (A.82)

ŷF,t = −θ( p̃F,t + 󰂃̂p,t) + ŷt (A.83)

ŷ∗H,t = −θ∗( p̃∗H,t + 󰂃̂∗p,t) + ŷ∗t (A.84)

ŷ∗F,t = −θ∗( p̃∗F,t + 󰂃̂∗p,t) + ŷ∗t (A.85)

Relative prices :

p̃H,t = −(1 − ω)󰁦tott − 󰂃̂p,t (A.86)
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p̃∗H,t = ω󰁦tot
∗
t − 󰂃̂∗p,t (A.87)

p̃∗F,t = −(1 − ω∗)󰁦tot
∗
t − 󰂃̂∗p,t (A.88)

p̃F,t = ω∗󰁦tott − 󰂃̂p,t (A.89)

Terms of trade:

󰁦tott = 󰁦tott−1 + π̂F,t − π̂H,t (A.90)

󰁦tot
∗
t = 󰁦tot

∗
t−1 + π̂∗

F,t − π̂∗
H,t (A.91)

Resource constraint:

󰁥yt =
c
y
󰁥ct +

i
y
󰁥it +

g
y
󰁥gt +

rk k̄
y

󰁥ut (A.92)

󰁥y∗t =
c∗

y∗
󰁥c∗t +

i∗

y∗
󰁥i∗t +

g∗

y∗
󰁥g∗t +

rk∗k̄∗

y∗
󰁥u∗

t (A.93)

Government spending:

󰁥gt = 󰁥yt +
1 − g/y

g/y
󰁥εg,t (A.94)

󰁥g∗t = 󰁥y∗t +
1 − g∗/y∗

g∗/y∗
󰁥ε∗g,t (A.95)

Monetary policy rule:

󰁥Rt = ϕr 󰁥Rt−1 + (1 − ϕr)
󰁫

ϕπ 󰁥πt + ϕy

󰀓
󰁧gdpt − 󰁧gdpt−1 + 󰁥εz,t

󰀔󰁬
+ 󰁥εr,t (A.96)

󰁥R∗
t = ϕ∗

r
󰁥R∗

t−1 + (1 − ϕ∗
r )

󰁫
ϕ∗

π 󰁥πt + ϕ∗
y

󰀓
󰁧gdp

∗
t − 󰁧gdp

∗
t−1 + 󰁥εz,t

󰀔󰁬
+ 󰁥ε∗r,t (A.97)
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TABLE A.1. Notation and definition of the domestic variables

C Household consumption N Labour
P Price of the final goods (CPI) I Investment
T Taxes / Transfers B Riskless domestic bond
A Foreign currency denominated bond S Nominal exchange rate: EUR/USD
R Gross nominal shadow interest rate RER Real exchange rate
u capital utilization rate Rk Nominal rental rate of capital
K Effective capital K̄ Physical capital
λ Real marginal utility of consumption Λ Marginal utility of consumption
W Nominal wage q Real price of capital
Y GDP = YH + Y∗

H π Gross inflation rate (CPI)
Z Non-stationary world technology factor YH Domestic production sold at home
YF Foreign-produced goods sold at home Y∗

H Domestic interm. goods exported abroad
MC Marginal costs of intermediate-goods firms Ω Marginal costs of wholesalers
P∗

H Price of domestic interm. goods sold abroad PH Price of the intermediate home-produced goods
PF Price of the intermediate foreign-produced goods πH Inflation of PH
G Public spending εb Risk premium shock
εβ Households’ discount factor shock process εw Wage markup shock process
εa Productivity shock process εg Public spending shock process
εz Growth rate of the world technology factor εr Monetary policy shock
εi Investment shock process ςb i.i.d. risk premium shock
ςβ i.i.d. Households’ discount factor shock ςi i.i.d. investment shock
ςa i.i.d. technology shock ςg i.i.d. public spending shock
ςh i.i.d. price markup shock ςw i.i.d. wage markup shock

ςuip i.i.d. RER shock ςz i.i.d. world techno. factor shock
ςr i.i.d. monetary policy shock

TABLE A.2. Domestic parameters

β Discount factor
γh Degree of habit formation
ν Inverse of the Frisch labor supply elasticity
ηu [ϑ′′ (1) /ϑ′ (1)] /[1 + ϑ′′ (1) /ϑ′ (1)], with ϑ(.) the capital utilization function
δ Depreciation rate of capital
ηk S′′(γz), with S(.) the ajustment cost function
γz The steady-state growth rate of technology

1 − θw Fraction of households who choose their wage optimally
γw Degree of indexation to past wages
α Capital share in the production function

1 − θp Fraction of domestic firms that change price optimally in the home country
γp Degree of indexation to past prices
θ Elasticity of substitution between domestically produced and imported intermediate goods
ζh Elasticity of substitution between any two types of intermediate goods
ω Home bias
ϕr Parameter of inertia in the monetary policy rule
ϕπ Parameter for the reaction to inflation in the monetary policy rule
ϕy Parameter for the reaction to output growth in the monetary policy rule
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APPENDIX B. DATA

FIGURE B.1. Observable variables
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APPENDIX C. MAIN EA AND US MONETARY POLICY DECISIONS OVER 2008-2023

This appendix details the main decisions taken by the European Central Bank and Federal

Reserve from 2008 to 2023.

C.1. The European Central Bank.

C.1.1. Phase I: 2008-2014.

• October 2008: Main refinancing operations carried out through a fixed rate tender

procedure with full allotment (FRFA). Decreases of the key policy rates by 125 basis

points in late 2008, and then by 175 bps in 2009.

• November 2008: Implementation of 3- and 6-month full allotment LTROs.

• June 2009: Implementation of 12-month LTROs in June 2009.

• May 2010: Expansion of the ECB monetary outright portfolio through secondary mar-

ket purchases of sovereign bonds under a new Securities Markets Programme (SMP).

• April and July 2011: Increase in policy rates (+ 50bps), followed by a new phase of

policy rate cuts in November and December 2011.

• October 2011: Announcement of two LTROs and the second Covered Bond Purchase

Programme (CBPP2)

• December 2011: Announcement of very long-term refinancing operations (VLTROs).

• July 2012: the deposit facility rate (DFR) reaches 0%.

• August (to September) 2012: Pre-announcement (and announcement of technical fea-

tures) of the Outright Monetary Transactions programme (OMT) and end of the SMP.

• July 2012: “whatever it takes” speech by Mario Draghi .

• June 2014: The DFR becomes negative, reaching -0.20% in September 2014.

• October 2014: Asset Purchase Program (APP) is launched (with purchase amounts

adjusted several times since 2015 until 2022). Start of the third covered bond purchase

programme (CBPP3).

C.1.2. Phase II: 2015-2019.

• Continued reduction in key policy rates over this subperiod: the DFR reaches -0.50%

in September 2019, while the MRO rate is equal to 0%.

• March 2015: The Eurosystem conducts net purchases of public sector securities under

the public sector purchase programme (PSPP), until December 2018.

• June 2016: Start of the corporate sector purchase programme (CSPP).
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• January to October 2019: The Eurosystem reinvested only the principal payments from

maturing securities held in the PSPP, CSPP and CBPP3 portfolios.

• November 2019: Restart of securities purchases under the PSPP, CSPP and CBPP3.

C.1.3. Phase III: 2020-2021.

• Continuing CSPP, PSPP and CBPP3 over this sub-period.

• March 2020: Implementation of a pandemic emergency purchase program (PEPP),

with recalibration of the envelope in June and December 2020.

• April 2020: Announcement of seven additional longer-term refinancing operations,

called pandemic emergency longer-term refinancing operations (PELTROs).

• December 2021: Announcement of the end of net asset purchases under the PEPP at

the end of March 2022.

C.1.4. Phase IV: 2022-2023.

• Sequence of key policy rates increases in 2022: July (+50bps), September (+75bps),

November (+75bps), and December (+50bps).

• March 2022: End of net asset purchases under the PEPP, with full reinvestment of the

maturing principal payments from securities purchased under the PEPP.

• December 2022 : Announcement that from the beginning of March 2023 onward, the

asset purchase program (APP) portfolio would decline by e15 billion per month on

average until the end of the second quarter of 2023 (due to partial reinvestment of

the principal payments from maturing securities), with subsequent pace determined

over time. Detailed modalities for reducing the APP holdings were communicated in

February 2023.

• Sequence of key policy rates increases in 2023: February (+50bps), March (+50bps),

May (+25bps), June (+25bps), August (+25bps), and September (+25bps).

• May 2023: The Governing Council announces that it will discontinue reinvestments

under the APP as of July 2023.

• December 2023: The Governing Council announces its intention to reduce the PEPP

portfolio by e7.5 billion per month on average over the second half of 2024 and to

discontinue reinvestments under the PEPP at the end of 2024.
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C.2. The Federal Reserve.

C.2.1. Phase I: 2008-2014.

• September 2008: Implementation of the Temporary Guarantee Program for money

market funds (TGP), the Asset-backed Commercial Paper and Money Market Liquid-

ity Facility (AMLF).

• October 2008: Implementation of the Troubled Asset Relief Program (TARP) and the

Capital Purchase Program (CPP).

• November 2008: Implementation of the Money Market Investor Funding Facility

(MMIFF) and the Term Asset-backed securities Loan Facility (TALF).

• December 2008: Sharp decrease in the Federal Funds rate (FFR), up to a Target range

of 0.00-0.25% (then constant over this sub-period).

• March 2009: Announcement of the purchase of long-term Treasury securities (QE1).

• November 2010: Start of a second round of quantitative easing (QE2).

• September 2012 : Launch of an open-ended bond-purchasing program for agency

mortgage-backed securities (QE3).

• October 2014: The Federal Reserve announces the end of large-scale asset purchases.

C.2.2. Phase II: 2015-2019.

• December 2015: the Federal Reserve starts raising the target range for the federal

funds rate until January 2019 (from a target range of 0.00-0.25% to 2.25-2.50%). Pol-

icy rates then begin a phase of decline from July 2019, reaching the 1.50-1.75% target

range in December 2019.

• Monetary policy normalization through a gradual reduction in the Federal Reserve’s

securities holdings.

C.2.3. Phase III: 2020-2021.

• March 2020: The federal funds rate is abruptly cut, from a target range of 1.50-1.75%

to 0.00-0.25% (up to 2022). Injection of up to USD 1.5 trillion in the repo market, pur-

chase of at least USD 500 billion of Treasury securities and at least USD 200 billion of

mortgage backed securities.

• Establishment of several emergency lending facilities such as the Primary Dealer

Credit Facility (PDCF, March 2020), Money Market Mutual Fund Liquidity Facility

(MMLF, March 2020), Commercial Paper Funding Facility (CPFF, April 2020), Pay-

check Protection Program Liquidity Facility (PPPLF, April 2020), Municipal Liquidity
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Facility (MLF, May 2020), Secondary Market Corporate Credit Facility (SMCCF, May

2020), Primary Market Corporate Credit Facility (PMCCF, June 2020), Term Asset-

Backed Securities Loan Facility (TALF, July 2020), Main Street Loan Facilities (MSNLF

and MSELF, July 2020).

C.2.4. Phase IV: 2022-2023.

• Sequence of federal funds rate increases in 2022: March (+25bps), May (+50bps),

June (+75bps), July (+75bps), September (+75bps), November (+75bps), and December

(+50bps).

• Reduction of the FED’s balance sheet from June 2022, with partial reinvestment of

the maturing principal payments. The non-reinvestment caps increased from $47.5

bn/month initially, to $95 bn/month from September 2022.

• Sequence of federal funds rate increases in 2023: February (+25bps), March (+25bps),

May (+25bps), and July (+25bps).

• March 2023: The Federal Reserve implements a new facility, the Bank Term Funding

Program (BTFP), to make additional funding available to eligible depository institu-

tions.
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APPENDIX D. ADDITIONAL COUNTERFACTUAL EXERCISE

FIGURE D.1. The effects of the 2011Q2 and Q3 interest rate increases in the euro area
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Note: The observed series are represented by the plain line and the counterfactual se-
ries are represented by the dashed line. GDP growth and HICP inflation are year-
on-year variables. Confidence intervals for the counterfactuals are built using 10,000
draws from the posterior distribution of the structural parameters. This counterfactual
corresponds to the situation in which the EA policy rate would not have been increased
in 2011 (+25bps in April and +25bps in July).
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APPENDIX E. THE CONSEQUENCES OF THE DISPERSION OF SHADOW RATES

FIGURE E.1. The effects of the dispersion of US shadow rates in Counterfactual I.2
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Note: Confidence intervals are built from three estimated versions of the model in which the shadow rate
comes from Krippner (2015), Wu and Xia (2016) and Doh and Choi (2016), respectively.

FIGURE E.2. The effects of the dispersion of EA shadow rates in Counterfactual II.1
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Note: Confidence intervals are built from three estimated versions of the model in which the shadow rate
comes from Krippner (2015), Wu and Xia (2016) and Doh and Choi (2016), respectively.
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APPENDIX F. THE CONTRIBUTION OF MONETARY AND UIP SHOCKS TO SHADOW RATES

FIGURE F.1. The contribution of monetary policy and UIP shocks to the policy rate
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APPENDIX G. INFLATION AND INTEREST RATES IN SEVERAL COUNTRIES (2021-2023)

FIGURE G.1. The delay (in quarters) between the passage of inflation above 2%
and the first increase in the policy rate (in percentage)
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Note: The plain line corresponds to inflation and the dashed line is the three-month
nominal interest rate. The two vertical dotted lines indicate when inflation rose above
2% and when interest rates began to increase, respectively.
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