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#### Abstract

Inspired by a Budyko-Seller model, we consider non-autonomous degenerate parabolic equations. As a first step, using Kato's Theorem we prove the well-posedness of such problems. Then, obtaining new Carleman estimates for the non-homogeneous non-autonomous adjoint problems, we deduce null-controllability for the original ones. Some linear and semilinear extensions are also considered. We conclude the paper applying the obtained controllability result to the Budyko-Seller model given in the introduction.
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## 1 Introduction

### 1.1 Climatological Parabolic Problem

Global warming - the gradual heating of Earth's surface, oceans and atmosphere - is one of the most concerning problems facing all living beings. Warmer temperatures mainly affect Earth's polar regions and mountain glaciers. Since 1979, the Arctic has warmed nearly four times faster than the rest of the planet [44]. This warming reduces critical ice habitat and disrupts the flow of the jet stream, creating more unpredictable weather patterns around the globe.

The balance between the amount of solar radiation reflected and absorbed by Earth's surface plays an important role in regulating global temperature. To simulate the behavior and interaction of basic climate system parameters on Earth, in 1969 Budyko and Seller in [7] and [47] introduce independently a classical energy balance model that can be rewritten as the following one-dimensional nonlinear degenerate parabolic equation

$$
\begin{equation*}
u_{t}(t, x)-\rho_{0}\left(a(x) u_{x}\right)_{x}=R_{a}(t, x, u)-R_{e}(t, x, u) \tag{1.1}
\end{equation*}
$$

Here $u(t, x)$ is the surface temperature averaged over longitute, $a(x)=1-x^{2}(x=\sin \phi \in[-1,1]$, with $\phi$ being the latitude) and $\rho_{0}$ is a positive parameter. The definitions of the other functions with their interpretations in climatology are summarized in the next table:

[^0]| Function | Definition and Description <br> $R_{e}$ |
| :--- | :--- |
| The energy emitted by the Earth. <br> - In the classical Budyko model, $R_{e}(t, x, u):=a+b u$, where $a$ and $b$ are constants <br> (see [11]). |  |
| - In the Seller model, $R_{e}$ follows a Stefan-Boltzmann type law, i.e. $R_{e}(t, x, u):=$ |  |
| $\epsilon(u)\|u\|^{3} u^{\prime}$, where $\epsilon$ represents the emissivity and it is assumed to be a regular, |  |
| positive and bounded function (see [10], [11] and [49] for other details). |  |

Table 1: Description of functions used in the climatological model.

Due to its importance, the Budyko-Seller model (1.1) is studied from different points of view. For example, in [3], the author studies the existence of periodic solutions for a modified version of (1.1), using the method of subsolutions and supersolutions. In [35], the authors consider the Budyko-Seller model with mushy region, proving the existence and uniqueness of the initial value problem. The periodic problem is also considered studying the attractivity of periodic solutions; the asymptotic behavior of the model as the width of mushy region tends to zero is also studied. We underline that in [35], $\rho_{0}$ is not a parameter but a function that depends on $x$. In [49], J. Tort and J. Vancostenoble study some inverse problem issue that consists in recovering the so-called insolation function; they solve the uniqueness question, providing some strong stability results. In [11], the authors consider equation (1.1) with a memory term. In particular, they provide existence and regularity results, and obtain uniqueness and stability estimates that are useful for the determination of the insolation function in (1.1) with memory. Very recently, in [10], the authors consider a two-layer energy balance model that permits vertical exchanges between a surface layer and the atmosphere. The evolution equations of the surface temperature and the atmospheric temperature are coupled by the emission of infrared radiation by one level (that emission being partly captured by the other layer) and the effect of all non-radiative vertical exchanges of energy. They study the dependence of the equilibrium points with respect to the involved parameters, and they prove, in particular, that the surface temperature increases monotonically with respect to a parameter that denotes the absorptivity of the atmosphere. Other questions, such as well-posedness, uniqueness, asymptotic behavior, bifurcation, free boundary, numerical approximation are studied, for example, in [4], [19],
[20], [21], [22], [23], [27], [28], [29], [36], [38], [39], [40] (see also the references therein).

### 1.2 Novelty and Main Results

Starting from (1.1) up to other applications such as the Prandtl equations (see [43]), the Feller semigroups (see [24], [25]) and the Wright-Fischer model (see [5], [30], [31], [34], [46]), null-controllability for parabolic degenerate problems is getting more intriguing. For our model of interest (1.1), nullcontrollability means to drive the system to a desired equilibium climate state in finite time. The pioneering papers in degenerate problems are [1], where the authors consider a general function $a(x)$, $x \in[0,1]$, such that $a(0)=0$ and $a(x)>0$ for all $x \in(0,1]$, and [12] where $a(x)=x^{\alpha}, \alpha \in(0,2)$ and $x \in[0,1]$. In both papers, the authors consider an operator in divergence form; we recall also [13], [14], [15], [17], [48], [50], [51], where other arguments are considered. For degenerate equations in non-divergence form we refer to [8] or to [9]; for interior degeneracy let's recall [6], [16], [32] or [33]. In all the previous papers, the equation is autonomous, i.e. the diffusion operator does not depend on the time. Actually, in [40] a very particular case of a non-autonomous climatological model is considered and, via a fixed point method, the author proves the existence of a periodic solution. However, the equation studied in [40] is non-degenerate. Thus, in this paper, we will consider for the first time a non-autonomous degenerate parabolic equation in divergence or in non-divergence form. Taking into account [1] and [8], we will study null-controllability for the problem under consideration via new Carleman estimates for the associated non-autonomous adjoint system. To this aim, we give the following definition for a general function $g:[A, B] \rightarrow \mathbb{R}_{+}($assuming $A<B)$ that degenerates at a boundary point.

Definition 1.1. Assume $A<B$. We say that a function $g:[A, B] \rightarrow \mathbb{R}_{+}$is

- weakly degenerate at $x_{0} \in\{A, B\},(W D)$ at $x_{0}$, for shortness, if

$$
\begin{align*}
& \text { (i) } g \in C([A, B]) \cap C^{1}\left([A, B] \backslash\left\{x_{0}\right\}\right), g>0 \text { in }[A, B] \backslash\left\{x_{0}\right\}, g\left(x_{0}\right)=0 \text {, } \\
& \text { (ii) } \exists K_{x_{0}} \in[0,1) \text { such that }\left(x-x_{0}\right) g^{\prime}(x) \leq K_{x_{0}} g(x), \forall x \in[A, B] \tag{WD}
\end{align*}
$$

(for example $g(x)=x^{K}$, with $[A, B]=[0,1], x_{0}=0$ and $K_{x_{0}} \in(0,1)$ );

- strongly degenerate at $x_{0} \in\{A, B\},(S D)$ at $x_{0}$, for shortness, if

$$
\begin{align*}
& \text { (i) } g \in C^{1}([A, B]), g>0 \text { in }[A, B] \backslash\left\{x_{0}\right\}, g\left(x_{0}\right)=0, \\
& \text { (ii) } \exists K_{x_{0}} \in[1,2) \text { such that }\left(x-x_{0}\right) g^{\prime}(x) \leq K_{x_{0}} g(x), \forall x \in[A, B] \tag{SD}
\end{align*}
$$

(for example $g(x)=x^{K}$, with $[A, B]=[0,1], x_{0}=0$ and $K_{x_{0}} \in[1,2)$ ).
In the following, just for simplicity, we assume $[A, B]=[0,1]$. We will study the controllability for the following non-autonomous degenerate problems

$$
\begin{cases}u_{t}-\mathcal{A}_{i}(t) u=f(t, x) \chi_{\omega}(x), & (t, x) \in Q_{T}  \tag{i}\\ u\left(t, y_{0}\right)=0, & t \in(0, T) \\ B_{i} u\left(t, x_{0}\right)=0, & t \in(0, T), \\ u(0, x)=u_{0}(x), & x \in(0,1)\end{cases}
$$

$i=1,2$, where $Q_{T}:=(0, T) \times(0,1), \omega \subset \subset(0,1), y_{0} \in\{0,1\} \backslash\left\{x_{0}\right\}$ and $B_{i} u\left(t, x_{0}\right)=0$ are suitable boundary conditions related to the operators $\mathcal{A}_{i}, i=1,2$. In particular

$$
\mathcal{A}_{i}(t) u:= \begin{cases}b(t) a(x) u_{x x}, & i=1, \\ b(t)\left(a(x) u_{x}\right)_{x}, & i=2\end{cases}
$$

where $b \in W^{1, \infty}(0, T)$ is a strictly positive function, $a$ is (WD) or (SD) at $x_{0} \in\{0,1\}$ and

$$
B_{i} u\left(t, x_{0}\right)= \begin{cases}u\left(t, x_{0}\right)=0, & \text { if } a \text { is }(\mathrm{WD}) \text { at } x_{0} \in\{0,1\}, \\ \begin{cases}u\left(t, x_{0}\right)=0, & i=1 \\ \lim _{x \rightarrow x_{0}}\left(a u_{x}\right)\left(t, x_{0}\right)=0, & \text { if } a \text { is }(\mathrm{SD}) \text { at } x_{0} \in\{0,1\},\end{cases} \end{cases}
$$

Using new Carleman estimates for the non-homogeneous adjoint problem associated to ( $\mathrm{P}_{i}$ ), our aim is to

- find a function $f \in L^{2}(0, T ; H)$ such that

$$
u(T, x)=0, \quad \forall x \in[0,1] ;
$$

- find a constant $C>0$ such that

$$
\|f\|_{L^{2}(0, T ; H)} \leq C\left\|u_{0}\right\|_{H}
$$

Here, $H$ is a suitable Hilbert space that depends on the operator $\mathcal{A}_{i}$.
We underline that, while in [1] only the case $a(0)=0$ is considered, in this paper $a$ degenerates at 0 or at 1 or $a$ degenerates at the same time at 0 and at 1 , as in [8] or [9]. On the other hand, here we prove Carleman estimates and, hence, null-controllability under weaker assumptions on the function $a$ with respect to the ones in [8]. Hence, the results proved in this paper improve the ones in [1] or in [8]. Moreover, as observed in [8], we cannot deduce null-controllability for the problem in non-divergence form from the one in the divergence form without adding additional assumptions on the function $a$. For this reason, it is important to prove new Carleman estimates for the problem in non-divergence form independently of the ones in divergence form. We also underline that, as for the problem in the autonomous case, the requirement $K_{x_{0}}<2$ of Definition 1.1 is essential. Indeed, as proved in [1] or [8] or [33], if $K_{x_{0}} \geq 2$, the problem is not null-controllable.

The paper is organized as follows: in Section 2, we introduce the Hilbert spaces needed to treat the problems and we prove some Hardy-Poincar inequalities that are important in the divergence case when $a$ is (SD) at 1. In Section 3, we study the well-posedness of ( $\mathrm{P}_{i}$ ) via the Kato Theorem. In Section 4, we consider the non-homogeneous adjoint problems associated to ( $\mathrm{P}_{i}$ ) proving new Carleman estimates; thanks to them we obtain the observability inequalities and, hence, nullcontrollability for $\left(\mathrm{P}_{i}\right)$ in a standard way. In Section 5, we use the results proved in the previous section to obtain null-controllability when $a$ degenerates at the same time at 0 and at 1 , or if we consider a linear or a semilinear extension. In Section 6, we apply the obtained null-controllability result to (1.1) in a particular case. The last section is the Appendix where some proofs are given.

Throughout this paper, $\left({ }^{\prime}\right)$ denotes the derivative of a function depending only on the real space variable $x ;\left({ }^{\circ}\right)$ denotes the derivative of a function depending only on the real time variable $t ; y_{x}^{2}$ or $y_{x x}^{2}$ means $\left(y_{x}\right)^{2}$ or $\left(y_{x x}\right)^{2}$, respectively. Moreover, we will denote by $\|\cdot\|_{\infty, 1}:=\|\cdot\|_{L^{\infty}(0,1)}$ and by $\|\cdot\|_{\infty, T}:=\|\cdot\|_{L^{\infty}(0, T)}$.

## 2 Preliminaries

In this section, we present the Hilbert spaces needed to treat $\left(\mathrm{P}_{i}\right), i=1,2$. As a first step, we recall the next results relevant to the subsequent analysis: if $a$ is (WD) or (SD) at $x_{0} \in\{0,1\}$, then

- if $x_{0}=0$, the function

$$
\begin{equation*}
x \rightarrow \frac{x^{\gamma}}{a} \tag{2.1}
\end{equation*}
$$

is non-decreasing for all $\gamma \geq K_{0}$ and

$$
\begin{equation*}
\lim _{x \rightarrow 0} \frac{x^{\gamma}}{a}=0 \tag{2.2}
\end{equation*}
$$

for all $\gamma>K_{0}$;

- if $x_{0}=1$, the function

$$
\begin{equation*}
x \rightarrow \frac{(1-x)^{\gamma}}{a} \tag{2.3}
\end{equation*}
$$

is non-increasing for all $\gamma \geq K_{1}$ and

$$
\begin{equation*}
\lim _{x \rightarrow 1} \frac{(1-x)^{\gamma}}{a}=0 \tag{2.4}
\end{equation*}
$$

for all $\gamma>K_{1}$.
Here $K_{0}$ and $K_{1}$ are the constants appearing in Definition 1.1.

### 2.1 Hilbert spaces in the non-divergence case

One of the main differences between the systems $\left(\mathrm{P}_{i}\right)$ with $i=1$ (in non-divergence form) and ( $\mathrm{P}_{i}$ ) with $i=2$ (in divergence form) is that the natural space to study the first problem is not $L^{2}(0,1)$, as for the second one, but the weighted space

$$
L_{\frac{1}{a}}^{2}(0,1):=\left\{u \in L^{2}(0,1) \left\lvert\,\|u\|_{L_{\frac{1}{a}}^{2}(0,1)}^{2}<\infty\right.\right\}
$$

where

$$
\begin{equation*}
\|u\|_{L_{\frac{1}{a}}^{2}(0,1)}^{2}:=\int_{0}^{1} \frac{u^{2}}{a} d x \quad \text { and } \quad\langle u, v\rangle_{\frac{1}{a}}:=\int_{0}^{1} \frac{u v}{a} d x, \forall u, v \in L_{\frac{1}{a}}^{2}(0,1) \tag{2.5}
\end{equation*}
$$

As in [8] or [9], we also consider the following Hilbert spaces

$$
\begin{equation*}
H_{\frac{1}{a}}^{1}(0,1):=L_{\frac{1}{a}}^{2}(0,1) \cap H_{0}^{1}(0,1), \quad\langle u, v\rangle_{1, \frac{1}{a}}:=\langle u, v\rangle_{\frac{1}{a}}+\left\langle u^{\prime}, v^{\prime}\right\rangle_{L^{2}(0,1)} \tag{2.6}
\end{equation*}
$$

for all $\forall u, v \in H_{\frac{1}{a}}^{1}(0,1)$, and

$$
\begin{equation*}
H_{\frac{1}{a}}^{2}(0,1):=\left\{u \in H_{\frac{1}{a}}^{1}(0,1) \left\lvert\, a u^{\prime \prime} \in L_{\frac{1}{a}}^{2}(0,1)\right.\right\}, \quad\langle u, v\rangle_{2, \frac{1}{a}}:=\langle u, v\rangle_{1, \frac{1}{a}}+\left\langle\sqrt{a} u^{\prime \prime}, \sqrt{a} v^{\prime \prime}\right\rangle_{L^{2}(0,1)} \tag{2.7}
\end{equation*}
$$

for all $u, v \in H_{\frac{1}{a}}^{2}(0,1)$. Clearly, the previous inner products induce the following norms

$$
\|u\|_{1, \frac{1}{a}}^{2}:=\|u\|_{L_{\frac{1}{a}}^{2}(0,1)}^{2}+\int_{0}^{1}\left(u^{\prime}\right)^{2} d x \quad \text { and } \quad\|u\|_{2, \frac{1}{a}}^{2}:=\|u\|_{1, \frac{1}{a}}^{2}+\int_{0}^{1} a\left(u^{\prime \prime}\right)^{2} d x
$$

respectively. Observe that in [8, Corollary 2.7] and in [8, Lemma 2.1] it is proved that the spaces $H_{\frac{1}{a}}^{1}(0,1)$ and $H_{0}^{1}(0,1)$ coincide and the following Gauss-Green formula holds

$$
\begin{equation*}
\int_{0}^{1} u^{\prime \prime} v d x=-\int_{0}^{1} u^{\prime} v^{\prime} d x, \quad \forall(u, v) \in H_{\frac{1}{a}}^{2}(0,1) \times H_{\frac{1}{a}}^{1}(0,1) \tag{2.8}
\end{equation*}
$$

Moreover, the operator $\left(A_{1}, D\left(A_{1}\right)\right)$, where $A_{1} u:=a u^{\prime \prime}$ with

$$
\begin{equation*}
D\left(A_{1}\right):=H_{\frac{1}{a}}^{2}(0,1) \tag{ND}
\end{equation*}
$$

is m-dissipative and self-adjoint in $L_{\frac{1}{a}}^{2}(0,1)$ (see [8, Theorem 2.3]). Thus, by [18, Corollary 3.20], the operator $\left(A_{1}, D\left(A_{1}\right)\right)$ is densely defined and generates a contraction semigroup.

### 2.2 Hilbert spaces in the divergence case

Following [1], for the system in divergence form, we take the following weighted Hilbert spaces. In the weakly degenerate case, we consider

$$
H_{a}^{1}(0,1):=\left\{u \in L^{2}(0,1) \mid u \text { absolutely continuous in }[0,1], \sqrt{a} u^{\prime} \in L^{2}(0,1) \text { and } u(1)=u(0)=0\right\}
$$

and

$$
H_{a}^{2}(0,1):=\left\{u \in H_{a}^{1}(0,1) \mid a u^{\prime} \in H^{1}(0,1)\right\}
$$

On the other hand, in the strongly degenerate case, we consider

$$
\begin{aligned}
H_{a}^{1}(0,1):=\left\{u \in L^{2}(0,1) \mid\right. & u \text { locally absolutely continuous in }[0,1] \backslash\left\{x_{0}\right\}, \sqrt{a} u^{\prime} \in L^{2}(0,1) \\
& \text { and } \left.u\left(y_{0}\right)=0, \text { where } y_{0} \in\{0,1\} \backslash\left\{x_{0}\right\}\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
H_{a}^{2}(0,1):= & \left\{u \in H_{a}^{1}(0,1) \mid a u^{\prime} \in H^{1}(0,1)\right\} \\
= & \left\{u \in L^{2}(0,1) \mid u \text { locally absolutely continuous in }[0,1] \backslash\left\{x_{0}\right\}, a u \in H_{0}^{1}(0,1),\right. \\
& \left.a u^{\prime} \in H^{1}(0,1), u\left(y_{0}\right)=0, \text { where } y_{0} \in\{0,1\} \backslash\left\{x_{0}\right\}, \text { and }\left(a u^{\prime}\right)\left(x_{0}\right)=0\right\} .
\end{aligned}
$$

In both cases, we consider inner products and norms given by

$$
\langle u, v\rangle_{1, a}:=\langle u, v\rangle_{L^{2}(0,1)}+\left\langle\sqrt{a} u^{\prime}, \sqrt{a} v^{\prime}\right\rangle_{L^{2}(0,1)}, \quad\|u\|_{1, a}^{2}:=\|u\|_{L^{2}(0,1)}^{2}+\left\|\sqrt{a} u^{\prime}\right\|_{L^{2}(0,1)}^{2}
$$

for all $u, v \in H_{a}^{1}(0,1)$, and

$$
\langle u, v\rangle_{2, a}:=\langle u, v\rangle_{1, a}+\left\langle\left(a u^{\prime}\right)^{\prime},\left(a v^{\prime}\right)^{\prime}\right\rangle_{L^{2}(0,1)}, \quad\|u\|_{2, a}^{2}:=\|u\|_{1, a}^{2}+\left\|\left(a u^{\prime}\right)^{\prime}\right\|_{L^{2}(0,1)}^{2}
$$

for all $u, v \in H_{a}^{2}(0,1)$. Also, in this case, the operator $\left(A_{2}, D\left(A_{2}\right)\right)$, where $A_{2} u:=\left(a u^{\prime}\right)^{\prime}$ with

$$
\begin{equation*}
D\left(A_{2}\right):=H_{a}^{2}(0,1) \tag{D}
\end{equation*}
$$

is m-dissipative and self-adjoint in $L^{2}(0,1)$ (see [1, Proposition 2.5]); thus, $\left(A_{2}, D\left(A_{2}\right)\right)$ is densely defined and generates a contraction semigroup.

Moreover, in the divergence case, the following Hardy-Poincar inequalities will play a crucial role if $a$ degenerates at 1 .

Proposition 2.1. (see [1, Proposition 2.1] for the case $a(0)=0$ ) Take a function $a:[0,1] \longrightarrow \mathbb{R}$ so that $a \in C([0,1]), a(1)=0$ and $a>0$ on $[0,1)$.

Case 1: If $a$ is such that there exists $\gamma \in(0,1)$ such that the function

$$
x \longrightarrow \frac{a(x)}{(1-x)^{\gamma}} \text { is non-decreasing in }[0,1)
$$

then, for any function $w$, locally absolutely continuous on $[0,1)$, continuous at 1 and satisfying

$$
w(1)=0, \text { and } \int_{0}^{1} a(x)\left|w^{\prime}(x)\right|^{2} d x<+\infty
$$

the following inequality holds

$$
\begin{equation*}
\int_{0}^{1} \frac{a(x)}{(1-x)^{2}} w^{2}(x) d x \leq \frac{4}{(1-\gamma)^{2}} \int_{0}^{1} a(x)\left|w^{\prime}(x)\right|^{2} d x \tag{2.9}
\end{equation*}
$$

Case 2: If $a$ is such that there exists $\gamma \in(1,2)$ such that the function

$$
x \longrightarrow \frac{a(x)}{(1-x)^{\gamma}} \text { is non-increasing in }[0,1)
$$

then, for any function $w$, locally absolutely continuous on $[0,1)$ satisfying

$$
w(0)=0, \text { and } \int_{0}^{1} a(x)\left|w^{\prime}(x)\right|^{2} d x<+\infty
$$

the inequality (2.9) holds.
Proof. The computations are similar to the ones in [1], so we sketch them. As a first step, consider the first case and fix $\beta \in(\gamma, 1)$, arbitrarily for the moment. Since $w(1)=0$, we have $w(x)=$ $-\int_{x}^{1}\left((1-y)^{\beta / 2} w^{\prime}(y)\right)(1-y)^{-\beta / 2} d y$, thus

$$
\int_{0}^{1} \frac{a(x)}{(1-x)^{2}} w^{2}(x) d x \leq \int_{0}^{1} \frac{a(x)}{(1-x)^{2}}\left(\int_{x}^{1}(1-y)^{\beta}\left|w^{\prime}(y)\right|^{2} d y \int_{x}^{1}(1-y)^{-\beta} d y\right) d x
$$

Hence,

$$
\begin{align*}
\int_{0}^{1} \frac{a(x)}{(1-x)^{2}} w^{2}(x) d x & \leq \frac{1}{1-\beta} \int_{0}^{1} \frac{a(x)}{(1-x)^{1+\beta}}\left(\int_{x}^{1}(1-y)^{\beta}\left|w^{\prime}(y)\right|^{2} d y\right) d x  \tag{2.10}\\
& \leq \frac{1}{1-\beta} \int_{0}^{1}(1-y)^{\beta}\left|w^{\prime}(y)\right|^{2}\left(\int_{0}^{y} \frac{a(x)}{(1-x)^{1+\beta}} d x\right) d y
\end{align*}
$$

Now, by assumption, the function

$$
x \longrightarrow \frac{a(x)}{(1-x)^{\gamma}} \text { is non-decreasing in }[0,1)
$$

thus

$$
\int_{0}^{y} \frac{a(x)}{(1-x)^{1+\beta}} d x \leq \frac{a(y)}{(1-y)^{\gamma}} \int_{0}^{y}(1-x)^{\gamma-\beta-1} d x \leq \frac{1}{\beta-\gamma} a(y)(1-y)^{-\beta}
$$

Hence,

$$
\int_{0}^{1} \frac{a(x)}{(1-x)^{2}} w^{2}(x) d x \leq \frac{1}{(1-\beta)(\beta-\gamma)} \int_{0}^{1}\left|w^{\prime}(y)\right|^{2} a(y) d y
$$

We then remark that this last estimate is optimal for $\beta=\frac{\gamma+1}{2}$, which gives the desired result.
We now consider the second case. Fix $\beta \in(1, \gamma)$, arbitrarily for the moment. Again, we have

$$
\begin{aligned}
\int_{0}^{1} \frac{a(x)}{(1-x)^{2}} w^{2}(x) d x & =\int_{0}^{1} \frac{a(x)}{(1-x)^{2}}\left(\int_{0}^{x}\left((1-y)^{\beta / 2} w^{\prime}(y)\right)(1-y)^{-\beta / 2} d y\right)^{2} d x \\
& \leq \int_{0}^{1} \frac{a(x)}{(1-x)^{2}}\left(\int_{0}^{x}(1-y)^{\beta}\left|w^{\prime}(y)\right|^{2} d y \int_{0}^{x}(1-y)^{-\beta} d y\right) d x \\
& \leq \frac{1}{\beta-1} \int_{0}^{1} \frac{a(x)}{(1-x)^{1+\beta}}\left(\int_{0}^{x}(1-y)^{\beta}\left|w^{\prime}(y)\right|^{2} d y\right) d x \\
& =\frac{1}{\beta-1} \int_{0}^{1}(1-y)^{\beta}\left|w^{\prime}(y)\right|^{2}\left(\int_{y}^{1} \frac{a(x)}{(1-x)^{1+\beta}} d x\right) d y
\end{aligned}
$$

Thanks to our hypothesis,

$$
x \longrightarrow \frac{a(x)}{(1-x)^{\gamma}} \text { is non-increasing in }[0,1)
$$

then

$$
\int_{y}^{1} \frac{a(x)}{(1-x)^{1+\beta}} d x \leq \frac{a(y)}{(1-y)^{\gamma}} \int_{y}^{1}(1-x)^{\gamma-\beta-1} d x \leq \frac{1}{\gamma-\beta} a(y)(1-y)^{-\beta}
$$

Hence,

$$
\int_{0}^{1} \frac{a(x)}{(1-x)^{2}} w^{2}(x) d x \leq \frac{1}{(\beta-1)(\gamma-\beta)} \int_{0}^{1} a(x)\left|w^{\prime}(x)\right|^{2} d x
$$

and we obtain the thesis.
Observe that in [1], the previous inequalities are proved only in the case $a(0)=0$, thus these inequalities are new.

## 3 Well-posedness for the non-autonomous Cauchy problem

In order to study the well-posedness of $\left(\mathrm{P}_{i}\right)$, we define the operator

$$
\begin{equation*}
\mathcal{A}_{i}(t):=b(t) A_{i} u, \quad \forall u \in D\left(\mathcal{A}_{i}(t)\right) \tag{3.1}
\end{equation*}
$$

$i=1,2$, so that we can rewrite $\left(\mathrm{P}_{i}\right)$ as a non-autonomous Cauchy problem

$$
\left\{\begin{array}{l}
\dot{u}(t)=\mathcal{A}_{i}(t) u(t)+f(t) \chi_{\omega}, \quad t \in(0, T),  \tag{i}\\
u(0)=u_{0} \in H
\end{array}\right.
$$

$i=1,2$, where

$$
H:= \begin{cases}L_{\frac{1}{a}}^{2}(0,1), & i=1 \\ L^{2}(0,1), & i=2\end{cases}
$$

Clearly, thanks to the assumptions on $b$,

$$
\begin{equation*}
D\left(\mathcal{A}_{i}(t)\right)=D\left(A_{i}\right), \quad \forall t \in[0, T] . \tag{3.2}
\end{equation*}
$$

In the following, we will consider separately the homogeneous case $(f=0)$ and the non-homogeneous one $(f \neq 0)$.

### 3.1 The homogeneous non-autonomous Cauchy problem

As a first step, we consider the case $f=0$, i.e.

$$
\left\{\begin{array}{l}
\dot{u}(t)=\mathcal{A}_{i}(t) u(t), t \in(0, T)  \tag{i}\\
u(0)=u_{0} \in H
\end{array}\right.
$$

$i=1,2$. The following theorem holds.
Theorem 3.1. Assume $a$ (WD) or (SD) at $x_{0} \in\{0,1\}$ and $b \in W^{1, \infty}(0, T)$ a strictly positive function. Then, $\left(\mathrm{CP}_{i}\right)$ has a unique solution $u \in C([0, T] ; H), \forall u_{0} \in H$. Moreover, if $u_{0} \in D\left(A_{i}\right)$, then $u \in C\left([0, T] ; D\left(A_{i}\right)\right) \cap C^{1}([0, T] ; H) \subseteq L^{2}\left(0, T ; D\left(A_{i}\right)\right) \cap C\left([0, T] ; K_{i}\right) \cap H^{1}(0, T ; H), i=1,2$. Here,

$$
K_{i}= \begin{cases}H_{\frac{1}{a}}^{1}(0,1), & i=1 \\ H_{a}^{1}(0,1), & i=2\end{cases}
$$

The proof of the previous Theorem is based on the next Kato's Theorem (see [41, Theorem 3.1], [42, Theorem 1.9] or [45, Theorem 2.1]).

Theorem 3.2. Let $T>0$ be fixed, $\mathcal{H}$ a Hilbert space and $\mathcal{A}(t): D(\mathcal{A}(t)) \subset \mathcal{H} \rightarrow \mathcal{H}$ a linear operator satisfying the following hypotheses:
$\left(H_{1}\right) D(\mathcal{A}(t))=D(\mathcal{A}(0)), \forall t \in[0, T] ;$
$\left(H_{2}\right) D(\mathcal{A}(0))$ is a dense subset of $\mathcal{H}$;
$\left(H_{3}\right) \forall t \in[0, T], \mathcal{A}(t)$ generates a strongly continuous semigroup on $\mathcal{H}$, and the family $\mathscr{A}=$ $\{\mathcal{A}(t)\}_{t \in[0, T]}$ is stable with stability constants $C$ and $p(<0)$ independent of $t$
(i.e. the semigroup $\left(S_{t}(s)\right)_{s \geq 0}$ generated by $\mathcal{A}(t)$ satisfies $\left\|\prod_{j=1}^{k} S_{t_{j}}\left(s_{j}\right) u\right\|_{\mathcal{H}} \leq C e^{p s}\|u\|_{\mathcal{H}}$, for all $\left.u \in \mathcal{H}, s_{j} \geq 0,0 \leq t_{1} \leq \ldots t_{k} \leq T, k \in \mathbb{N}\right)$;
$\left(H_{4}\right) \frac{\partial}{\partial t} \mathcal{A} \in L_{*}^{\infty}(0, T ; B(D(\mathcal{A}(0)), \mathcal{H}))$ which is the space of equivalent classes of essentially bounded, strongly mesurable functions from $[0, T]$ into the set of bounded operators $B(D(\mathcal{A}(0)), \mathcal{H})$.

Then

$$
\left\{\begin{array}{l}
\dot{u}(t)=\mathcal{A}(t) u(t), \quad t \in(0, T) \\
u(0)=u_{0} \in \mathcal{H}
\end{array}\right.
$$

has a unique solution $u \in C([0, T], \mathcal{H})$ for all $u_{0} \in \mathcal{H}$. Moreover, if $u_{0} \in D(\mathcal{A}(0))$, then $u \in$ $C([0, T] ; D(\mathcal{A}(0))) \cap C^{1}([0, T] ; \mathcal{H})$.

In order to prove Theorem 3.1, we need to introduce another inner product in $H$ that takes into account the term $b(t)$. Thus, for all $t \geq 0$, we consider

$$
\langle u, v\rangle_{t}:=b(t)\langle u, v\rangle_{H}, \forall u, v \in H
$$

inducing the norm

$$
\|u\|_{t}^{2}=b(t)\|u\|_{H}^{2}, \forall u \in H
$$

Observe that the norms $\|\cdot\|_{t}$ and $\|\cdot\|_{H}$ are equivalent in $H$ since

$$
\begin{equation*}
m\|u\|_{H}^{2} \leq\|u\|_{t}^{2} \leq M\|u\|_{H}^{2} \tag{3.3}
\end{equation*}
$$

for all $u \in H$, being

$$
\begin{equation*}
m:=\min _{t \in[0, T]} b(t) \quad \text { and } \quad M:=\max _{t \in[0, T]} b(t) \tag{3.4}
\end{equation*}
$$

(recall that $b \in W^{1, \infty}(0, T)$, hence $\left.b \in C[0, T]\right)$. Using the new norm $\|\cdot\|_{t}$, we consider

$$
\|u\|_{1, t}^{2}= \begin{cases}\|u\|_{t}^{2}+\left\|u_{x}\right\|_{L^{2}(0,1)}^{2}, & \text { if } u \in H_{\frac{1}{a}}^{1}(0,1)  \tag{3.5}\\ \|u\|_{t}^{2}+\left\|\sqrt{a} u_{x}\right\|_{L^{2}(0,1)}^{2}, & \text { if } u \in H_{a}^{1}(0,1) .\end{cases}
$$

which is equivalent to $\|\cdot\|_{1, \frac{1}{a}}$ or to $\|\cdot\|_{1, a}$ by (3.4). Thanks to the norms $\|\cdot\|_{t}$ and $\|\cdot\|_{1, t}$, we can prove Theorem 3.1.

### 3.1.1 Proof of Theorem 3.1

In order to prove the well-posedness of $\left(\mathrm{CP}_{i}\right), i=1,2$, we need to verify that the conditions $\left(H_{1}\right)-\left(H_{4}\right)$ of Theorem 3.2 hold.
The condition $\left(H_{1}\right)$ follows by (3.2). Moreover, as written before, $D\left(A_{i}\right), i=1,2$, is dense in $H$; thus, $\left(H_{2}\right)$ clearly holds in both cases since $D\left(\mathcal{A}_{i}(0)\right)=D\left(A_{i}\right), i=1,2$. The first part of $\left(H_{3}\right)$ follows by the next proposition.

Proposition 3.3. Assume $a(\mathrm{WD})$ or (SD) at $x_{0} \in\{0,1\}$ and $b \in W^{1, \infty}(0, T)$ a strictly positive function. For all fixed $t \geq 0$, the operator $\left(\mathcal{A}_{i}(t), D\left(\mathcal{A}_{i}(t)\right)\right), i=1,2$, is m-dissipative and generates a strongly continuous semigroup.

Proof. Just to fix the idea, consider $\mathcal{A}_{1}(t)=b(t) a u_{x x}$, the computations being similar if we consider $\mathcal{A}_{2}(t) u=b(t)\left(a u_{x}\right)_{x}$.

- $\mathcal{A}_{1}(t)$ is dissipative in $L_{\frac{1}{a}}^{2}(0,1)$ for all $t \in[0, T]$ with respect to $\langle\cdot, \cdot\rangle_{t}$. Indeed, by $(2.8)$ we have

$$
\left\langle\mathcal{A}_{1}(t) u, u\right\rangle_{t}=\int_{0}^{1} b(t) \frac{\mathcal{A}_{1}(t) u \cdot u}{a} d x=b^{2}(t) \int_{0}^{1} u_{x x} u d x=-b^{2}(t) \int_{0}^{1} u_{x}^{2} d x \leq 0
$$

for all $u \in D\left(\mathcal{A}_{1}(t)\right)$.

- $\mathcal{A}_{1}(t)$ is symmetric in $L_{\frac{1}{a}}^{2}(0,1)$ for all fixed $t \in[0, T]$ with respect to $\langle\cdot, \cdot\rangle_{t}$ :

$$
\left\langle\mathcal{A}_{1}(t) u, v\right\rangle_{t}=b^{2}(t) \int_{0}^{1} u_{x x} v d x=-b^{2}(t) \int_{0}^{1} u_{x} v_{x} d x=b^{2}(t) \int_{0}^{1} \frac{a u v_{x x}}{a} d x=\left\langle u, \mathcal{A}_{1}(t) v\right\rangle_{t}
$$

for all $u, v \in D\left(\mathcal{A}_{1}(t)\right)$.

- $I-\mathcal{A}_{1}(t)$ is surjective with respect to $\langle\cdot, \cdot\rangle_{t}$ : take $f \in L_{\frac{1}{a}}^{2}(0,1)$ and define

$$
F(v):=\int_{0}^{1} \frac{f v}{a b} d x, \text { for all } v \in H_{\frac{1}{a}}^{1}(0,1)
$$

$F$ is linear and continuous, indeed

$$
\left|\int_{0}^{1} \frac{f v}{a b} d x\right| \leq \frac{1}{m} \int_{0}^{1} \frac{|f v|}{\sqrt{a} \sqrt{a}} d x \leq \frac{1}{m}\|f\|_{L_{\frac{1}{a}}^{2}(0,1)}\|v\|_{L_{\frac{1}{a}}^{2}(0,1)}, \forall v \in H_{\frac{1}{a}}^{1}(0,1) .
$$

Hence, $F \in\left(H_{\frac{1}{a}}^{1}(0,1)\right)^{\prime}$. Now, define

$$
\begin{aligned}
L: H_{\frac{1}{a}}^{1}(0,1) \times H_{\frac{1}{a}}^{1}(0,1) & \longrightarrow \mathbb{R} \\
(u, z) & \longmapsto \int_{0}^{1} \frac{u z}{a b} d x+\int_{0}^{1} u^{\prime} z^{\prime} d x .
\end{aligned}
$$

We have

$$
L(u, u)=\int_{0}^{1} \frac{u^{2}}{a b} d x+\int_{0}^{1}\left(u^{\prime}\right)^{2} d x \geq \frac{1}{M} \int_{0}^{1} \frac{u^{2}}{a} d x+\int_{0}^{1}\left(u^{\prime}\right)^{2} d x \geq \min \left\{\frac{1}{M}, 1\right\}\|u\|_{1, \frac{1}{a}}^{2}
$$

for all $u \in H_{\frac{1}{a}}^{1}(0,1)$. Then, $L$ is coercive. Moreover, we have

$$
\begin{aligned}
|L(u, z)| & \leq \frac{1}{m} \int_{0}^{1} \frac{|u z|}{a} d x+\int_{0}^{1}\left|u^{\prime} z^{\prime}\right| d x \leq \frac{1}{m}\|u\|_{L_{\frac{1}{a}}^{2}(0,1)}\|v\|_{L_{\frac{1}{a}}^{2}(0,1)}+\left\|u^{\prime}\right\|_{L^{2}(0,1)}\left\|v^{\prime}\right\|_{L^{2}(0,1)} \\
& \leq \max \left\{\frac{1}{m}, 1\right\}\|u\|_{1, \frac{1}{a}}\|z\|_{1, \frac{1}{a}}, \forall u, z \in H_{\frac{1}{a}}^{1}(0,1)
\end{aligned}
$$

Hence, $L$ is continuous and by the Lax-Milgram Theorem, we conclude that $\exists$ ! $u \in H_{\frac{1}{a}}^{1}(0,1)$ such that

$$
\begin{aligned}
& L(u, z)=F(z), \forall z \in H_{\frac{1}{a}}^{1}(0,1) \\
\Leftrightarrow & \int_{0}^{1} \frac{u z}{a b} d x+\int_{0}^{1} u^{\prime} z^{\prime} d x=\int_{0}^{1} \frac{f z}{a b} d x, \forall z \in H_{\frac{1}{a}}^{1}(0,1), \\
\Leftrightarrow & \int_{0}^{1} u^{\prime} z^{\prime} d x=\int_{0}^{1} \frac{(f-u) z}{a b} d x, \forall z \in H_{\frac{1}{a}}^{1}(0,1)
\end{aligned}
$$

In particular, this equality holds for all $z \in C_{c}^{\infty}(0,1)$, hence $u^{\prime \prime}=\frac{(f-u)}{a b}$ a.e in $[0,1]$ and $\mathcal{A}_{1}(t) u=b a u^{\prime \prime}=f-u \in L_{\frac{1}{a}}^{2}(0,1)$. Thus, $u \in D\left(\mathcal{A}_{1}(t)\right)=H_{\frac{1}{a}}^{2}(0,1)$.
As a consequence $\left(\mathcal{A}_{1}(t), D\left(\mathcal{A}_{1}(t)\right)\right)$ generates a strongly continuous semigroup on $L_{\frac{1}{a}}^{2}(0,1)$. Analogously for $\left(\mathcal{A}_{2}(t), D\left(\mathcal{A}_{2}(t)\right)\right)$.

Thus, the first part of $\left(H_{3}\right)$ follows by Proposition 3.3. For the second part of $\left(H_{3}\right)$, it remains to prove that, for any $t \geq 0, \mathscr{A}_{i}=\left\{\mathcal{A}_{i}(t)\right\}_{t \in[0, T]}$ is a stable family of $\mathrm{C}_{0}$-semigroup generators with stability constants $C$ and $p$. Indeed, by [18, Corollary 3.20], $\mathcal{A}_{i}(t)$ is the infinitesimal generator of a contraction semigroup on $H$ with respect to $\|\cdot\|_{t}$, which means that $\left\|e^{s \mathcal{A}_{i}(t)} u\right\|_{t} \leq\|u\|_{t}, i=$ $1,2, \forall u \in H$ and for all $s \geq 0$. Now, we have that

$$
\frac{d}{d t}\|u\|_{t}^{2}=\frac{d}{d t}\left(b(t)\|u\|_{H}^{2}\right)=\dot{b}(t)\|u\|_{H}^{2} \leq \frac{\|\dot{b}\|_{\infty, T}}{m}\|u\|_{t}^{2}, \quad \forall u \in H
$$

By the Gronwall inequality, one has

$$
\|u\|_{t}^{2} \leq\|u\|_{s}^{2} e_{s}^{t} C_{b} d \tau=\|u\|_{s}^{2} e^{(t-s) C_{b}}, \quad \forall t \geq s \geq 0 \text { and } \forall u \in H
$$

where $C_{b}=\frac{\|\dot{b}\|_{\infty, T}}{m}$. Then, we get $\|u\|_{t} \leq\|u\|_{s} e^{\frac{C_{b}}{2}(t-s)}, \forall t \geq s \geq 0$ and $\forall u \in H$. Thanks to [42, Proposition 1.1], we obtain the desired result.

Now, it remains to prove $\left(H_{4}\right)$. Since $\mathcal{A}_{i}(t) u=b(t) A_{i} u, i=1,2$, we have that $\frac{\partial \mathcal{A}_{i}(t)}{\partial t} u=$ $\dot{b}(t) A_{i} u, \forall u \in D\left(\mathcal{A}_{i}(t)\right), i=1,2$. Hence,

$$
\left\|\frac{\partial \mathcal{A}_{i}(t)}{\partial t} u\right\|_{H}^{2}=\left\|\dot{b}(t) A_{i} u\right\|_{H}^{2} \leq\|\dot{b}\|_{\infty, T}^{2}\left\|A_{i} u\right\|_{H}^{2}, \quad i=1,2
$$

thus $\left\|\frac{\partial \mathcal{A}_{i}(t)}{\partial t} u\right\|_{H} \leq\|\dot{b}\|_{\infty, T}\left\|A_{i} u\right\|_{H}$, for all $u \in D\left(\mathcal{A}_{i}(t)\right), i=1,2$. This shows that $\frac{\partial \mathcal{A}(t)}{\partial t} u \in$ $L_{*}^{\infty}\left(0, T ; B\left(D(\mathcal{A}(0)), L_{\frac{1}{a}}^{2}(0,1)\right)\right)$.

Hence, by Kato's Theorem, we conclude that $\forall u_{0} \in H$, the problem $\left(\mathrm{CP}_{i}\right), i=1,2$, has a unique solution $u \in C([0, T] ; H)$. Moreover, if $u_{0} \in D\left(\mathcal{A}_{i}(t)\right)=D\left(A_{i}\right)$, then $u \in C\left([0, T] ; D\left(A_{i}\right)\right) \cap$ $C^{1}([0, T] ; H), i=1,2$.

### 3.2 The non-homogeneous non-autonomous Cauchy problem

Now, we consider the non-homogeneous case, which means $f \neq 0$.
Theorem 3.4. Assume $a(\mathrm{WD})$ or $(\mathrm{SD})$ at $x_{0} \in\{0,1\}$ and $b \in W^{1, \infty}(0, T)$ a strictly positive function. If $f \in L^{2}(0, T ; H)$ and $u_{0} \in H$, then there exists a unique solution $u \in C([0, T] ; H)$ of $\left(\mathrm{nhCP}_{i}\right)$, and the following inequality holds

$$
\begin{equation*}
\sup _{t \in[0, T]}\|u(t)\|_{H}^{2} \leq C_{T}\left(\left\|u_{0}\right\|_{H}^{2}+\|f\|_{L^{2}(0, T ; H)}^{2}\right) \tag{3.6}
\end{equation*}
$$

for a positive constant $C_{T}$. In addition, if $f \in W^{1,1}(0, T ; H) \cap L^{2}\left(0, T ; D\left(A_{i}\right)\right)$ and $u_{0} \in D\left(A_{i}\right)$, then $u \in C\left([0, T] ; D\left(A_{i}\right)\right) \cap C^{1}([0, T] ; H) \subseteq L^{2}\left(0, T ; D\left(A_{i}\right)\right) \cap C\left([0, T] ; K_{i}\right) \cap H^{1}(0, T ; H), i=1,2$, and we have

$$
\begin{align*}
& \sup _{t \in[0, T]}\left(\|u(t)\|_{H_{\frac{1}{a}}^{1}(0,1)}^{2}\right)+\int_{0}^{T}\left(\left\|u_{t}\right\|_{L_{\frac{1}{a}}^{2}(0,1)}^{2}+\left\|a u_{x x}(t)\right\|_{L_{\frac{1}{a}}^{2}(0,1)}^{2}\right) d t \\
& \leq C\left(\left\|u_{0}\right\|_{H_{\frac{1}{a}}^{1}(0,1)}^{2}+\|f\|_{L^{2}\left(0, T ; L_{\frac{1}{a}}^{2}(0,1)\right)}^{2}\right) \text {, if } i=1, \\
& \text { or }  \tag{3.7}\\
& \sup _{t \in[0, T]}\left(\|u(t)\|_{H_{a}^{1}(0,1)}^{2}\right)+\int_{0}^{T}\left(\left\|u_{t}\right\|_{L^{2}(0,1)}^{2}+\left\|\left(a u_{x}\right)_{x}(t)\right\|_{L^{2}(0,1)}^{2}\right) d t \\
& \leq C\left(\left\|u_{0}\right\|_{\left.H_{a}^{1} 0,1\right)}^{2}+\|f\|_{L^{2}\left(0, T ; L^{2}(0,1)\right)}^{2}\right), \text { if } i=2 .
\end{align*}
$$

We postpone the proof to the Appendix. Clearly, the previous theorem and Theorem 3.1 hold also if we consider a general interval $[A, B], A<B$ and $a(A)=0$ or $a(B)=0$.

## 4 Carleman estimates, observability inequalities and nullcontrollability

It is known that null-controllability for a linear parabolic system is equivalent to the observability for the associated homogeneous adjoint problem (see, for example, [26] or [33]). This equivalence holds also for the considered non-autonomous problems if (3.7) holds (one can proceed as in [33, Theorem 1.3]). Thus, the idea is to prove that the homogeneous adjoint problems of $\left(\mathrm{P}_{i}\right), i=1,2$, are observable via Carleman estimates. To this aim, we need to introduce the following weight function

$$
\begin{equation*}
\theta(t)=\frac{1}{[t(T-t)]^{4}} \tag{4.1}
\end{equation*}
$$

Clearly $\theta(t) \rightarrow 0$ when $t \rightarrow 0^{+}$or $t \rightarrow T^{-}$. Moreover, there exists a constant $\rho>0$ such that

$$
\begin{equation*}
\left|\theta^{2} \dot{\theta}\right| \leq \rho \theta^{\frac{3}{2}}, \quad|\theta \dot{\theta}| \leq \rho \theta^{3}, \quad \theta^{\mu} \leq \rho \theta^{\nu}(\text { for } 0<\mu<\nu) \quad \text { and } \quad|\ddot{\theta}| \leq \rho \theta^{3 / 2} \leq \rho^{2} \theta^{3} \tag{4.2}
\end{equation*}
$$

Remark 4.1. It would be interesting to point out that a weight function may be used in calculus or engineering applications [37] including: weighting for accuracy (by giving greater weight to more accurate measurements), compensating for bias (by giving greater weight to measurements known to be less biased), and accounting for significance (in engineering applications, a weighting function may simply reflect the relative influence of various applied forces).

As in [1], we also define the function

$$
\begin{equation*}
\varphi(t, x):=\theta(t) \psi(x) \tag{4.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi(x):=C_{1}\left(\int_{0}^{x} \frac{y-x_{0}}{a(y)} d y-C_{2}\right) \tag{4.4}
\end{equation*}
$$

$x_{0} \in\{0,1\}$ is the degeneracy point, $C_{1}$ and $C_{2}$ are positive constants such that $C_{2}>\frac{1}{a(1)\left(2-K_{0}\right)}$, if $x_{0}=0$, and $C_{2}>\frac{1}{a(0)\left(2-K_{1}\right)}$, if $x_{0}=1$; the constant $C_{1}$ will be chosen later.

### 4.1 The non-homogeneous problem in non-divergence form: the case $a(0)=0$.

In this subsection, we will prove a Carleman estimate for the non-homogeneous adjoint problem associated to $\left(P_{1}\right)$, i.e.

$$
\begin{cases}v_{t}+b(t) a(x) v_{x x}=h, & (t, x) \in Q_{T}  \tag{4.5}\\ v(t, 1)=v(t, 0)=0, & t \in(0, T)\end{cases}
$$

As a consequence, we obtain an observability inequality for (4.5) when $h \equiv 0$ and, hence, nullcontrollability for $\left(P_{1}\right)$. For the following, we need an additional assumption on the function $a$. In particular, we require the next hypothesis.
Hypothesis 4.2. Assume a (WD) or (SD) at 0 and such that

$$
\begin{equation*}
\left(\frac{x a^{\prime}}{a}\right)^{\prime} \in L^{\infty}(0,1) \tag{4.6}
\end{equation*}
$$

Observe that (4.6) is clearly satisfied by the prototype function $a(x)=x^{K}$, even if $K \in(0,1)$.
Theorem 4.3. Assume Hypothesis 4.2, $b \in W^{1, \infty}(0, T)$ a strictly positive function and $h \in L_{\frac{1}{a}}^{2}\left(Q_{T}\right)$. Then, there exist two positive constants $C$ and $s_{0}$ such that every solution $v$ of (4.5) in

$$
\mathcal{U}:=L^{2}\left(0, T ; H_{\frac{1}{a}}^{2}(0,1)\right) \cap H^{1}\left(0, T ; H_{\frac{1}{a}}^{1}(0,1)\right)
$$

satisfies

$$
\begin{equation*}
\int_{Q_{T}}\left(s \theta v_{x}^{2} b^{2}+s^{3} \theta^{3}\left(\frac{x}{a}\right)^{2} v^{2} b^{2}\right) e^{2 s \varphi} d x d t \leq C \int_{Q_{T}} h^{2} \frac{e^{2 s \varphi}}{a} d x d t+s C \int_{0}^{T}\left[\theta v_{x}^{2} e^{2 s \varphi} b^{2}\right](t, 1) d t, \tag{4.7}
\end{equation*}
$$

for all $s \geq s_{0}$. Here $L_{\frac{1}{a}}^{2}\left(Q_{T}\right):=L^{2}\left(0, T ; L_{\frac{1}{a}}^{2}(0,1)\right)$.
Observe that if $b(t) \equiv 1$, we obtain exactly the same Carleman estimate given in $[8$, Theorem 3.3], but here we improve the result since the assumptions on $a$ are more general. For this reason, we rewrite the proof, even if the computations are similar to the ones of [8]. Moreover we underline that the presence of the term $b(t)$ leads to new terms that we have to estimate.

To prove Theorem 4.3, we introduce the function

$$
\begin{equation*}
w(t, x):=e^{s \varphi(t, x)} v(t, x), \tag{4.8}
\end{equation*}
$$

with $C_{1}=1\left(C_{1}\right.$ is the constant that appears in (4.4)); then, using the fact that $\varphi<0$, (4.5) can be rewritten as

$$
\begin{cases}\left(e^{-s \varphi} w\right)_{t}+b(t) a(x)\left(e^{-s \varphi} w\right)_{x x}=h, & (t, x) \in Q_{T},  \tag{4.9}\\ w(t, 1)=w(t, 0)=0, & t \in(0, T), \\ w(T, x)=w(0, x)=0, & x \in(0,1)\end{cases}
$$

Now, defining

$$
\begin{equation*}
L w:=w_{t}+b(t) a(x) w_{x x} \quad \text { and } \quad L_{s} w:=e^{s \varphi} L\left(e^{-s \varphi} w\right), \tag{4.10}
\end{equation*}
$$

the equation in (4.9) becomes

$$
L_{s} w=e^{s \varphi} h .
$$

The next results are crucial to prove Theorem 4.3.
Proposition 4.4. Assume the Hypotheses of Theorem 4.3. Then, the operator $L_{s} w$ can be written as

$$
L_{s} w=L_{s}^{+} w+L_{s}^{-} w,
$$

where $L_{s}^{+}$and $L_{s}^{-}$denote the (formal) self-adjoint and skew-adjoint parts of $L_{s}$. In our case, we have

$$
\left\{\begin{array}{l}
L_{s}^{+} w=b a w_{x x}-s \varphi_{t} w+s^{2} \varphi_{x}^{2} b a w,  \tag{4.11}\\
L_{s}^{-} w=w_{t}-2 s \varphi_{x} b a w_{x}-s b a \varphi_{x x} w .
\end{array}\right.
$$

Proof. Computing $L\left(e^{-s \varphi} w\right)$ one has

$$
\begin{align*}
& L\left(e^{-s \varphi} w\right)=\left(e^{-s \varphi} w\right)_{t}+b a\left(e^{-s \varphi} w\right)_{x x} \\
& =-s \varphi_{t} e^{-s \varphi} w+e^{-s \varphi} w_{t}+b a\left[-s \varphi_{x} e^{-s \varphi} w+e^{-s \varphi} w_{x}\right]_{x} \\
& =-s \varphi_{t} e^{-s \varphi} w+e^{-s \varphi} w_{t}+b a\left[-s \varphi_{x x} e^{-s \varphi} w+\left(-s \varphi_{x}\right)^{2} e^{-s \varphi} w-2 s \varphi_{x} e^{-s \varphi} w_{x}+e^{-s \varphi} w_{x x}\right]  \tag{4.12}\\
& =e^{-s \varphi}\left[-s \varphi_{t} w+w_{t}-b a s \varphi_{x x} w+b a\left(-s \varphi_{x}\right)^{2} w-b a 2 s \varphi_{x} w_{x}+b a w_{x x}\right]
\end{align*}
$$

Thus,

$$
\begin{equation*}
L_{s} w=-s \varphi_{t} w+w_{t}-s \varphi_{x x} b a w+s^{2} \varphi_{x}^{2} b a w-2 s \varphi_{x} b a w_{x}+b a w_{x x} \tag{4.13}
\end{equation*}
$$

Now, integrating by parts over $Q_{T}$, using the boundary conditions and thanks to (2.5) and (2.8), we can compute the adjoint operator $L_{s}^{*}$ as follows

$$
\begin{align*}
\left\langle L_{s}(w), v\right\rangle_{L_{\frac{1}{a}}^{2}\left(Q_{T}\right)}= & \int_{Q_{T}} \frac{L_{s}(w) v}{a} d x d t \\
= & -s \int_{Q_{T}} \frac{\varphi_{t}}{a} v w d x d t+\int_{Q_{T}} \frac{w_{t} v}{a} d x d t-s \int_{Q_{T}} b \varphi_{x x} v w d x d t \\
& +s^{2} \int_{Q_{T}} b \varphi_{x}^{2} v w d x d t-2 s \int_{Q_{T}} b \varphi_{x} v w_{x} d x d t+\int_{Q_{T}} b v w_{x x} d x d t  \tag{4.14}\\
= & -\int_{Q_{T}} \frac{v_{t} w}{a} d x d t+\left\langle w,-s \varphi_{t} v-s \varphi_{x x} b a v+s^{2} \varphi_{x} b a v\right\rangle_{L_{\frac{1}{a}}^{2}(Q)} \\
& +2 s \int_{Q_{T}} b\left(\varphi_{x} v\right)_{x} w d x d t+\int_{Q_{T}} b w v_{x x} d x d t \\
= & \left\langle w, L_{s}^{*} v\right\rangle_{L_{\frac{1}{a}}^{2}\left(Q_{T}\right)}
\end{align*}
$$

where $L_{s}^{*} v:=-s \varphi_{t} v-v_{t}-s \varphi_{x x} b a v+s^{2} \varphi_{x} b a v+2 s b\left(\varphi_{x} v\right)_{x} a+b v_{x x} a$. Thus, we can find

$$
\begin{equation*}
L_{s}^{+} w=\frac{L_{s} w+L_{s}^{*} w}{2}=b a w_{x x}-s \varphi_{t} w+s^{2} \varphi_{x}^{2} b a w \tag{4.15}
\end{equation*}
$$

and

$$
\begin{equation*}
L_{s}^{-} w=\frac{L_{s} w-L_{s}^{*} w}{2}=w_{t}-2 s \varphi_{x} b a w_{x}-s b a \varphi_{x x} w \tag{4.16}
\end{equation*}
$$

Proposition 4.5. Assume the Hypotheses of Theorem 4.3. Then, the following identity holds

$$
\begin{equation*}
\left\langle L_{s}^{+} w, L_{s}^{-} w\right\rangle_{L_{\frac{1}{a}}^{2}\left(Q_{T}\right)}=(D . T .)+(B . T .) \tag{4.17}
\end{equation*}
$$

where

$$
\begin{align*}
(D . T .) & =\frac{1}{2} \int_{Q_{T}} \dot{b} w_{x}^{2} d x d t+s \int_{Q_{T}} b^{2}\left(a \varphi_{x}\right)_{x} w_{x}^{2} d x d t+s \int_{Q_{T}} b^{2}\left(a \varphi_{x x}\right)_{x} w w_{x} d x d t \\
& +s \int_{Q_{T}} b^{2} a \varphi_{x x} w_{x}^{2} d x d t+\frac{s}{2} \int_{Q_{T}} \varphi_{t t} \frac{w^{2}}{a} d x d t-\frac{s^{2}}{2} \int_{Q_{T}} \dot{b} \varphi_{x}^{2} w^{2} d x d t  \tag{4.18}\\
& -2 s^{2} \int_{Q_{T}} b \varphi_{x} \varphi_{t x} w^{2} d x d t+s^{3} \int_{Q_{T}} b^{2}\left(a^{\prime} \varphi_{x}^{3}+2 a \varphi_{x}^{2} \varphi_{x x}\right) w^{2} d x d t
\end{align*}
$$

and

$$
\begin{equation*}
(B . T .)=-s \int_{0}^{T} \theta(t) b^{2}(t) w_{x}^{2}(t, 1) d t \tag{4.19}
\end{equation*}
$$

Proof. Clearly,

$$
\begin{align*}
\left\langle L_{s}^{+} w, L_{s}^{-} w\right\rangle_{L_{\frac{1}{a}}^{2}\left(Q_{T}\right)} & =\left\langle b a w_{x x}-s \varphi_{t} w+s^{2} \varphi_{x}^{2} a b w, L_{s}^{-} w\right\rangle_{L_{\frac{1}{a}}^{2}\left(Q_{T}\right)} \\
& =\left\langle b a w_{x x}, L_{s}^{-} w\right\rangle_{L_{\frac{1}{a}}^{2}\left(Q_{T}\right)}+\left\langle-s \varphi_{t} w+s^{2} \varphi_{x}^{2} a b w, L_{s}^{-} w\right\rangle_{L_{\frac{1}{a}}^{2}\left(Q_{T}\right)} \tag{4.20}
\end{align*}
$$

As in [8], integrating by parts, and using the boundary conditions given in (4.9), one has

$$
\begin{aligned}
\left\langle b a w_{x x}, L_{s}^{-} w\right\rangle_{L_{\frac{1}{a}}^{2}\left(Q_{T}\right)}= & -\frac{1}{2} \int_{Q_{T}} b\left(w_{x}^{2}\right)_{t} d x d t-s \int_{Q_{T}} b^{2} a \varphi_{x}\left(w_{x}^{2}\right)_{x} d x d t-\left.s \int_{0}^{T} b^{2} a \varphi_{x x} w w_{x}\right|_{0} ^{1} d t \\
& +s \int_{Q_{T}} b^{2}\left(a \varphi_{x x} w\right)_{x} w_{x} d x d t \\
= & \frac{1}{2} \int_{Q_{T}} \dot{b} w_{x}^{2} d x d t-\left.s \int_{0}^{T} b^{2} a \varphi_{x} w_{x}^{2}\right|_{0} ^{1} d t+s \int_{Q_{T}} b^{2}\left(a \varphi_{x}\right)_{x} w_{x}^{2} d x d t \\
& +s \int_{Q_{T}} b^{2}\left(a \varphi_{x x}\right)_{x} w w_{x} d x d t+s \int_{Q_{T}} b^{2} a \varphi_{x x} w_{x}^{2} d x d t
\end{aligned}
$$

Clearly, one has that $\left.s \int_{0}^{T} b^{2} a \varphi_{x} w_{x}^{2}\right|_{0} ^{1} d t=\left.s \int_{0}^{T} b^{2} \theta x w_{x}^{2}\right|_{0} ^{1} d t=s \int_{0}^{T} b^{2}(t) \theta(t) w_{x}^{2}(t, 1) d t$.
Moreover,

$$
\begin{aligned}
&\langle \left.-s \varphi_{t} w+s^{2} \varphi_{x}^{2} a b w, L_{s}^{-} w\right\rangle_{L_{\frac{1}{a}}^{2}\left(Q_{T}\right)}=\int_{Q_{T}}\left(-s \varphi_{t} w+s^{2} \varphi_{x}^{2} a b w\right) \frac{1}{a}\left(w_{t}-2 s b a \varphi_{x} w_{x}-s b a \varphi_{x x} w\right) d x d t \\
&= \frac{1}{2} \int_{Q_{T}}-\frac{s}{a} \varphi_{t}\left(w^{2}\right)_{t} d x d t+\frac{1}{2} \int_{Q_{T}} b s^{2} \varphi_{x}^{2}\left(w^{2}\right)_{t} d x d t-s \int_{Q_{T}} b\left(w^{2}\right)_{x}\left(-s \varphi_{t} \varphi_{x}+s^{2} \varphi_{x}^{3} a b\right) d x d t \\
&-s \int_{Q_{T}} b \varphi_{x x} w^{2}\left(-s \varphi_{t}+s^{2} \varphi_{x}^{2} a b\right) d x d t \\
&=\left.\int_{0}^{1}\left(-\frac{s}{2} \frac{\varphi_{t}}{a}+\frac{s^{2}}{2} \varphi_{x}^{2} b\right) w^{2}\right|_{0} ^{T} d x+\frac{s}{2} \int_{Q_{T}} \varphi_{t t} \frac{w^{2}}{a} d x d t-\frac{s^{2}}{2} \int_{Q_{T}}\left(\varphi_{x}^{2} b\right)_{t} w^{2} d x d t+\left.\int_{0}^{T} b s^{2} \varphi_{x} \varphi_{t} w^{2}\right|_{0} ^{1} d t \\
&-\left.s^{3} \int_{0}^{T} b \varphi_{x}^{3} a b w^{2}\right|_{0} ^{1} d t-s^{2} \int_{Q_{T}} b w^{2}\left(\varphi_{t} \varphi_{x}\right)_{x} d x d t+s^{3} \int_{Q_{T}} b^{2}\left(a \varphi_{x}^{3}\right)_{x} w^{2} d x d t+s^{2} \int_{Q_{T}} b \varphi_{x x} \varphi_{t} w^{2} d x d t \\
&-s^{3} \int_{Q_{T}} b^{2} \varphi_{x x} \varphi_{x}^{2} a w^{2} d x d t \\
&=\frac{s}{2} \int_{Q_{T}} \frac{\varphi_{t t} w^{2}}{a} d x d t-\frac{s^{2}}{2} \int_{Q_{T}} \dot{b} \varphi_{x}^{2} w^{2} d x d t-2 s^{2} \int_{Q_{T}} b \varphi_{x} \varphi_{t x} w^{2} d x d t+s^{3} \int_{Q_{T}} b^{2}\left(a^{\prime} \varphi_{x}^{3}+2 a \varphi_{x}^{2} \varphi_{x x}\right) w^{2} d x d t
\end{aligned}
$$

Proposition 4.6. Assume the Hypotheses of Theorem 4.3. Then, there exists $s_{0}>0$ large enough and $c>0$ such that the distributed terms in (4.22) can be estimated in the following way

$$
\begin{equation*}
(D . T .) \geq c \int_{Q_{T}}\left(s \theta b^{2} w_{x}^{2}+s^{3} \theta^{3} b^{2}\left(\frac{x}{a}\right)^{2} w^{2}\right) d x d t \tag{4.21}
\end{equation*}
$$

for all $s \geq s_{0}$.
Proof. Using the definition of $\varphi$ and $\psi$, the distributed terms become

$$
\begin{align*}
(D . T .) & =\int_{Q_{T}} w_{x}^{2}\left(\frac{\dot{b}}{2}+s b^{2} \theta+s b^{2} \theta\left(1-\frac{x a^{\prime}}{a}\right)\right) d x d t+s \int_{Q_{T}} b^{2} \theta\left(a \psi^{\prime \prime}\right)^{\prime} w w_{x} d x d t \\
& +\frac{s}{2} \int_{Q_{T}} \ddot{\theta} \frac{\psi}{a} w^{2} d x d t-\frac{s^{2}}{2} \int_{Q_{T}} \dot{b} \theta^{2} \frac{x^{2}}{a^{2}} w^{2} d x d t-2 s^{2} \int_{Q_{T}} b \theta \dot{\theta} \frac{x^{2}}{a^{2}} w^{2} d x d t  \tag{4.22}\\
& +s^{3} \int_{Q_{T}} b^{2}\left(a^{\prime} \theta^{3} \frac{x^{3}}{a^{3}}+2 \theta^{3} \frac{x^{2}}{a^{2}}\left(1-\frac{x a^{\prime}}{a}\right)\right) w^{2} d x d t .
\end{align*}
$$

Using the fact that $x a^{\prime} \leq K_{0} a$ for all $x \in[0,1]$ (recall that $K_{0}$ is the constant that appears in

Definition 1.1 associated to the function $a$ with $x_{0}=0$ ), we obtain

$$
\begin{align*}
(D . T) & \geq \int_{Q_{T}} w_{x}^{2}\left(\frac{\dot{b}}{2}+s\left(2-K_{0}\right) b^{2} \theta\right) d x d t+s \int_{Q_{T}} w w_{x} b^{2} \theta\left(a \psi^{\prime \prime}\right)^{\prime} d x d t+\frac{s}{2} \int_{Q_{T}} \ddot{\theta} \frac{\psi}{a} w^{2} d x d t \\
& -s^{2} \int_{Q_{T}} w^{2}\left(\frac{x}{a}\right)^{2}\left(\frac{\dot{b}}{2} \theta^{2}+2 b \theta \dot{\theta}\right) d x d t+s^{3}\left(2-K_{0}\right) \int_{Q_{T}} b^{2} \theta^{3}\left(\frac{x}{a}\right)^{2} w^{2} d x d t . \tag{4.23}
\end{align*}
$$

Since, $\left|\left(a \psi^{\prime \prime}\right)^{\prime}\right|=\left|\left[a\left(\frac{x}{a}\right)^{\prime}\right]^{\prime}\right| \leq C_{3}:=\left\|\left(\frac{x a^{\prime}}{a}\right)^{\prime}\right\|_{\infty, 1}$, as in [32] and using (4.2), the Young and the Hardy inequalities, one has

$$
\begin{align*}
\left|s \int_{Q_{T}} b^{2} w w_{x} \theta\left(a \psi^{\prime \prime}\right)^{\prime} d x d t\right| & \leq \frac{s \varepsilon}{2} \int_{Q_{T}} b^{2} \theta\left|\left(a \psi^{\prime \prime}\right)^{\prime}\right|^{2} w^{2} d x d t+\frac{s}{2 \varepsilon} \int_{Q_{T}} b^{2} \theta w_{x}^{2} d x d t \\
& \leq s A_{\varepsilon} \int_{Q_{T}} b^{2} \frac{\theta w^{2}}{a} d x d t+\frac{s}{2 \varepsilon} \int_{Q_{T}} b^{2} \theta w_{x}^{2} d x d t \\
& =s A_{\varepsilon} \int_{Q_{T}}\left(b^{2} \frac{\theta}{\gamma}\left(\frac{x}{a}\right)^{2} w^{2}\right)^{\frac{1}{2}}\left(b^{2} \theta \gamma \frac{w^{2}}{x^{2}}\right)^{\frac{1}{2}} d x d t+\frac{s}{2 \varepsilon} \int_{Q_{T}} b^{2} \theta w_{x}^{2} d x d t \\
& \leq s A_{\varepsilon} \rho \int_{Q_{T}} b^{2} \frac{\theta^{3}}{\gamma}\left(\frac{x}{a}\right)^{2} w^{2} d x d t+s A_{\varepsilon} \gamma \int_{Q_{T}} b^{2} \theta \frac{w^{2}}{x^{2}} d x d t+\frac{s}{2 \varepsilon} \int_{Q_{T}} b^{2} \theta w_{x}^{2} d x d t \\
& \leq \frac{s A_{\varepsilon} \rho}{\gamma} \int_{Q_{T}} b^{2} \theta^{3}\left(\frac{x}{a}\right)^{2} w^{2} d x d t+\left[4 s A_{\varepsilon} \gamma+\frac{s}{2 \varepsilon}\right] \int_{Q_{T}} b^{2} \theta w_{x}^{2} d x d t, \tag{4.24}
\end{align*}
$$

with $A_{\varepsilon}=\frac{\varepsilon}{2} C_{3}^{2} \max _{x \in[0,1]} a$, for $\varepsilon>0$ and $\gamma>0$. Hence, by (4.2)

$$
\begin{align*}
(D . T) & \geq \int_{Q_{T}} w_{x}^{2}\left(\frac{\dot{b}}{2}+s\left(2-K_{0}\right) b^{2} \theta\right) d x d t-\frac{s}{2} \rho \int_{Q_{T}} \theta^{\frac{3}{2}} \frac{\psi}{a} w^{2} d x d t \\
& -s^{2} \int_{Q_{T}} w^{2}\left(\frac{x}{a}\right)^{2}\left(\frac{\dot{b}}{2} \theta^{2}+2 b \theta \dot{\theta}\right) d x d t+s^{3}\left(2-K_{0}\right) \int_{Q_{T}} b^{2} \theta^{3}\left(\frac{x}{a}\right)^{2} w^{2} d x d t  \tag{4.25}\\
& -\frac{s A_{\varepsilon} \rho}{\gamma} \int_{Q_{T}} b^{2} \theta^{3}\left(\frac{x}{a}\right)^{2} w^{2} d x d t-\left[4 s A_{\varepsilon} \gamma+\frac{s}{2 \varepsilon}\right] \int_{Q_{T}} b^{2} \theta w_{x}^{2} d x d t
\end{align*}
$$

Now, for $\sigma>0$, using the Young and the Hardy inequalities, we have

$$
\begin{aligned}
\left|\frac{s}{2} \rho \int_{Q_{T}} \theta^{\frac{3}{2}} \frac{\psi}{a} w^{2} d x d t\right| & \leq \frac{s}{2} \rho B_{0} \int_{Q_{T}} \theta^{\frac{3}{2}} \frac{w^{2}}{a} d x d t \\
& =\frac{s}{2} \rho B_{0} \int_{Q_{T}}\left(\frac{1}{\sigma} \theta^{2}\left(\frac{x}{a}\right)^{2} w^{2}\right)^{\frac{1}{2}}\left(\sigma \frac{\theta}{x^{2}} w^{2}\right)^{\frac{1}{2}} d x d t \\
& \leq \frac{s \rho B_{0}}{2 \sigma} \int_{Q_{T}} \theta^{2}\left(\frac{x}{a}\right)^{2} w^{2} d x d t+\frac{s}{2} \rho B_{0} \sigma \int_{Q_{T}} \frac{\theta}{x^{2}} w^{2} d x d t \\
& \leq \frac{s}{2} B_{0} \rho^{2} \frac{1}{\sigma m^{2}} \int_{Q_{T}} b^{2} \theta^{3}\left(\frac{x}{a}\right)^{2} w^{2} d x d t+s \rho \sigma \frac{2 B_{0}}{m^{2}} \int_{0}^{1} b^{2} \theta w_{x}^{2} d x d t .
\end{aligned}
$$

with $B_{0}=\frac{1}{a(1)\left(2-K_{0}\right)}+C_{2}$. Moreover, by (3.4) and (4.2), one has

$$
\begin{equation*}
|\dot{b}(t)| \leq \frac{\|\dot{b}\|_{\infty, T}}{m^{2}} b^{2}(t), \quad \forall t \in[0, T] \tag{4.26}
\end{equation*}
$$

thus,

$$
\begin{aligned}
& \left|s^{2} \int_{Q_{T}} w^{2}\left(\frac{x}{a}\right)^{2}\left(\frac{\dot{b}}{2} \theta^{2}+2 b \theta \dot{\theta}\right) d x d t\right| \\
& \leq \frac{s^{2}}{2} \frac{\|\dot{b}\|_{\infty, T}}{m^{2}} \rho \int_{Q_{T}} b^{2} \theta^{3}\left(\frac{x}{a}\right)^{2} w^{2} d x d t+2 \frac{s^{2}}{m} \rho \int_{Q_{T}} b^{2} \theta^{3}\left(\frac{x}{a}\right)^{2} w^{2} d x d t .
\end{aligned}
$$

Hence, by (4.23) and the previous estimates, one has

$$
\begin{align*}
(D . T) & \geq \int_{Q_{T}} w_{x}^{2}\left(\frac{\dot{b}}{2}+s\left(2-K_{0}\right) b^{2} \theta\right) d x d t-s\left(4 A_{\varepsilon} \gamma+\frac{1}{2 \varepsilon}+\frac{2 B_{0} \sigma}{m^{2}} \rho\right) \int_{Q_{T}} b^{2} \theta w_{x}^{2} d x d t \\
& +\left[s^{3}\left(2-K_{0}\right)-\frac{s}{2} \frac{\rho^{2} B_{0}}{\sigma m^{2}}-\frac{s^{2}}{2} \frac{\|\dot{b}\|_{\infty, T}}{m^{2}} \rho-2 \frac{s^{2}}{m} \rho-\frac{s A_{\varepsilon}}{\gamma} \rho\right] \int_{Q_{T}} b^{2} \theta^{3}\left(\frac{x}{a}\right)^{2} w^{2} d x d t \tag{4.27}
\end{align*}
$$

for $\varepsilon, \gamma, \sigma>0$. Now, consider the first integral into the previous inequality, it results

$$
\left|\int_{Q_{T}} w_{x}^{2} \frac{\dot{b}}{2} d x d t\right| \leq \frac{\|\dot{b}\|_{\infty, T}}{2 m^{2}}\left(\frac{T}{2}\right)^{8} \int_{Q_{T}} b^{2} \theta w_{x}^{2} d x d t
$$

Thus, for the distributed terms we obtain the following inequality

$$
\begin{equation*}
(D . T .) \geq\left(s\left(2-K_{0}\right)-\frac{\|\dot{b}\|_{\infty, T}}{2 m^{2}}\left(\frac{T}{2}\right)^{8}-\frac{s}{2 \varepsilon}-4 s A_{\varepsilon} \gamma-s \frac{2 B_{0} \sigma}{m^{2}} \rho\right) \int_{Q_{T}} b^{2} \theta w_{x}^{2} d x d t+D \tag{4.28}
\end{equation*}
$$

for all $\varepsilon, \gamma, \sigma>0$, where

$$
D:=\left(s^{3}\left(2-K_{0}\right)-\frac{s}{2} \frac{\rho^{2} B_{0}}{\sigma m^{2}}-\frac{s^{2}}{2} \frac{\|\dot{b}\|_{\infty, 1}+4 m}{m^{2}} \rho-s \frac{A_{\varepsilon}}{\gamma} \rho\right) \int_{Q_{T}} b^{2} \theta^{3}\left(\frac{x}{a}\right)^{2} w^{2} d x d t
$$

Choosing, for example, $\varepsilon=\frac{2}{2-K_{0}}, \gamma=\frac{\left(2-K_{0}\right)^{2}}{32 C_{3}^{2} \max _{x \in[0,1]} a}$ and $\sigma=\frac{\left(2-K_{0}\right) m^{2}}{32 B_{0} \rho}$, one has (4.21) for all $s \geq s_{0}$, with $s_{0}$ large enough and $c=\frac{2-K_{0}}{2}$. For example, as $s_{0}$ one can take

$$
\begin{gathered}
s_{0}:=\max \left\{\frac{\|\dot{b}\|_{\infty, T}}{2 m^{2}}\left(\frac{T}{2}\right)^{8} \frac{16}{2-K_{0}} ; \frac{2 \rho}{\left(2-K_{0}\right) m^{2}}\left(\|\dot{b}\|_{\infty, T}+4 m\right) ;\right. \\
\left.\left(\left(\frac{\rho B_{0}}{2 \sigma m^{2}}+\frac{A_{\varepsilon}}{\gamma}\right) \frac{2 m^{2}}{\|\dot{b}\|_{\infty, T}+4 m}\right)^{\frac{1}{2}}\right\} .
\end{gathered}
$$

Thanks to the previous Proposition and to (4.19), one can prove the Carleman estimate given in Theorem 4.3.

Proof of Theorem 4.3. Thanks to (4.17), one has

$$
(D . T .)+(B . T .)=\left\langle L_{s}^{+} w, L_{s}^{-} w\right\rangle_{L_{\frac{1}{a}}^{2}\left(Q_{T}\right)} \leq \frac{1}{2} \int_{Q_{T}} \frac{e^{2 s \varphi}}{a} h^{2} d x d t .
$$

Hence, by Proposition 4.6 and (4.19), one has that for all $s \geq s_{0}$

$$
\int_{Q_{T}}\left(s \theta b^{2} w_{x}^{2}+s^{3} \theta^{3} b^{2}\left(\frac{x}{a}\right)^{2} w^{2}\right) d x d t \leq \frac{1}{c} \int_{Q_{T}} \frac{e^{2 s \varphi}}{a} h^{2} d x d t+\frac{s}{c} \int_{0}^{T} \theta(t) b^{2}(t) w_{x}^{2}(t, 1) d t
$$

for a positive constant $c$. Thus, recalling the definition of $w=e^{s \varphi} v$, we have $v=w e^{-s \varphi}$ and $v_{x}=\left(w_{x}-s \varphi_{x} w\right) e^{-s \varphi}$. Using the previous inequality, one has that there exists a positive constant $C$ such that

$$
\begin{align*}
\int_{Q_{T}} s b^{2} \theta v_{x}^{2} e^{2 s \varphi} d x d t & +\int_{Q_{T}} s^{3} b^{2} \theta^{3}\left(\frac{x}{a}\right)^{2} v^{2} e^{2 s \varphi} d x d t \\
& \leq C\left(\int_{Q_{T}} \frac{h^{2} e^{2 s \varphi}}{a} d x d t+s \int_{0}^{T}\left[b^{2} \theta e^{2 s \varphi} v_{x}^{2}\right](t, 1) d t\right) \tag{4.29}
\end{align*}
$$

Observe that if we substitute the interval $[0,1]$ with a general interval $[A, B]$, with $a(A)=0$, then (4.7) becomes

$$
\begin{align*}
\int_{0}^{T} \int_{A}^{B}\left(s b^{2} \theta v_{x}^{2}\right. & \left.+s^{3} b^{2} \theta^{3}\left(\frac{x-A}{a}\right)^{2} v^{2} b^{2}\right) e^{2 s \varphi} d x d t \\
& \leq C \int_{0}^{T} \int_{A}^{B} h^{2} \frac{e^{2 s \varphi}}{a} d x d t+s C \int_{0}^{T}\left[b^{2} \theta(x-A) v_{x}^{2} e^{2 s \varphi}\right](t, B) d t \tag{4.30}
\end{align*}
$$

for all $s \geq s_{0}$. In this case, the function $\varphi$ is defined as in (4.3), but

$$
\begin{equation*}
\psi(x):=C_{1}\left(\int_{A}^{x} \frac{y-A}{a(y)} d y-C_{2}\right), \text { with } C_{1}=1 \text { and } C_{2}>\frac{(B-A)^{K_{A}}}{a(B)\left(2-K_{A}\right)} \tag{4.31}
\end{equation*}
$$

Now, thanks to the Carleman estimate given in Theorem 4.3, we can obtain the observability inequality for the homogeneous adjoint problem associated to $\left(P_{1}\right)$, i.e.

$$
\begin{cases}v_{t}+b(t) a(x) v_{x x}=0, & (t, x) \in Q_{T}  \tag{4.32}\\ v(t, 1)=v(t, 0)=0, & t \in(0, T) \\ v(T, x)=v_{T}(x) & \in L_{\frac{1}{a}}^{2}(0,1)\end{cases}
$$

In particular, we can prove the following observability inequality.
Proposition 4.7. Assume Hypothesis 4.2 and let $b \in W^{1, \infty}(0, T)$ a strictly positive function. Then, $\exists C_{T}>0$ such that every solution $v \in C\left([0, T] ; L_{\frac{1}{a}}^{2}(0,1)\right)$ of (4.32) satisfies

$$
\begin{equation*}
\int_{0}^{1} v^{2}(0, x) \frac{b^{2}(0)}{a(x)} d x \leq C_{T} \int_{0}^{T} \int_{\omega} v^{2}(t, x) \frac{b^{2}(t)}{a(x)} d x d t \tag{4.33}
\end{equation*}
$$

The proof of the previous result is similar to the one given in [8], so we postpone it to the Appendix. Clearly, by (3.5) and (4.33), we can obtain the classical observability inequality

$$
\begin{equation*}
\int_{0}^{1} v^{2}(0, x) \frac{1}{a(x)} d x \leq C_{T} \int_{0}^{T} \int_{\omega} v^{2}(t, x) \frac{1}{a(x)} d x d t \tag{4.34}
\end{equation*}
$$

for a positive constant $C_{T}$. Thanks to the equivalence between the observability inequality (4.34) and the null-controllability for $\left(P_{1}\right)$, one can prove the following theorem.

Theorem 4.8. Assume Hypothesis 4.2 and let $b \in W^{1, \infty}(0, T)$ a strictly positive function. Then, given $T>0$ and $u_{0} \in L_{\frac{1}{a}}^{2}(0,1)$, there exists $f \in L_{\frac{1}{a}}^{2}\left(Q_{T}\right)$ such that the solution $u$ of $\left(P_{1}\right)$ satisfies

$$
u(T, x)=0, \quad \forall x \in[0,1] .
$$

Moreover, there exists a positive constant $C$ such that

$$
\int_{0}^{T} \int_{\omega} \frac{f^{2}}{a} d x d t \leq C \int_{0}^{1} \frac{u_{0}^{2}}{a} d x
$$

### 4.2 The non-homogeneous problem in non-divergence form: the case $a(1)=0$.

In this subsection we will consider (4.5) where $a$ degenerates only at 1. Proceeding as for Theorem 4.3 one can prove the next Carleman and observability inequalities.

Hypothesis 4.9. Assume a (WD) or (SD) at 1 such that

$$
\begin{equation*}
\left(\frac{(1-x) a^{\prime}}{a}\right)^{\prime} \in L^{\infty}(0,1) . \tag{4.35}
\end{equation*}
$$

Theorem 4.10. Assume Hypothesis 4.9, $b \in W^{1, \infty}(0, T)$ a strictly positive function and $h \in$ $L_{\frac{1}{a}}^{2}\left(Q_{T}\right)$. Then, there exist two positive constants $C$ and $s_{0}$ such that every solution $v$ of (4.5) in

$$
\mathcal{U}:=L^{2}\left(0, T ; H_{\frac{1}{a}}^{2}(0,1)\right) \cap H^{1}\left(0, T ; H_{\frac{1}{a}}^{1}(0,1)\right)
$$

satisfies

$$
\begin{equation*}
\int_{Q_{T}}\left(s \theta v_{x}^{2} b^{2}+s^{3} \theta^{3}\left(\frac{x-1}{a}\right)^{2} v^{2} b^{2}\right) e^{2 s \varphi} d x d t \leq C \int_{Q_{T}} h^{2} \frac{e^{2 s \varphi}}{a} d x d t+s C \int_{0}^{T}\left[\theta v_{x}^{2} e^{2 s \varphi} b^{2}\right](t, 0) d t \tag{4.36}
\end{equation*}
$$

for all $s \geq s_{0}$.
Observe that, if $b(t) \equiv 1$, we obtain exactly the same Carleman estimate given in [8, Theorem 3.4], but as before, here we improve the result since the assumptions on $a$ are more general. Since the proof is similar to the one of Theorem 4.3, we omit it. Also in this case, if we substitute the interval $[0,1]$ with a general interval $[A, B]$, with $a(B)=0$, then (4.36) becomes

$$
\begin{align*}
\int_{0}^{T} \int_{A}^{B}\left(s \theta v_{x}^{2} b^{2}\right. & \left.+s^{3} \theta^{3}\left(\frac{x-B}{a}\right)^{2} v^{2} b^{2}\right) e^{2 s \varphi} d x d t  \tag{4.37}\\
& \leq C \int_{0}^{T} \int_{A}^{B} h^{2} \frac{e^{2 s \varphi}}{a} d x d t+s C \int_{0}^{T}\left[\theta(B-x) v_{x}^{2} e^{2 s \varphi} b^{2}\right](t, A) d t
\end{align*}
$$

for all $s \geq s_{0}$. In this case the function $\varphi$ is defined as in (4.3), but

$$
\begin{equation*}
\psi(x):=C_{1}\left(\int_{A}^{x} \frac{y-B}{a(y)} d y-C_{2}\right), \text { with } C_{1}=1 \text { and } C_{2}>\frac{(B-A)^{K_{B}}}{a(A)\left(2-K_{B}\right)} . \tag{4.38}
\end{equation*}
$$

Thanks to (4.36), one can prove that Propostion 4.7 and Theorem 4.8 still hold when $a$ degenerates only at 1 .

### 4.3 The non-homogeneous problem in divergence form: the case $a(0)=0$.

In this subsection, we will consider the divergence case. Since some computations are similar to the previous ones, we sketch them. As a first step, we will prove Carleman estimate for the nonhomogeneous adjoint problem associated to $\left(P_{2}\right)$, i.e.

$$
\begin{cases}v_{t}+b(t)\left(a(x) v_{x}\right)_{x}=h, & (t, x) \in Q_{T},  \tag{4.39}\\ v(t, 1)=0, & t \in(0, T), \\ \begin{cases}v(t, 0)=0, & \text { if } a(\mathrm{WD}) \text { at } 0, \\ \left(a v_{x}\right)(t, 0)=0, & \text { if } a(\mathrm{SD}) \text { at } 0,\end{cases} & t \in(0, T) .\end{cases}
$$

For the following, we need an additional assumption on the function $a$. In particular, we require the next hypothesis, which is the same as in [1].
Hypothesis 4.11. Assume a (WD) or (SD) at 0 , and if $K_{0} \geq 1$, we require the following condition

$$
\begin{cases}\exists \gamma \in\left(1, K_{0}\right] \text { such that } x \rightarrow \frac{a(x)}{x \gamma} \text { is non-decreasing near } 0, & \text { if } K_{0}>1,  \tag{4.40}\\ \exists \gamma \in(0,1) \text { such that } x \rightarrow \frac{a(x)}{x \gamma} \text { is non-decreasing near } 0, & \text { if } K_{0}=1 .\end{cases}
$$

For (4.39), the next Carleman estimate holds.
Theorem 4.12. Assume Hypothesis 4.11, $b \in W^{1, \infty}(0, T)$ a strictly positive function and $h \in$ $L^{2}\left(Q_{T}\right)$. Then, there exist two positive constants $C$ and $s_{0}$ such that every solution $v$ of (4.39) in

$$
\mathcal{V}:=L^{2}\left(0, T ; H_{a}^{2}(0,1)\right) \cap H^{1}\left(0, T ; H_{a}^{1}(0,1)\right)
$$

satisfies

$$
\begin{equation*}
\int_{Q_{T}}\left(s \theta v_{x}^{2} b^{2} a+s^{3} \theta^{3} \frac{x^{2}}{a} v^{2} b^{2}\right) e^{2 s \varphi} d x d t \leq C \int_{Q_{T}} h^{2} e^{2 s \varphi} d x d t+s C \int_{0}^{T}\left[\theta v_{x}^{2} e^{2 s \varphi} b^{2} a\right](t, 1) d t \tag{4.41}
\end{equation*}
$$

for all $s \geq s_{0}$. Here, $\theta$ and $\varphi$ are as in (4.1) and (4.3), respectively, and $L^{2}\left(Q_{T}\right):=L^{2}\left(0, T ; L^{2}(0,1)\right)$.
Also in this case, if $b(t) \equiv 1$, we obtain exactly the same Carleman estimate given in $[1$, Theorem 3.1]. Moreover, we underline that the additional assumption on $a$ in the strongly degenerate case is necessary to apply the Hardy-Poincar inequality proved in [1, Proposition 2.1]. Even if the computations are similar to the ones in [1], we repeat here the proof since the presence of the term $b(t)$ leads to new terms that we have to estimate.

In order to prove Theorem 4.12, as for the non-divergence case, we define $w$ as in (4.8). Hence, $w$ satisfies

$$
\begin{cases}\left(e^{-s \varphi} w\right)_{t}+b(t)\left(a(x)\left(e^{-s \varphi} w\right)_{x}\right)_{x}=h, & (t, x) \in Q_{T}  \tag{4.42}\\ w(t, 1)=0, & t \in(0, T) \\ \{w(t, 0)=0, \quad \text { if } a \text { is }(\mathrm{WD}) \text { at } 0, \\ \left(a w_{x}\right)(0)=0, \quad \text { if } a \text { is (SD) at } 0, & \\ w(T, x)=w(0, x)=0, & x \in(0,1)\end{cases}
$$

Moreover, setting

$$
L w:=w_{t}+b(t)\left(a(x) w_{x}\right)_{x} \quad \text { and } \quad L_{s} w:=e^{s \varphi} L\left(e^{-s \varphi} w\right)
$$

one can rewrite the equation in (4.42) as

$$
L_{s} w=h e^{s \varphi}
$$

In this case

$$
\begin{equation*}
L_{s}^{+} w=\frac{L_{s} w+L_{s}^{*} w}{2}=b\left(a w_{x}\right)_{x}-s \varphi_{t} w+s^{2} a b \varphi_{x}^{2} w \tag{4.43}
\end{equation*}
$$

and

$$
\begin{equation*}
L_{s}^{-} w=\frac{L_{s} w-L_{s}^{*} w}{2}=w_{t}-2 s b a \varphi_{x} w_{x}-s b\left(a \varphi_{x}\right)_{x} w \tag{4.44}
\end{equation*}
$$

and the following result holds.
Proposition 4.13. Assume the Hypotheses of Theorem 4.12. Then, the following identity holds

$$
\begin{equation*}
\left\langle L_{s}^{+} w, L_{s}^{-} w\right\rangle_{L^{2}\left(Q_{T}\right)}=(D . T .)+(B . T .) \tag{4.45}
\end{equation*}
$$

where

$$
\begin{align*}
(D . T .) & =\frac{s}{2} \int_{Q_{T}} \varphi_{t t} w^{2} d x d t+\frac{1}{2} \int_{Q_{T}} a \dot{b} w_{x}^{2} d x d t-\frac{s^{2}}{2} \int_{Q_{T}} a \dot{b} \varphi_{x}^{2} w^{2} d x d t \\
& +s \int_{Q_{T}} a b^{2}\left(a \varphi_{x}\right)_{x x} w w_{x} d x d t+s \int_{Q_{T}}\left(2 a \varphi_{x x}+a^{\prime} \varphi_{x}\right) a b^{2} w_{x}^{2} d x d t  \tag{4.46}\\
& -2 s^{2} \int_{Q_{T}} a b \varphi_{x} \varphi_{x t} w^{2} d x d t+s^{3} \int_{Q_{T}}\left(2 a \varphi_{x x}+a^{\prime} \varphi_{x}\right) a b^{2} \varphi_{x}^{2} w^{2} d x d t
\end{align*}
$$

and

$$
\begin{equation*}
(B . T .)=-s C_{1} a(1) \int_{0}^{T}\left(b^{2} \theta w_{x}^{2}\right)(t, 1) d t \tag{4.47}
\end{equation*}
$$

In particular, there exists $s_{0}>0$ large enough and $c>0$ such that the distributed terms in (4.46) can be estimated in the following way

$$
\begin{equation*}
(D . T .) \geq c\left(\int_{Q_{T}} s^{3} b^{2} \theta^{3} \frac{x^{2}}{a} w^{2} d x d t+\int_{Q_{T}} s b^{2} \theta a w_{x}^{2} d x d t\right) \tag{4.48}
\end{equation*}
$$

for all $s \geq s_{0}$.
Proof. As written before, some computations are similar to the ones in [1], but we repeat here for the reader's convenience since the presence of the function $b$ leads to additional terms. It results

$$
\begin{align*}
& \int_{Q_{T}} L_{s}^{+} w w_{t} d x d t=\int_{Q_{T}}\left(b\left(a w_{x}\right)_{x}-s \varphi_{t} w+s^{2} a b \varphi_{x}^{2} w\right) w_{t} d x d t \\
= & \int_{0}^{T}\left[a b w_{x} w_{t}\right]_{x=0}^{x=1} d t-\frac{1}{2} \int_{Q_{T}} a b\left(w_{x}^{2}\right)_{t} d x d t-\frac{s}{2} \int_{Q_{T}} \varphi_{t}\left(w^{2}\right)_{t} d x d t+\frac{s^{2}}{2} \int_{Q_{T}} b a \varphi_{x}^{2}\left(w^{2}\right)_{t} d x d t  \tag{4.49}\\
= & \frac{1}{2} \int_{Q_{T}} a \dot{b} w_{x}^{2} d x d t+\frac{s}{2} \int_{Q_{T}} \varphi_{t t} w^{2} d x d t-\frac{s^{2}}{2} \int_{Q_{T}} a \dot{b} \varphi_{x}^{2} w^{2} d x d t-s^{2} \int_{Q_{T}} a b \varphi_{x} \varphi_{x t} w^{2} d x d t .
\end{align*}
$$

In addition, we have

$$
\begin{aligned}
& \int_{Q_{T}} L_{s}^{+} w\left(-2 s a b \varphi_{x} w_{x}\right) d x d t=\int_{Q_{T}}\left(b\left(a w_{x}\right)_{x}-s \varphi_{t} w+s^{2} a b \varphi_{x}^{2} w\right)\left(-2 s a b \varphi_{x} w_{x}\right) d x d t \\
& =-s \int_{Q_{T}} b^{2} \varphi_{x}\left[\left(a w_{x}\right)^{2}\right]_{x} d x d t+s^{2} \int_{Q_{T}} a b \varphi_{t} \varphi_{x}\left(w^{2}\right)_{x} d x d t-s^{3} \int_{Q_{T}} a^{2} b^{2} \varphi_{x}^{3}\left(w^{2}\right)_{x} d x d t \\
& =-s \int_{0}^{T}\left[b^{2} \varphi_{x}\left(a w_{x}\right)^{2}\right](t, 1) d t-\int_{0}^{T}\left(-s b^{2} \varphi_{x}\left(a w_{x}\right)^{2}+s^{2} a b \varphi_{t} \varphi_{x} w^{2}-s^{3} a^{2} b^{2} \varphi_{x}^{3} w^{2}\right)(t, 0) d t \\
& +s \int_{Q_{T}} b^{2} \varphi_{x x}\left(a w_{x}\right)^{2} d x d t+s^{3} \int_{Q_{T}} a b^{2} \varphi_{x}\left(\left(a \varphi_{x}^{2}\right)_{x}+\varphi_{x}\left(a \varphi_{x}\right)_{x}\right) w^{2} d x d t \\
& -s^{2} \int_{Q_{T}} b\left(a \varphi_{t} \varphi_{x}\right)_{x} w^{2} d x d t,
\end{aligned}
$$

since $w(t, 1)=0$. Analogously,

$$
\begin{align*}
& \int_{Q_{T}} L_{s}^{+} w\left(-s b\left(a \varphi_{x}\right)_{x} w\right) d x d t=\int_{Q_{T}}\left(b\left(a w_{x}\right)_{x}-s \varphi_{t} w+s^{2} a b \varphi_{x}^{2} w\right)\left(-s b\left(a \varphi_{x}\right)_{x} w\right) d x d t \\
& =-\int_{0}^{T}\left(-s a b^{2} w_{x} w\left(a \varphi_{x}\right)_{x}\right)(t, 0) d t+s \int_{Q_{T}} a b^{2} w_{x}\left(\left(a \varphi_{x}\right)_{x x} w+\left(a \varphi_{x}\right)_{x} w_{x}\right) d x d t  \tag{4.51}\\
& +s^{2} \int_{Q_{T}} b\left(a \varphi_{x}\right)_{x} \varphi_{t} w^{2} d x d t-s^{3} \int_{Q_{T}} a b^{2} \varphi_{x}^{2}\left(a \varphi_{x}\right)_{x} w^{2} d x d t
\end{align*}
$$

Now, if $a$ is (WD) at 0 , then $a w_{x} \in H^{1}(0,1), w(t, 0)=0$, and, using the definition of $\varphi,(2.2)$ and the equality $a^{2} w_{x}^{2} \varphi_{x}=C_{1} a^{2} \theta w_{x} \frac{x}{a}$, one has that the boundary terms in (4.49)-(4.51) reduce to

$$
\begin{equation*}
(B . T .)=-s C_{1} a(1) \int_{0}^{T}\left(b^{2} \theta w_{x}^{2}\right)(t, 1) d t . \tag{4.52}
\end{equation*}
$$

Now, assume that $a$ is (SD) at 0 . Using the fact that $\left(a w_{x}\right)(t, 0)=0$, the equality $a \varphi_{x}=\theta a \psi^{\prime}=C_{1} \theta x$ and [1, Proposition 2.4], one has that the boundary terms in (4.49)-(4.51) give again (4.52).

Adding (4.49)-(4.51) and taking into account (4.52), (4.45) follows immediately. Now, it remains to prove (4.48). To this aim, observe that, thanks to the choice of $\psi(x)$, one has $2 a \psi^{\prime \prime}(x)+a^{\prime} \psi^{\prime}(x)=$ $C_{1} \frac{2 a-x a^{\prime}}{a}$ and $\left(a(x) \psi^{\prime}(x)\right)^{\prime \prime}=0$; hence, using the definition of $\varphi$, we rewrite the distributed term given in (4.46) as

$$
\begin{align*}
(D . T .) & =\frac{s}{2} \int_{Q_{T}} \ddot{\theta} \psi w^{2} d x d t+\frac{1}{2} \int_{Q_{T}} a \dot{b} w_{x}^{2} d x d t+s C_{1} \int_{Q_{T}} b^{2} \theta\left(2 a-x a^{\prime}\right) w_{x}^{2} d x d t \\
& +s^{3} C_{1}^{3} \int_{Q_{T}} b^{2} \theta^{3}\left(2 a-x a^{\prime}\right) \frac{x^{2}}{a^{2}} w^{2} d x d t-s^{2} C_{1}^{2} \int_{Q_{T}}\left(2 b \dot{\theta}+\frac{\dot{b} \theta}{2}\right) \theta \frac{x^{2}}{a} w^{2} d x d t . \tag{4.53}
\end{align*}
$$

By assumption and (4.2), one can estimate the previous terms in the following way

$$
\begin{aligned}
(D . T .) \geq & -\frac{s}{2} \rho \int_{Q_{T}} \theta^{\frac{3}{2}} \psi w^{2} d x d t+\frac{1}{2} \int_{Q_{T}} a \dot{b} w_{x}^{2} d x d t+s C_{1}\left(2-K_{0}\right) \int_{Q_{T}} b^{2} \theta a w_{x}^{2} d x d t \\
& +s^{3} C_{1}^{3}\left(2-K_{0}\right) \int_{Q_{T}} b^{2} \theta^{3} \frac{x^{2}}{a} w^{2} d x d t-s^{2} C_{1}^{2} \rho \int_{Q_{T}} 2 b \theta^{3} \frac{x^{2}}{a} w^{2} d x d t \\
& -s^{2} C_{1}^{2} \rho \int_{Q_{T}} \frac{\|\dot{b}\|_{\infty, T}}{2} \theta^{3} \frac{x^{2}}{a} w^{2} d x d t
\end{aligned}
$$

Observe that

$$
\begin{equation*}
\frac{1}{2}\left|\int_{Q_{T}} a \dot{b} w_{x}^{2} d x d t\right| \leq \frac{1}{2} \frac{\|\dot{b}\|_{\infty, T}}{m^{2}}\left(\frac{T}{2}\right)^{8} \int_{Q_{T}} a b \theta w_{x}^{2} d x d t \tag{4.54}
\end{equation*}
$$

On the other hand, we have

$$
\begin{align*}
\left|\frac{s}{2} \rho \int_{Q_{T}} \theta^{\frac{3}{2}} \psi w^{2} d x d t\right| & \leq \frac{s}{2} \rho \frac{C_{1}}{2-K_{0}} \int_{Q_{T}} \theta^{\frac{3}{2}} \frac{x^{2}}{a} w^{2} d x d t+\frac{s}{2} \rho C_{1} C_{2} \int_{Q_{T}} \theta^{\frac{3}{2}} w^{2} d x d t \\
& \leq \frac{s}{2} \rho \frac{C_{1}}{\left(2-K_{0}\right) m^{2}}\left(\frac{T}{2}\right)^{6} \int_{Q_{T}} b^{2} \theta^{3} \frac{x^{2}}{a} w^{2} d x d t+\frac{s}{2} \rho C_{1} C_{2} \int_{Q_{T}} \theta^{\frac{3}{2}} w^{2} d x d t \tag{4.55}
\end{align*}
$$

where $m$ is as in (3.4). Moreover, as in [1, Lemma 2.3], one has

$$
\begin{equation*}
\left|\frac{s}{2} \rho C_{1} C_{2} \int_{Q_{T}} \theta^{\frac{3}{2}} w^{2} d x d t\right| \leq \frac{\sigma \tilde{C} s}{2 m^{2}} \int_{Q_{T}} b^{2} \theta a w_{x}^{2} d x d t+\frac{\tilde{C} s}{2 \sigma m^{2}} \int_{Q_{T}} b^{2} \theta^{3} \frac{x^{2}}{a} w^{2} d x d t \tag{4.56}
\end{equation*}
$$

for positive constants $\sigma$ and $\tilde{C}$. Hence, by (4.26),

$$
\begin{align*}
(D . T .) \geq & \left(s^{3} C_{1}^{3}\left(2-K_{0}\right)-\frac{s}{2} \rho \frac{C_{1}}{\left(2-K_{0}\right) m^{2}}\left(\frac{T}{2}\right)^{6}-\frac{\tilde{C} s}{2 \sigma m^{2}}\right) \int_{Q_{T}} b^{2} \theta^{3} \frac{x^{2}}{a} w^{2} d x d t \\
& -\left(\frac{s^{2}}{2} C_{1}^{2} \rho \frac{\|\dot{b}\|_{\infty, T}}{m^{2}}+s^{2} C_{1}^{2} \rho \frac{2}{m}\right) \int_{Q_{T}} b^{2} \theta^{3} \frac{x^{2}}{a} w^{2} d x d t  \tag{4.57}\\
& +s\left(C_{1}\left(2-K_{0}\right)-\frac{\sigma \tilde{C}}{2 m^{2}}-\frac{\|\dot{b}\|_{\infty, T}}{2 m^{2}}\left(\frac{T}{2}\right)^{8}\right) \int_{Q_{T}} b^{2} \theta a w_{x}^{2} d x d t .
\end{align*}
$$

Choosing $C_{1}:=2 \frac{\|\dot{b}\|_{\infty, T}}{m^{2}}\left(\frac{T}{2}\right)^{8} \frac{1}{2-K_{0}}$, and $\sigma:=\frac{\|\dot{b}\|_{\infty, T}}{\tilde{C}}\left(\frac{T}{2}\right)^{8}$, we obtain (4.48) with $c:=$ $\frac{2-K_{0}}{2} \max \left\{C_{1}, C_{1}^{3}\right\}$ for all $s \geq s_{0}$ and for a sufficiently large $s_{0}$. As an example of $s_{0}$, let $\tilde{s_{0}}:=$ $\frac{\rho}{\left(2-K_{0}\right) C_{1}}\left(\frac{\|\dot{b}\|_{\infty, T}}{m^{2}}+\frac{4}{m}\right)$ and $\overline{s_{0}}:=\left(\frac{m^{2}}{C_{1}^{2} \rho\left(\|\dot{b}\|_{\infty, T}+4 m\right)}\left(\frac{\rho C_{1}}{\left(2-K_{0}\right) m^{2}}\left(\frac{T}{2}\right)^{6}+\frac{\tilde{C}}{\sigma m^{2}}\right)\right)^{\frac{1}{2}}$, then define $s_{0}:=\max \left\{\tilde{s_{0}}, \overline{s_{0}}\right\}$.

Using the previous Proposition, one can prove Theorem 4.12. Indeed, as for the non-divergence case, one has that for all $s \geq s_{0}$

$$
(D . T .)+(B . T .)=\left\langle L_{s}^{+} w, L_{s}^{-} w\right\rangle_{L^{2}\left(Q_{T}\right)} \leq \frac{1}{2} \int_{Q_{T}} e^{2 s \varphi} h^{2} d x d t
$$

i.e.

$$
\int_{Q_{T}}\left(s b^{2} \theta a w_{x}^{2}+s^{3} b^{2} \theta^{3} \frac{x^{2}}{a} w^{2}\right) d x d t \leq \frac{1}{c} \int_{Q_{T}} e^{2 s \varphi} h^{2} d x d t+\frac{s}{c} a(1) \int_{0}^{T} \theta(t) b^{2}(t) w_{x}^{2}(t, 1) d t
$$

for a positive constant $c$. Thus, recalling the definition of $w=e^{s \varphi} v$ and the previous inequality, one has that there exists a positive constant $C$ such that

$$
\begin{align*}
\int_{Q_{T}} s b^{2} \theta v_{x}^{2} a e^{2 s \varphi} d x d t+\int_{Q_{T}} s^{3} b^{2} \theta^{3} \frac{x^{2}}{a} v^{2} e^{2 s \varphi} d x d t \leq & C \int_{Q_{T}} h^{2} e^{2 s \varphi} d x d t \\
& +s C a(1) \int_{0}^{T}\left[b^{2} \theta e^{2 s \varphi} v_{x}^{2}\right](t, 1) d t \tag{4.58}
\end{align*}
$$

As for the non-divergence case, if we substitute $[0,1]$ with a general interval $[A, B]$, with $a(A)=0$, then (4.41) becomes

$$
\begin{align*}
\int_{0}^{T} \int_{A}^{B}\left(s b^{2} \theta v_{x}^{2} a+s^{3} b^{2} \theta^{3} \frac{(x-A)^{2}}{a} v^{2}\right) e^{2 s \varphi} d x d t \leq & C \int_{0}^{T} \int_{A}^{B} h^{2} e^{2 s \varphi} d x d t  \tag{4.59}\\
& +s C \int_{0}^{T}\left[b^{2} \theta(x-A) v_{x}^{2} e^{2 s \varphi} a\right](t, B) d t
\end{align*}
$$

for all $s \geq s_{0}$. In this case, $\varphi$ is as in (4.3) with $\psi$ defined in (4.31).
Thanks to the Carleman estimate given in Theorem 4.12, we can obtain an observability inequality for the homogeneous adjoint problem associated to $\left(P_{2}\right)$, i.e.

$$
\begin{cases}v_{t}+b(t)\left(a(x) v_{x}\right)_{x}=0, & (t, x) \in Q_{T}  \tag{4.60}\\ v(t, 1)=0, & t \in(0, T) \\ \begin{cases}v(t, 0)=0, & \text { if } a(\mathrm{WD}) \text { at } 0, \\ \left(a v_{x}\right)(t, 0)=0, & \text { if } a(\mathrm{SD}) \text { at } 0, \\ v(T, x)=v_{T}(x) & \in L^{2}(0,1)\end{cases} \end{cases}
$$

In particular, we can prove the following observability inequality.
Proposition 4.14. Assume Hypothesis 4.11 and let $b \in W^{1, \infty}(0, T)$ a strictly positive function. Then, $\exists C_{T}>0$ such that every solution $v \in C\left([0, T] ; L^{2}(0,1)\right)$ of (4.60) satisfies

$$
\begin{equation*}
\int_{0}^{1} v^{2}(0, x) b^{2}(0) d x \leq C_{T} \int_{0}^{T} \int_{\omega} b^{2} v^{2} d x d t \tag{4.61}
\end{equation*}
$$

Also in this case, thanks to (3.5), we have

$$
\begin{equation*}
\int_{0}^{1} v^{2}(0, x) d x \leq C_{T} \int_{0}^{T} \int_{\omega} v^{2} d x d t \tag{4.62}
\end{equation*}
$$

for a positive constant $C_{T}$. In order to prove the previous result, we use a technique different from the one in [1, Proposition 4.1], anyway we postpone it to Section 7 since it is similar to the proof in the non-divergence case.

Thanks to the equivalence between the observability inequality (4.62) and the null-controllability for $\left(P_{2}\right)$, one can prove the following theorem.

Theorem 4.15. Assume Hypothesis 4.11 and let $b \in W^{1, \infty}(0, T)$ a strictly positive function. Then, given $T>0$ and $u_{0} \in L^{2}(0,1)$, there exists $f \in L^{2}\left(Q_{T}\right)$ such that the solution $u$ of $\left(P_{2}\right)$ satisfies

$$
u(T, x)=0, \quad \forall x \in[0,1]
$$

Moreover, there exists a positive constant $C$ such that

$$
\int_{0}^{T} \int_{\omega} f^{2} d x d t \leq C \int_{0}^{1} u_{0}^{2} d x
$$

### 4.4 The non-homogeneous problem in divergence form: the case $a(1)=0$.

In this subsection we will consider the divergence case when $a(1)=0$. Since the computations are similar to the case $a(0)=0$, we omit them and we give only the Carleman estimate. For the null-controllability and the observability inequality we refer to the previous subsection. Consider the non-homogeneous adjoint problem associated to $\left(P_{2}\right)$, i.e.

$$
\begin{cases}v_{t}+b(t)\left(a(x) v_{x}\right)_{x}=h, & (t, x) \in Q_{T}, \\ v(t, 0)=0, & t \in(0, T), \\ \begin{cases}v(t, 1)=0, & \text { if } a(\mathrm{WD}) \text { at } 1, \\ \left(a v_{x}\right)(t, 1)=0, & \text { if } a(\mathrm{SD}) \text { at } 1,\end{cases} & t \in(0, T) .\end{cases}
$$

The Hypothesis 4.11 becomes the following.
Hypothesis 4.16. Assume a (WD) or (SD) at 1 , and if $K_{1} \geq 1$, we require the following condition

$$
\begin{cases}\exists \gamma \in\left(1, K_{1}\right] \text { such that } x \rightarrow \frac{a(x)}{(1-x)^{\gamma}} \text { is non-increasing near } 1, & \text { if } K_{1}>1,  \tag{4.64}\\ \exists \gamma \in(0,1) \text { such that } x \rightarrow \frac{a(x)}{(1-x)^{\gamma}} \text { is non-increasing near } 1, & \text { if } K_{1}=1 .\end{cases}
$$

For (4.63), the next Carleman estimate holds.
Theorem 4.17. Assume Hypothesis 4.16, $b \in W^{1, \infty}(0, T)$ a strictly positive function and $h \in$ $L^{2}\left(Q_{T}\right)$. Then, there exist two positive constants $C$ and $s_{0}$ such that every solution $v$ of (4.63) in

$$
\mathcal{V}:=L^{2}\left(0, T ; H_{a}^{2}(0,1)\right) \cap H^{1}\left(0, T ; H_{a}^{1}(0,1)\right)
$$

satisfies

$$
\begin{equation*}
\int_{Q_{T}}\left(s b^{2} \theta v_{x}^{2} a+s^{3} b^{2} \theta^{3} \frac{(x-1)^{2}}{a} v^{2}\right) e^{2 s \varphi} d x d t \leq C \int_{Q_{T}} h^{2} e^{2 s \varphi} d x d t+s C \int_{0}^{T}\left[b^{2} \theta v_{x}^{2} e^{2 s \varphi} a\right](t, 0) d t, \tag{4.65}
\end{equation*}
$$

for all $s \geq s_{0}$. Here $\theta$ and $\varphi$ are as in (4.1) and (4.3), respectively.
We underline again that the previous Carleman estimate is not proved in [1], where only the case $a(0)=0$ is considered; thus, this result is new. Moreover, we also remark that to prove (4.65) we need the Hardy-Poincar inequalities given in Proposition 2.1.

As before, if we substitute $[0,1]$ with a general interval $[A, B]$, with $a(B)=0$, then (4.65) becomes

$$
\begin{align*}
\int_{0}^{T} \int_{A}^{B}\left(s b^{2} \theta v_{x}^{2} a+s^{3} b^{2} \theta^{3} \frac{(x-B)^{2}}{a} v^{2}\right) e^{2 s \varphi} d x d t & \leq C \int_{0}^{T} \int_{A}^{B} h^{2} e^{2 s \varphi} d x d t  \tag{4.66}\\
& +s C \int_{0}^{T}\left[b^{2} \theta(B-x) v_{x}^{2} e^{2 s \varphi} a\right](t, A) d t,
\end{align*}
$$

for all $s \geq s_{0}$. In this case, $\varphi$ is as in (4.3) with $\psi$ defined in (4.31).

## 5 Some extensions

In this section, we will give some interesting extensions of the previous problem.

### 5.1 The case $a(0)=0=a(1)$.

In this subsection, we will prove null-controllability for the following system

$$
\begin{cases}u_{t}-\mathcal{A}_{i}(t) u=f(t, x) \chi_{\omega}(x), & (t, x) \in Q_{T},  \tag{ww}\\ B_{i} u\left(t, x_{0}\right)=0, & t \in(0, T), x_{0} \in\{0,1\}, \\ u(0, x)=u_{0}(x), & x \in(0,1),\end{cases}
$$

$i=1,2$, where $Q_{T}, b$ and $\mathcal{A}_{i}, i=1,2$, are defined as before, and $a$ degenerates at both boundary points (as prototype, we can consider, for example, $a(x)=x^{k}(1-x)^{h}, x \in[0,1]$ and $k, h \in(0,2)$ ). Moreover,

$$
B_{i} u\left(t, x_{0}\right)= \begin{cases}u\left(t, x_{0}\right)=0, & i=1 \\
\left\{\begin{array}{ll}
u\left(t, x_{0}\right)=0, & \text { if } a \text { is (WD) at } x_{0}, \\
\lim _{x \rightarrow x_{0}}\left(a u_{x}\right)\left(t, x_{0}\right)=0, & \text { if } a \text { is (SD) at } x_{0},
\end{array} \quad i=2\right.\end{cases}
$$

where $x_{0} \in\{0,1\}$. Clearly, we have four possibilities; thus, we give the following definition.
Definition 5.1. The function $a:[0,1] \rightarrow \mathbb{R}$ is

- (WWD) if a is (WD) at 0 and at 1 ;
- (SSD) if a is (SD) at 0 and at 1 ;
- (WSD) if a is (WD) at 0 and (SD) at 1;
- (SWD) if a is (SD) at 0 and (WD) at 1.

In this case, we have to define new Hilbert spaces but only for the divergence case and if $a$ is (SSD), (WSD) or (SWD). In the non-divergence case or in the divergence case when $a$ is (WWD), we will consider the spaces introduced in Subsection 2.1 or in Subsection 2.2, respectively.
Thus, if $a$ is (SSD) the space $H_{a}^{1}(0,1)$ becomes

$$
H_{a}^{1}(0,1):=\left\{u \in L^{2}(0,1) \mid u \text { locally absolutely continuous in }(0,1) \text { and } \sqrt{a} u^{\prime} \in L^{2}(0,1)\right\}
$$

if $a$ is (SWD) we have
$H_{a}^{1}(0,1):=\left\{u \in L^{2}(0,1) \mid u\right.$ locally absolutely continuous in $(0,1], \sqrt{a} u^{\prime} \in L^{2}(0,1)$ and $\left.u(1)=0\right\} ;$
and if $a$ is (WSD) then
$H_{a}^{1}(0,1):=\left\{u \in L^{2}(0,1) \mid u\right.$ locally absolutely continuous in $[0,1), \sqrt{a} u^{\prime} \in L^{2}(0,1)$ and $\left.u(0)=0\right\}$.
In every case,

$$
H_{a}^{2}(0,1):=\left\{u \in H_{a}^{1}(0,1) \mid a u^{\prime} \in H^{1}(0,1)\right\}
$$

and the norms are the same as before. If $a$ is (WWD), (SSD), (WSD) or (SWD) and $b \in W^{1, \infty}(0, T)$ is a strictly positive function, then Theorem 3.4 still holds for $\left(\mathrm{P}_{i}\right.$ new $)$. Also in this case, to prove the null-controllability for $\left(\mathrm{P}_{i}\right.$ new $)$, we will prove the observability inequality for the associated homogeneous adjoint problem that holds under the following assumptions.

Hypothesis 5.2. Assume that $a$ is (WWD), (SSD), (WSD) or (SWD). Moreover, if $i=1$ we assume that (4.6) and (4.35) hold. If $i=2$ and $a$ is (SD) at 0 then (4.11) holds; if a is (SD) at 1 then we require (4.64).

Proposition 5.3. Assume Hypothesis 5.2 and let $b \in W^{1, \infty}(0, T)$ a strictly positive function. Then, $\exists C_{T}>0$ such that every solution $v \in C([0, T] ; H)$ of (4.32) satisfies

$$
\begin{equation*}
\int_{0}^{1} v^{2}(0, x) \frac{b^{2}(0)}{a(x)} d x \leq C_{T} \int_{0}^{T} \int_{\omega} v^{2}(t, x) \frac{b^{2}(t)}{a(x)} d x d t \tag{5.1}
\end{equation*}
$$

if $i=1$; and

$$
\begin{equation*}
\int_{0}^{1} v^{2}(0, x) b^{2}(0) d x \leq C_{T} \int_{0}^{T} \int_{\omega} v^{2}(t, x) b^{2}(t) d x d t \tag{5.2}
\end{equation*}
$$

if $i=2$.

Proof. As a first step, assume $v \in \mathcal{W}$, where
$\mathcal{W}:=\left\{v\right.$ solution of the homogeneous adjoint problem associated to $\left(\mathrm{P}_{i}\right.$ new $)$ such that

$$
\left.v_{T} \in D\left(\mathcal{A}_{i}^{2}(t)\right)=D\left(\mathcal{A}_{i}^{2}(0)\right)=D\left(A_{i}^{2}\right)\right\}
$$

$i=1,2$ (see (7.13) or (7.24) for the definition of $D\left(\mathcal{A}_{i}^{2}(t)\right)$.
Just to fix the idea, set $\omega:=(\alpha, \beta)$, let $\tilde{\alpha}, \tilde{\beta} \in \mathbb{R}$ be such that $0<\alpha<\tilde{\alpha}<\tilde{\beta}<\beta<1$ and consider the cut-off function $\xi:[0,1] \rightarrow \mathbb{R}$ defined by

$$
\xi(x):= \begin{cases}1, & x \in[0, \tilde{\alpha}] \\ 0, & x \in[\tilde{\beta}, 1]\end{cases}
$$

Set $p:=\xi v$ and $q:=(1-\xi) v$. Clearly, $p$ and $q$ satisfy

$$
\begin{cases}\dot{p}+\mathcal{A}_{i}(t) p=h_{i}(t, x), & (t, x) \in(0, T) \times(0, \beta)  \tag{5.3}\\ p(t, \beta)=0, & t \in(0, T) \\ B_{i} p(t, 0)=0, & t \in(0, T)\end{cases}
$$

and

$$
\begin{cases}\dot{q}+\mathcal{A}_{i}(t) q=g_{i}(t, x), & (t, x) \in(0, T) \times(\alpha, 1)  \tag{5.4}\\ q(t, \alpha)=0, & t \in(0, T) \\ B_{i} q(t, 1)=0, & t \in(0, T)\end{cases}
$$

where $g_{i}(t, x):=-h_{i}(t, x), i=1,2$, and

$$
h_{i}(t, x):= \begin{cases}a b\left(\xi_{x x} v+2 \xi_{x} v_{x}\right), & i=1 \\ b\left(\left(a \xi_{x}\right)_{x} v+2 \xi_{x} a v_{x}\right), & i=2\end{cases}
$$

Clearly, one can prove that Theorem 3.4 still holds in $[0, \beta]$ or $[\alpha, 1]$ for the original problem associated to (5.3) or to (5.4); in this case $H$ is substituted by

$$
H_{\beta}:= \begin{cases}L_{\frac{1}{a}}^{2}(0, \beta), & i=1 \\ L^{2}(0, \beta), & i=2\end{cases}
$$

or

$$
H_{\alpha}:= \begin{cases}L_{\frac{1}{a}}^{2}(\alpha, 1), & i=1 \\ L^{2}(\alpha, 1), & i=2\end{cases}
$$

for (5.3) or (5.4), respectively. Now, we will distinguish between the case $i=1$ and $i=2$. Assume, for the moment, $i=1$. Set $\tilde{Q}_{T}:=(0, T) \times(0, \beta), \omega^{\prime}:=(\tilde{\alpha}, \tilde{\beta})$ and $\varphi_{1}:=\theta \psi_{1}$, where $\psi_{1}$ is defined as in (4.31), with $x \in[0, \beta]$. Then, by Caccioppoli's inequality (see Proposition 7.1),

$$
\int_{\tilde{Q}_{T}} \frac{h^{2}}{a} e^{2 s \varphi_{1}} d x d t \leq C \int_{0}^{T} \int_{\omega^{\prime}} b^{2}\left(v^{2}+v_{x}^{2} e^{2 s \varphi_{1}}\right) d x d t \leq C \int_{0}^{T} \int_{\omega} b^{2} \frac{v^{2}}{a} d x d t
$$

for a positive constant $C$. Moreover, for all $s \geq s_{0}$ and for $T_{0}<T_{1} \in[0, T]$, by Theorem 4.3 and the Hardy-Poincar inequality (see [8, Proposition 2.6]), we have

$$
\begin{aligned}
\int_{T_{0}}^{T_{1}} \int_{0}^{\tilde{\alpha}} b^{2} \frac{v^{2}}{a} d x d t & =\int_{T_{0}}^{T_{1}} \int_{0}^{\tilde{\alpha}} b^{2} \frac{p^{2}}{a} d x d t \leq C \int_{T_{0}}^{T_{1}} \int_{0}^{\beta} b^{2} p_{x}^{2} d x d t \leq C \int_{0}^{T} \int_{0}^{\beta} s_{0} \theta b^{2} p_{x}^{2} e^{2 s_{0} \varphi_{1}} d x d t \\
& \leq C \int_{\tilde{Q}_{T}} \frac{h^{2}}{a} e^{2 s \varphi_{1}} d x d t \leq C \int_{0}^{T} \int_{\omega} b^{2} \frac{v^{2}}{a} d x d t
\end{aligned}
$$

for a positive constant $C$. Using Theorem 4.10 in $[\alpha, 1]$, with $\varphi_{2}:=\theta \psi_{2}, \psi_{2}$ defined as in (4.38) and $x \in[\alpha, 1]$, one has

$$
\int_{0}^{T} \int_{\omega} b^{2} \frac{v^{2}}{a} d x d t \geq C \int_{T_{0}}^{T_{1}} \int_{\tilde{\beta}}^{1} b^{2} \frac{q^{2}}{a} d x d t=C \int_{T_{0}}^{T_{1}} \int_{\tilde{\beta}}^{1} b^{2} \frac{v^{2}}{a} d x d t
$$

for a positive constant $C$. Hence,

$$
\int_{0}^{T} \int_{\omega} b^{2} \frac{v^{2}}{a} d x d t \geq C \int_{T_{0}}^{T_{1}} \int_{(0, \tilde{\alpha}) \cup(\tilde{\beta}, 1)} b^{2} \frac{v^{2}}{a} d x d t \geq C \int_{T_{0}}^{T_{1}} \int_{\omega^{c}} b^{2} \frac{v^{2}}{a} d x d t
$$

where $\omega^{c}:=(0,1) \backslash \omega=(0, \alpha] \cup[\beta, 1)$ and $C$ is a positive constant. Thus,

$$
\begin{align*}
2 \int_{0}^{T} \int_{\omega} b^{2} \frac{v^{2}}{a} d x d t & \geq \int_{0}^{T} \int_{\omega} b^{2} \frac{v^{2}}{a} d x d t+\int_{T_{0}}^{T_{1}} \int_{\omega} b^{2} \frac{v^{2}}{a} d x d t  \tag{5.5}\\
& \geq \int_{T_{0}}^{T_{1}} \int_{\omega^{c}} b^{2} \frac{v^{2}}{a} d x d t+\int_{T_{0}}^{T_{1}} \int_{\omega} b^{2} \frac{v^{2}}{a} d x d t \geq \inf \{1, C\} \int_{T_{0}}^{T_{1}} \int_{0}^{1} b^{2} \frac{v^{2}}{a} d x d t
\end{align*}
$$

Multiplying the equation of (4.32) by $\frac{v}{a}$, integrating over $(0,1)$ and using the Gauss-Green formula, we have

$$
\frac{d}{d t} \int_{0}^{1} v^{2}(t, x) \frac{1}{a} d x=2 b \int_{0}^{1} v_{x}^{2} d x \geq 0, \quad \forall t \geq 0
$$

Hence the function $t \mapsto \int_{0}^{1} \frac{1}{a} v^{2}(t, x) d x$ is non-decreasing in $[0, T]$ and

$$
\int_{0}^{1} v^{2}(0, x) \frac{b^{2}(0)}{a(x)} d x \leq M^{2} \int_{0}^{1} v^{2}(0, x) \frac{1}{a(x)} d x \leq \frac{M^{2}}{m^{2}} \int_{0}^{1} v^{2}(t, x) \frac{b^{2}(t)}{a(x)} d x
$$

Integrating over $\left(T_{0}, T_{1}\right)$, by (5.5), we obtain

$$
\int_{0}^{1} v^{2}(0, x) \frac{b^{2}(0)}{a(x)} d x \leq \frac{M^{2}}{m^{2}\left(T_{1}-T_{0}\right)} \int_{T_{0}}^{T_{1}} \int_{0}^{1} v^{2}(t, x) \frac{b^{2}(t)}{a(x)} d x d t \leq C \int_{0}^{T} \int_{\omega} b^{2} \frac{v^{2}}{a} d x d t
$$

and (5.1) holds. Now, we will prove (5.2). By Caccioppoli's inequality (see Proposition 7.1), which also holds in the divergence case, one has

$$
\int_{\tilde{Q}_{T}} h^{2} e^{2 s \varphi_{1}} d x d t \leq C \int_{0}^{T} \int_{\omega^{\prime}} b^{2}\left(v^{2}+v_{x}^{2} e^{2 s \varphi_{1}}\right) d x d t \leq C \int_{0}^{T} \int_{\omega} b^{2} v^{2} d x d t
$$

for a positive constant $C$; here $\tilde{Q}_{T}, \omega^{\prime}$ and $\varphi_{1}$ are as before. Now, assume $a$ (WD) at 0 . Then, by the Hardy-Poincar inequality given in [1, Proposition 2.1] and by Theorem 4.12, there exists a positive constant $C$ such that

$$
\begin{aligned}
\int_{T_{0}}^{T_{1}} \int_{0}^{\tilde{\alpha}} b^{2} v^{2} d x d t & \leq \frac{1}{a(1)} \int_{T_{0}}^{T_{1}} \int_{0}^{\tilde{\alpha}} b^{2} \frac{a}{x^{2}} p^{2} d x d t \leq C \int_{T_{0}}^{T_{1}} \int_{0}^{\beta} b^{2} a p_{x}^{2} d x d t \\
& \leq C \int_{0}^{T} \int_{0}^{\beta} b^{2} s_{0} \theta a p_{x}^{2} e^{2 s_{0} \varphi_{1}} d x d t \leq C \int_{\tilde{Q}_{T}} h^{2} e^{2 s \varphi_{1}} d x d t \leq C \int_{0}^{T} \int_{\omega} b^{2} v^{2} d x d t
\end{aligned}
$$

for all $s \geq s_{0}$ and for $T_{0}<T_{1} \in[0, T]$. If $a$ is (SD) at 0 , take $g(x):=\left(a x^{4}\right)^{\frac{1}{3}}$; clearly $g(x) \leq$ $\frac{1}{a(1)^{\frac{2}{3}}} a(x)$. Moreover, using the assumption on $a$, one can prove that $\frac{g(x)}{x^{q}}$ is non-decreasing near 0 for $q=\frac{4+\theta}{3}$. Thus, we can apply [1, Proposition 2.1] in $[0, \beta]$ obtaining

$$
\begin{aligned}
\int_{T_{0}}^{T_{1}} \int_{0}^{\tilde{\alpha}} b^{2} v^{2} d x d t & \leq\left(\frac{1}{a(1)}\right)^{\frac{1}{3}} \int_{T_{0}}^{T_{1}} \int_{0}^{\tilde{\alpha}} b^{2}\left(\frac{a}{x^{2}}\right)^{\frac{1}{3}} p^{2} d x d t=\left(\frac{1}{a(1)}\right)^{\frac{1}{3}} \int_{T_{0}}^{T_{1}} \int_{0}^{\tilde{\alpha}} b^{2} \frac{g(x)}{x^{2}} p^{2} d x d t \\
& \leq C \int_{T_{0}}^{T_{1}} \int_{0}^{\beta} b^{2} g(x) p_{x}^{2} d x d t \leq C \int_{T_{0}}^{T_{1}} \int_{0}^{\beta} b^{2} a p_{x}^{2} d x d t \\
& \leq C \int_{0}^{T} \int_{0}^{\beta} s_{0} \theta a b^{2} p_{x}^{2} e^{2 s_{0} \varphi_{1}} d x d t \leq C \int_{\tilde{Q}_{T}} h^{2} e^{2 s \varphi_{1}} d x d t \leq C \int_{0}^{T} \int_{\omega} b^{2} v^{2} d x d t
\end{aligned}
$$

In every case, we have that there exists a constant $C>0$, such that

$$
\int_{T_{0}}^{T_{1}} \int_{0}^{\tilde{\alpha}} b^{2} v^{2} d x d t \leq C \int_{0}^{T} \int_{\omega} b^{2} v^{2} d x d t
$$

Using Proposition 2.1 and Theorem 4.17 in $[\alpha, 1]$, with $\varphi_{2}:=\theta \psi_{2}, \psi_{2}$ defined as in (4.38) and $x \in[\alpha, 1]$, one has

$$
\int_{0}^{T} \int_{\omega} b^{2} v^{2} d x d t \geq C \int_{T_{0}}^{T_{1}} \int_{\tilde{\beta}}^{1} b^{2} q^{2} d x d t=C \int_{T_{0}}^{T_{1}} \int_{\tilde{\beta}}^{1} b^{2} v^{2} d x d t
$$

for a positive constant $C$. Hence, as before

$$
\int_{0}^{T} \int_{\omega} b^{2} v^{2} d x d t \geq C \int_{T_{0}}^{T_{1}} \int_{\omega^{c}} b^{2} v^{2} d x d t
$$

and

$$
\int_{0}^{T} \int_{\omega} b^{2} v^{2} d x d t \geq \frac{1}{2} \inf \{1, C\} \int_{T_{0}}^{T_{1}} \int_{0}^{1} b^{2} v^{2} d x d t
$$

for a positive constant $C$. Multiplying the equation of (4.60) by $v$, integrating over $(0,1)$ and using the Gauss-Green formula, we have

$$
\frac{d}{d t} \int_{0}^{1} v^{2}(t, x) d x=b \int_{0}^{1} a v_{x}^{2} d x \geq 0, \quad \forall t \geq 0
$$

Hence the function $t \mapsto \int_{0}^{1} v^{2}(t, x) d x$ is non-decreasing in $[0, T]$ and

$$
\int_{0}^{1} v^{2}(0, x) b^{2}(0) d x \leq M^{2} \int_{0}^{1} v^{2}(0, x) d x \leq \frac{M^{2}}{m^{2}} \int_{0}^{1} v^{2}(t, x) b^{2}(t) d x
$$

Integrating over $\left(T_{0}, T_{1}\right)$, we obtain

$$
\int_{0}^{1} v^{2}(0, x) b^{2}(0) d x \leq \frac{M^{2}}{m^{2}\left(T_{1}-T_{0}\right)} \int_{T_{0}}^{T_{1}} \int_{0}^{1} v^{2}(t, x) b^{2}(t) d x d t \leq C \int_{0}^{T} \int_{\omega} b^{2} v^{2} d x d t
$$

and (5.2) holds. For the rest of the proof we can proceed as in [8].
Also in this case, by (3.5), (5.1) and (5.2) one has that (4.34) and (4.62) still hold if $a(0)=$ $a(1)=0$. Recall that in [1], the null-controllability is proved assuming that $a$ degenerates only at 0 ; on the other hand in [8] the result is proved when $a(0)=a(1)=0$ but under stronger assumptions on the function $a$. Thus, the previous result generalizes the one in [1] or in [8], respectively.

### 5.2 A linear extension

Now, we will consider the linear problem

$$
\begin{cases}u_{t}-\mathcal{A}_{i}(t) u+c(t, x) u=f(t, x) \chi_{w}(x), & (t, x) \in Q_{T}  \tag{i}\\ u\left(t, y_{0}\right)=0, & t \in(0, T), y_{0} \in\{0,1\} \backslash\left\{x_{0}\right\} \\ B_{i} u\left(t, x_{0}\right)=0, & t \in(0, T), x_{0} \in\{0,1\} \\ u(0, x)=u_{0}(x), & x \in(0,1)\end{cases}
$$

$i=1,2$, where $Q_{T}, b, B_{i}, \mathcal{A}_{i}, i=1,2$, are as before, and $a$ degenerates at 0 or at 1 . Assuming that $c \in L^{\infty}\left(Q_{T}\right)$, the operator $C(t)$ defined as

$$
C(t) u:=-c(t, \cdot) u
$$

can be seen as a bounded perturbation of $\mathcal{A}_{i}$. Thus, working in the spaces considered above, one can prove that Theorem 3.4 still holds for $\left(\mathrm{P}_{i} \mathrm{c}\right)$. Now, consider to adjoint problem associated to ( $\mathrm{P}_{i} \mathrm{c}$ )

$$
\begin{cases}v_{t}+\mathcal{A}_{i}(t) v-c(t, x) v=h, & (t, x) \in Q_{T}  \tag{i}\\ v\left(t, y_{0}\right)=0, & t \in(0, T), y_{0} \in\{0,1\} \backslash\left\{x_{0}\right\} \\ B_{i} v\left(t, x_{0}\right)=0, & t \in(0, T), x_{0} \in\{0,1\}\end{cases}
$$

Rewriting the equation of $\left(\mathrm{P}_{i} \mathrm{c}\right)$ as $v_{t}+\mathcal{A}_{i}(t) v=\bar{h}$, where $\bar{h}:=h+c v$, one can apply the previous Carleman estimates obtaining the following results.

Theorem 5.4. Assume Hypothesis 4.2 or 4.9, $b \in W^{1, \infty}(0, T)$ a strictly positive function and $c \in L^{\infty}\left(Q_{T}\right)$. Then, there exist two positive constants $C$ and $s_{0}$ such that every solution $v$ of $\left(\mathrm{P}_{i} \mathrm{c}\right)$ in $\mathcal{U}$ satisfies (4.7), if $a(0)=0$ or (4.36), if $a(1)=0$, for all $s \geq s_{0}$.

Theorem 5.5. Let $b \in W^{1, \infty}(0, T)$ a strictly positive function and $c \in L^{\infty}\left(Q_{T}\right)$.
If Hypothesis 4.11, then there exist two positive constants $C$ and $s_{0}$ such that every solution $v$ of $\left(\mathrm{P}_{i} \mathrm{c}\right)$ in $\mathcal{V}$ satisfies (4.41), for all $s \geq s_{0}$.

If Hypothesis 4.16, then there exist two positive constants $C$ and $s_{0}$ such that every solution $v$ of $\left(\mathrm{P}_{i} \mathrm{c}\right)$ in $\mathcal{V}$ satisfies (4.65), for all $s \geq s_{0}$.

The proofs of Theorems 5.4 and 5.5 are the same as in [8] for the non-divergence case, or in [1] for the divergence case, so we omit it (we recall that the case $a(1)=0$ in the divergence form is not considered in [1], but the proof is similar).

Proceeding as in the previous section one can prove that the solution of $\left(\mathrm{P}_{i} \mathrm{c}\right)$ is null-controllable, even if $a$ degenerates at both points (for this case we can proceed as in Subsection 5.1).

### 5.3 A semilinear extension.

In this section, we will study the null-controllability for the semilinear degenerate problem

$$
\begin{cases}\dot{u}-A_{i}(t) u+h(t, x, u)=f(t, x) \chi_{\omega}(x), & (t, x) \in Q_{T}  \tag{i}\\ u\left(t, y_{0}\right)=0, & t \in(0, T), y_{0} \in\{0,1\} \backslash\left\{x_{0}\right\} \\ B_{i} u\left(t, x_{0}\right)=0, & t \in(0, T), x_{0} \in\{0,1\} \\ u(0, x)=u_{0}(x), & x \in(0,1)\end{cases}
$$

$i=1,2$, where $Q_{T}, b, B_{i} A_{i}, i=1,2$, are as before and $a$ degenerates at 0 or at 1 . On the function $h$ we impose the coming assumptions.

Hypothesis 5.6. If $i=1$, let $h:[0, T] \times[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ be such that

$$
\begin{gather*}
\forall \lambda \in \mathbb{R}, \quad(t, x) \mapsto h(t, x, \lambda) \text { is measurable, }  \tag{5.6}\\
\forall(t, x) \in(0, T) \times(0,1), \quad h(t, x, 0)=0 \tag{5.7}
\end{gather*}
$$

Moreover, assume that there exists $c$ and $C$ such that

$$
|h(t, x, \lambda)-h(t, x, \mu)| \leq c(1+|\lambda|+|\mu|)|\lambda-\mu|
$$

and

$$
\begin{equation*}
\forall \lambda, \mu \in \mathbb{R}, \quad(h(t, x, \lambda+\mu)-h(t, x, \mu)) \lambda \geq-C \lambda^{2} \tag{5.8}
\end{equation*}
$$

Hypothesis 5.7. If $i=2$, let $h:[0, T] \times[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ be such that (5.6), (5.7) and (5.8) hold. Moreover, suppose that there exist a non-decreasing function $\varphi: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$and positive constants $c, M$ and $p$ with

$$
\begin{cases}p>0 & K_{x_{0}}=1  \tag{5.9}\\ p>\max \left\{\frac{1}{2 \theta}, \frac{1}{2}\left(1-\frac{1}{\theta}\right)\right\} & K_{x_{0}}>1\end{cases}
$$

such that

$$
|h(t, x, \lambda)-h(t, x, \mu)| \leq \begin{cases}\varphi\left(a^{p}(x)(|\lambda|+|\mu|)\right)|\lambda-\mu|, & K_{x_{0}} \geq 1  \tag{5.10}\\ c(1+|\lambda|+|\mu|)|\lambda-\mu|, & K_{x_{0}}<1\end{cases}
$$

and

$$
\begin{equation*}
\forall s \in \mathbb{R}_{+}, \quad \varphi(s) \leq M(1+|s|) \tag{5.11}
\end{equation*}
$$

Thanks to the assumptions on $h$, one can prove that Theorem 3.4 still holds for $\left(\mathrm{P}_{i} \mathrm{SL}\right)$. Moreover, using the compactness results of the space introduced before, the Aubin Theorem (see [2, Chapter 5]) and a fixed point method, we can obtain the analogous results of Theorem 4.8 or of Theorem 4.15 (see [1] or [8]). Thanks to Subsection 5.1, one can also obtain null-controllability for $\left(\mathrm{P}_{i} \mathrm{SL}\right)$ when $a(0)=a(1)=0$.

Clearly, these results still hold if we substitute the interval $[0,1]$ with a general interval $[A, B]$, with $A<B$.

## 6 Application to the Budyko-Seller Model

The previous null-controllability result can be applied to (1.1) as soon as $h(t, x, u):=R_{e}(t, x, u)-$ $R_{a}(t, x, u)$ satisfies Hypothesis 5.7.

Assume that $R_{a}(t, x, u)=Q(t, x) \beta(u)$, where $Q(t, x) \in C\left(\mathbb{R}_{+} \times[-1,1]\right), Q(t, x) \geq 0$ and $\beta$ is a non-negative and Lipschitz continuous function, as in [3]. Moreover, we assume $R_{e} \in C\left(\mathbb{R}_{+} \times\right.$ $[-1,1] \times \mathbb{R}), R_{e}(t, x, u)=b u$, with $b \in \mathbb{R}$ (i.e. the classical Budyko assumption $R_{e}(t, x, u)=a+b u$ with $a=0$ [11]).

Clearly, (5.6) is satisfied and, requiring $\beta(0)=0$, we also have that (5.7) holds. Moreover, since by assumption $Q(t, x) \in C\left(\mathbb{R}_{+} \times[-1,1]\right)$ and we are interested in the case $t \in[0, T]$, clearly there exists $M \geq 0$ such that $0 \leq Q(t, x) \leq M$ for all $t \in[0, T]$ and for all $x \in[-1,1]$. Finally, since $\beta$ is a Lipschitz continuous function, (5.10) follows immediately. Hence, the null-controllability holds for

$$
\begin{cases}u_{t}(t, x)-\rho_{0}(t)\left(\left(1-x^{2}\right) u_{x}\right)_{x}-\left(R_{a}(t, x, u)-R_{e}(t, x, u)\right)=f(t, x) \chi_{\omega}, & (t, x) \in(0, T) \times(-1,1) \\ B_{2} u(t, \pm 1)=0, & t \in(0, T) \\ u(0, x)=u_{0}(x) \in L^{2}(0,1), & x \in(-1,1)\end{cases}
$$

under the previous assumptions. The cases $\beta(0) \neq 0$ and $a \neq 0$ or $R_{e}(t, x, u)=\epsilon(u)\|u\|^{3} u$ (where $\epsilon(\cdot)$ is as in Table 1) are open problems. Actually, we think that the null-controllability for $\left(\mathrm{P}_{i} \mathrm{SL}\right)$ holds under weaker assumptions on the function $h$. This will be the subject of a forthcoming paper.

## 7 Appendix

### 7.1 Proof of Theorem 3.4

We consider the non-homogeneous Cauchy problem $\left(P_{i}\right), i=1,2$. Clearly, $u$ can be written as $u=v+z$, where $v$ and $z$ solve the two problems

$$
\left\{\begin{array}{l}
\dot{v}(t)=\mathcal{A}_{i}(t) v(t)  \tag{0}\\
v(0)=u_{0} \in H
\end{array}\right.
$$

$i=1,2$, and

$$
\left\{\begin{array}{l}
\dot{z}(t)=f(t) \chi_{\omega}  \tag{f}\\
z(0)=0
\end{array}\right.
$$

respectively. By Theorem 3.1, we know that

- $\forall u_{0} \in H, \exists!v \in C([0, T] ; H)$ solution of $\left(\mathrm{nCP}_{0}\right)$.
- $\forall u_{0} \in D\left(A_{i}\right), \exists!v \in C\left([0, T] ; D\left(A_{i}\right)\right) \cap C^{1}([0, T] ; H)$ solution of $\left(\mathrm{nCP}_{0}\right), i=1,2$.

Now, we consider $\left(\mathrm{nCP}_{f}\right)$. Then,

$$
\begin{equation*}
z(t)=\int_{0}^{t} f(\tau) \chi_{\omega} d \tau \tag{7.1}
\end{equation*}
$$

If $f \in L^{2}(0, T ; H)$, then $z \in H^{1}(0, T ; H) \subset C([0, T] ; H)$. Hence, if $f \in L^{2}(0, T ; H)$ and $u_{0} \in H$, we have that $u=v+z \in C([0, T] ; H)$.

Moreover, if $f \in L^{2}\left(0, T ; D\left(A_{i}\right)\right) \cap W^{1,1}(0, T ; H)$, then we obtain $z \in C\left([0, T] ; D\left(A_{i}\right)\right) \cap C^{1}([0, T] ; H)$, $i=1,2$. Indeed, if $f \in W^{1,1}(0, T ; H)$, then $z \in W^{2,1}(0, T ; H) \subset C^{1}([0, T] ; H)$.
Hence, if $f \in L^{2}\left(0, T ; D\left(A_{i}\right)\right) \cap W^{1,1}(0, T ; H)$ and $u_{0} \in D\left(A_{i}\right)$, then $u=v+z \in C\left([0, T] ; D\left(A_{i}\right)\right) \cap$ $C^{1}([0, T] ; H), i=1,2$.

Now, we will prove the estimates given in Theorem 3.4. To fix the idea, we take $i=1$, i.e. we consider the operator in non-divergence form $\mathcal{A}_{1}(t)=b(t) a u_{x x}$. Take $u_{0} \in D\left(A_{1}\right)$; as a first step we will prove (3.6). Multiplying $\left(P_{i}\right)$ by $\frac{u}{a}$, integrating over $(0,1)$ and using the Gauss-Green formula, we get

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|u(t)\|_{L_{\frac{1}{a}}^{2}(0,1)}^{2}+b(t)\left\|u_{x}(t)\right\|_{L^{2}(0,1)}^{2}=\int_{\omega} \frac{f u}{a} d x \leq \frac{1}{2}\|u(t)\|_{L_{\frac{1}{a}}^{2}(0,1)}^{2}+\frac{1}{2}\|f(t)\|_{L_{\frac{1}{a}}^{2}(0,1)}^{2} \tag{7.2}
\end{equation*}
$$

Then, we obtain

$$
\begin{equation*}
\frac{d}{d t}\|u(t)\|_{L_{\frac{1}{a}}^{2}(0,1)}^{2} \leq\|u(t)\|_{L_{\frac{1}{a}}^{2}(0,1)}^{2}+\|f(t)\|_{L_{\frac{1}{a}}^{2}(0,1)}^{2} \tag{7.3}
\end{equation*}
$$

Now, integrating the above inequality over $(0, t), t \in[0, T]$, we have

$$
\begin{equation*}
\|u(t)\|_{L_{\frac{1}{a}}^{2}(0,1)}^{2} \leq \int_{0}^{t}\|u(\tau)\|_{L_{\frac{1}{a}}^{2}(0,1)}^{2} d \tau+\|f\|_{L_{\frac{1}{a}}^{2}\left(Q_{T}\right)}^{2}+\|u(0)\|_{L_{\frac{1}{a}}^{2}(0,1)}^{2} \tag{7.4}
\end{equation*}
$$

By the Gronwall lemma, we have

$$
\begin{equation*}
\|u(t)\|_{L_{\frac{1}{a}}^{2}(0,1)}^{2} \leq\left(\left\|u_{0}\right\|_{L_{\frac{1}{a}}^{2}(0,1)}^{2}+\|f\|_{L_{\frac{1}{a}}^{2}\left(Q_{T}\right)}^{2}\right) e^{T}, \quad \forall t \leq T \tag{7.5}
\end{equation*}
$$

Hence, we get

$$
\begin{equation*}
\sup _{t \in[0, T]}\|u(t)\|_{L_{\frac{1}{a}}^{2}(0,1)}^{2} \leq C_{T}\left(\left\|u_{0}\right\|_{L_{\frac{1}{a}}^{2}(0,1)}^{2}+\|f\|_{L_{\frac{1}{a}}^{2}\left(Q_{T}\right)}^{2}\right) \tag{7.6}
\end{equation*}
$$

Using the density of $D\left(A_{1}\right)$ in $L_{\frac{1}{a}}^{2}(0,1)$, we obtain (3.6) when $u_{0} \in L_{\frac{1}{a}}^{2}(0,1)$. Now, we will prove (3.7) when $i=1$. Again consider $u_{0} \in D\left(A_{1}\right)$. Multiplying $\left(P_{i}\right)$ by $-u_{x x}$, integrating over $(0,1)$, and using the boundary conditions, we have

$$
\frac{1}{2} \frac{d}{d t} \int_{0}^{1}\left(u_{x}\right)^{2} d x+\int_{0}^{1} b(t) a u_{x x}^{2} d x=-\int_{\omega} \frac{f}{\sqrt{a}} u_{x x} \sqrt{a} d x
$$

Hence, using the Cauchy-Schwarz inequality, we obtain

$$
\frac{d}{d t}\left\|u_{x}(t)\right\|_{L^{2}(0,1)}^{2}+2 m\left\|a u_{x x}(t)\right\|_{L_{\frac{1}{a}}^{2}(0,1)}^{2} \leq \frac{1}{2 \sigma}\|f(t)\|_{L_{\frac{1}{a}}^{2}(0,1)}^{2}+\frac{\sigma}{2}\left\|a u_{x x}(t)\right\|_{L_{\frac{1}{a}}^{2}(0,1)}^{2}
$$

$\forall \sigma>0$, where $m$ is as in (3.4). Thus, we obtain

$$
\begin{equation*}
\frac{d}{d t}\left\|u_{x}(t)\right\|_{L^{2}(0,1)}^{2}+\frac{4 m-\sigma}{2}\left\|a u_{x x}(t)\right\|_{L_{\frac{1}{a}}^{2}(0,1)}^{2} \leq \frac{1}{2 \sigma}\|f(t)\|_{L_{\frac{1}{a}}^{2}(0,1)}^{2} \tag{7.7}
\end{equation*}
$$

Choosing $\sigma \in(0,4 m)$ and integrating the above inequality over $(0, t), t \leq T$, one has

$$
\frac{2}{4 m-\sigma}\left\|u_{x}(t)\right\|_{L^{2}(0,1)}^{2}+\int_{0}^{t}\left\|a u_{x x}(\tau)\right\|_{L_{\frac{1}{a}}^{2}(0,1)}^{2} d \tau \leq \frac{2}{4 m-\sigma}\left(\left\|u_{x}(0)\right\|_{L^{2}(0,1)}^{2}+\frac{1}{2 \sigma}\|f\|_{L_{\frac{1}{a}}^{2}\left(Q_{T}\right)}^{2}\right)
$$

Thus,

$$
\begin{equation*}
\left\|u_{x}(t)\right\|_{L^{2}(0,1)}^{2} \leq \max \left\{1, \frac{1}{2 \sigma}\right\}\left(\left\|u_{0}\right\|_{H_{\frac{1}{a}}^{1}(0,1)}^{2}+\|f\|_{L_{\frac{1}{a}}^{2}\left(Q_{T}\right)}^{2}\right) \tag{7.8}
\end{equation*}
$$

for all $t \in(0, T)$, and

$$
\begin{equation*}
\int_{0}^{T}\left\|a u_{x x}(t)\right\|_{L_{\frac{1}{a}}^{2}(0,1)}^{2} d t \leq \frac{2}{4 m-\sigma} \max \left\{1, \frac{1}{2 \sigma}\right\}\left(\left\|u_{0}\right\|_{H_{\frac{1}{a}}^{1}(0,1)}^{2}+\|f\|_{L_{\frac{1}{a}}^{2}\left(Q_{T}\right)}^{2}\right) \tag{7.9}
\end{equation*}
$$

Clearly, (7.8) implies that

$$
\begin{equation*}
\sup _{t \in[0, T]}\left\|u_{x}(t)\right\|_{L^{2}(0,1)}^{2} \leq \max \left\{1, \frac{1}{2 \sigma}\right\}\left(\left\|u_{0}\right\|_{H_{\frac{1}{a}}^{1}(0,1)}^{2}+\|f\|_{L_{\frac{1}{a}}^{2}\left(Q_{T}\right)}^{2}\right) \tag{7.10}
\end{equation*}
$$

Finally, squaring $\left(P_{i}\right)$ and integrating over $Q_{T}$, one has

$$
\begin{gather*}
\int_{Q_{T}} u_{t}^{2} d x d t=\int_{Q_{T}}\left(b a u_{x x}+f \chi_{\omega}\right)^{2} d x d t \leq 2 \int_{Q_{T}} b^{2} a^{2} u_{x x}^{2} d x d t+2 \int_{Q_{T}} a \frac{f^{2}}{a} d x d t \\
\leq 2 M^{2} \max _{x \in[0,1]} a(x) \int_{Q_{T}} a u_{x x}^{2} d x d t+2 \max _{x \in[0,1]} a(x) \int_{Q_{T}} \frac{f^{2}}{a} d x d t  \tag{7.11}\\
\quad=2 \max _{x \in[0,1]} a(x)\left(M^{2}+1\right)\left(\left\|a u_{x x}\right\|_{L_{\frac{1}{a}}^{2}\left(Q_{T}\right)}^{2}+\|f\|_{L_{\frac{1}{a}}^{2}\left(Q_{T}\right)}^{2}\right)
\end{gather*}
$$

By (7.9) and (7.11), we obtain the coming inequality

$$
\begin{align*}
& \int_{0}^{T}\left\|u_{t}(t)\right\|_{L^{2}(0,1)}^{2} d t \leq 2 \max _{x \in[0,1]} a(x)\left(1+M^{2}\right)\left(\left\|a u_{x x}\right\|_{L_{\frac{1}{a}}^{2}\left(Q_{T}\right)}^{2}+\|f\|_{L_{\frac{1}{a}}^{2}\left(Q_{T}\right)}^{2}\right) \\
& \leq 2 \max _{x \in[0,1]} a(x)\left(1+M^{2}\right)\left[\frac{2}{4 m-\sigma} \max \left\{1, \frac{1}{2 \sigma}\right\}\left(\left\|u_{0}\right\|_{H_{\frac{1}{a}}^{1}(0,1)}^{2}+\|f\|_{L_{\frac{1}{a}}^{2}\left(Q_{T}\right)}^{2}\right)+\|f\|_{L_{\frac{1}{a}}^{2}\left(Q_{T}\right)}^{2}\right]  \tag{7.12}\\
& \leq C\left(\left\|u_{0}\right\|_{H_{\frac{1}{a}}^{1}(0,1)}^{2}+\|f\|_{L_{\frac{1}{a}}^{2}\left(Q_{T}\right)}^{2}\right), \text { for a positive constant } C
\end{align*}
$$

Finally, by (7.6), (7.10), (7.9), and (7.12), we obtain (3.7). With similar computations one can obtain the previous estimates also in the divergence case.

### 7.2 Proof of Proposition 4.7

Since the proof of Proposition 4.7 is similar to the one given in [8], we sketch it. As a first step, we consider the class of functions

$$
\mathcal{W}_{1}:=\left\{v \text { solution of }(4.32) \mid v_{T} \in D\left(\mathcal{A}_{1}^{2}(t)\right)=D\left(\mathcal{A}_{1}^{2}(0)\right)=D\left(A_{1}^{2}\right)\right\}
$$

where

$$
\begin{equation*}
D\left(\mathcal{A}_{1}^{2}(t)\right)=\left\{u \in H_{\frac{1}{a}}^{1}(0,1): \mathcal{A}_{1} u \in H_{\frac{1}{a}}^{2}(0,1)\right\} \tag{7.13}
\end{equation*}
$$

Then, we have

$$
\mathcal{W}_{1} \subset C^{1}\left([0, T] ; H_{\frac{1}{a}}^{2}(0,1)\right) \subset L^{2}\left(0, T ; H_{\frac{1}{a}}^{2}(0,1)\right) \cap H^{1}\left(0, T ; H_{\frac{1}{a}}^{1}(0,1)\right) \subset C\left([0, T] ; L_{\frac{1}{a}}^{2}(0,1)\right)
$$

Proposition 7.1. (Caccioppoli's inequality) Let $\omega^{\prime}$ and $\omega$ be open subintervals of $(0,1)$ such that $\omega^{\prime} \subset \subset \subset \subset(0,1)$. Let $s>0$ and $\Psi(t, x)=\theta(t) \gamma(x)$, where $\theta$ is defined as before, and $\gamma \in C^{1}(0,1)$ is a strictly negative function. Then, there exists a positive constant $C$ such that every solution $v$ of (4.32) satisfies

$$
\begin{equation*}
\int_{0}^{T} \int_{\omega^{\prime}} e^{2 s \Psi} v_{x}^{2} b(t) d x d t \leq C \int_{0}^{T} \int_{\omega} v^{2} b(t) d x d t \tag{7.14}
\end{equation*}
$$

Proof. Let us consider a smooth function $\xi:[0,1] \longrightarrow \mathbb{R}$ such that

$$
\begin{cases}0 \leq \xi(x) \leq 1, & \text { for all } x \in[0,1]  \tag{7.15}\\ \xi(x)=1, & \forall x \in \omega^{\prime} \\ \xi(x)=0, & \forall x \in(0,1) \backslash \omega\end{cases}
$$

Then, integrating by parts over $Q_{T}$, we have

$$
\begin{align*}
0=\int_{0}^{T} \frac{d}{d t}\left(\int_{0}^{1}\left(\xi e^{s \Psi}\right)^{2} v^{2} d x\right) d t & =2 s \int_{Q_{T}} \Psi_{t}\left(\xi e^{s \Psi}\right)^{2} v^{2} d x d t-\left.2 \int_{0}^{T}\left(\xi e^{s \Psi}\right)^{2} a v v_{x} b\right|_{0} ^{1} d t  \tag{7.16}\\
& +2 \int_{Q_{T}}\left[\left(\xi e^{s \Psi}\right)^{2} a\right]_{x} b v v_{x} d x d t+2 \int_{Q_{T}}\left(\xi e^{s \Psi}\right)^{2} a v_{x}^{2} b d x d t
\end{align*}
$$

Thus, proceeding as in [8]

$$
\begin{align*}
2 \int_{Q_{T}} b \xi^{2} e^{2 s \Psi} a v_{x}^{2} d x d t= & -2 s \int_{Q_{T}} \Psi_{t}\left(\xi e^{s \Psi}\right)^{2} v^{2} d x d t-2 \int_{Q_{T}}\left[\xi^{2} e^{2 s \Psi} a\right]_{x} b v v_{x} d x d t \\
\leq & -2 s \int_{Q_{T}} \Psi_{t}\left(\xi e^{s \Psi}\right)^{2} v^{2} d x d t+4 \int_{Q_{T}}\left(\xi e^{s \Psi} \sqrt{a}\right)_{x}^{2} b v^{2} d x d t  \tag{7.17}\\
& +\int_{Q_{T}} \xi^{2} e^{2 s \Psi} a b v_{x}^{2} d x d t
\end{align*}
$$

and, in particular,

$$
\begin{equation*}
\int_{Q_{T}} b \xi^{2} e^{2 s \Psi} a v_{x}^{2} d x d t \leq-2 s \int_{Q_{T}} \Psi_{t}\left(\xi e^{s \Psi}\right)^{2} v^{2} d x d t+4 \int_{Q_{T}}\left(\xi e^{s \Psi} \sqrt{a}\right)_{x}^{2} b v^{2} d x d t \tag{7.18}
\end{equation*}
$$

Also, we have

$$
\begin{align*}
\inf _{\omega^{\prime}}\{a\} \int_{0}^{T} \int_{\omega^{\prime}} b e^{2 s \Psi} v_{x}^{2} d x d t & \leq \int_{0}^{T} \int_{\omega^{\prime}} b \xi^{2} e^{2 s \Psi} a v_{x}^{2} d x d t \\
& \leq \int_{Q_{T}} b \xi^{2} e^{2 s \Psi} a v_{x}^{2} d x d t, \quad \text { and using the previous inequality, we get } \\
& \leq 4 \int_{Q_{T}} b\left[\left(\xi e^{s \Psi} \sqrt{a}\right)_{x}\right]^{2} v^{2} d x d t-2 s \int_{0}^{T} \int_{\omega} \Psi_{t} \xi^{2} e^{2 s \Psi} v^{2} d x d t \tag{7.19}
\end{align*}
$$

Hence,

$$
\begin{align*}
\inf _{\omega^{\prime}}\{a\} \int_{0}^{T} \int_{\omega^{\prime}} b e^{2 s \Psi} v_{x}^{2} d x d t & \leq \int_{0}^{T} \int_{\omega} 4 b\left[\left(\xi e^{s \Psi} \sqrt{a}\right)_{x}\right]^{2} v^{2} d x d t-\frac{2 s}{M} \int_{0}^{T} \int_{\omega} b \Psi_{t}\left(\xi e^{s \Psi}\right)^{2} v^{2} d x d t \\
& \leq \sup _{(0, T) \times \omega}\left|4\left(\left(\xi e^{s \Psi} \sqrt{a}\right)_{x}\right)^{2}-\frac{2 s}{M} \Psi_{t} \xi^{2} e^{2 s \Psi}\right| \int_{0}^{T} \int_{\omega} b v^{2} d x d t \tag{7.20}
\end{align*}
$$

and the Caccioppoli's inequality (7.14) holds.
Proceeding as in the proof of Theorem 5.3, one can prove the following result in $[0,1]$.
Lemma 7.2. Assume the same conditions of Proposition 4.7. Let $T_{0}, T_{1}$ be such that $0<T_{0}<$ $T_{1}<T$. Then, there exists a positive constant $C=C_{T_{0}, T_{1}}$ such that every solution $v \in \mathcal{W}_{1}$ of (4.32) satisfies

$$
\begin{equation*}
\int_{T_{0}}^{T_{1}} \int_{0}^{1} v^{2} \frac{b^{2}}{a} d x d t \leq C \int_{0}^{T} \int_{\omega} v^{2} \frac{b^{2}}{a} d x d t \tag{7.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{1} v^{2}(0, x) \frac{b^{2}(0)}{a(x)} d x \leq \frac{M^{2}}{m^{2}\left(T_{1}-T_{0}\right)} \int_{T_{0}}^{T_{1}} \int_{0}^{1} v^{2}(t, x) \frac{b^{2}(t)}{a(x)} d x d t \tag{7.22}
\end{equation*}
$$

where $M$ and $m$ are as in (3.4). In particular,

$$
\begin{equation*}
\int_{0}^{1} v^{2}(0, x) \frac{b^{2}(0)}{a(x)} d x \leq \frac{M^{2} C}{m^{2}\left(T_{1}-T_{0}\right)} \int_{0}^{T} \int_{\omega} v^{2}(t, x) \frac{b^{2}(t)}{a(x)} d x d t \tag{7.23}
\end{equation*}
$$

For the rest of the proof of Proposition 4.7, we can proceed as in [8].

### 7.3 Proof of Proposition 4.14

As before, consider the space

$$
\mathcal{W}_{2}:=\left\{v \text { solution of }(4.60) \mid v_{T} \in D\left(\mathcal{A}_{2}^{2}(t)\right)=D\left(\mathcal{A}_{2}^{2}(0)\right)=D\left(A_{2}^{2}\right)\right\}
$$

where

$$
\begin{equation*}
D\left(\mathcal{A}_{2}^{2}(t)\right)=\left\{u \in H_{a}^{1}(0,1): \mathcal{A}_{2} u \in H_{a}^{2}(0,1)\right\} \tag{7.24}
\end{equation*}
$$

Then, we have

$$
\mathcal{W}_{2} \subset C^{1}\left([0, T] ; H_{a}^{2}(0,1)\right) \subset L^{2}\left(0, T ; H_{a}^{2}(0,1)\right) \cap H^{1}\left(0, T ; H_{a}^{1}(0,1)\right) \subset C\left([0, T] ; L^{2}(0,1)\right)
$$

Proceeding as in Proposition 7.1, one can prove that (7.14) holds also in the divergence case. Moreover, the analogous of Lemma 7.2 holds.

Lemma 7.3. Assume the same conditions of Proposition 4.14. Then, there exists a positive constant $C=C_{T_{0}, T_{1}}$ such that every solution $v \in \mathcal{W}_{2}$ of (4.32) satisfies

$$
\begin{equation*}
\int_{T_{0}}^{T_{1}} \int_{0}^{1} v^{2} b^{2} d x d t \leq C \int_{0}^{T} \int_{\omega} v^{2} b^{2} d x d t \tag{7.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{1} v^{2}(0, x) b^{2}(0) d x \leq \frac{M^{2}}{m^{2}\left(T_{1}-T_{0}\right)} \int_{T_{0}}^{T_{1}} \int_{0}^{1} v^{2}(t, x) b^{2}(t) d x d t \tag{7.26}
\end{equation*}
$$

where $M$ and $m$ are as in (3.4). In particular,

$$
\begin{equation*}
\int_{0}^{1} v^{2}(0, x) b^{2}(0) d x \leq \frac{M^{2} C}{m^{2}\left(T_{1}-T_{0}\right)} \int_{0}^{T} \int_{\omega} v^{2}(t, x) b^{2}(t) d x d t \tag{7.27}
\end{equation*}
$$

As for the non-divergence case, we can obtain Proposition 4.14.
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