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Abstract – With advancements of cloud technologies Multi-Access Edge Computing (MEC) emerged as a remarkable edge-cloud 
technology to provide computing facilities to resource-restrained edge user devices. Utilizing the features of MEC user devices can 
obtain computational services from the network edge which drastically reduces the transmission latency of evolving low-latency 
applications such as video analytics, e-healthcare, etc. The objective of the work is to perform a thorough survey of the recent 
advances relative to the MEC paradigm. In this context, the work overviewed the fundamentals, architecture, state-of-the-art enabling 
technologies, evolving supporting/assistive technologies, deployment scenarios, security issues, and solutions relative to the MEC 
technology. The work, moreover, stated the relative challenges and future directions to further improve the features of MEC. 
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1. Introduction 

According to Ericsson's most recent prediction for 2020-2026, worldwide mobile subscribers will increase up to 8.8 billion, and 
global wireless data traffic will be doubled [1], [2]. This enormous rise in wireless data traffic, vast Internet of Things (IoT) device 
deployments, and wireless broadband subscribers are being driven by expanded mobile network coverage [3]. 

With the introduction of beyond 5G connectivity, mobile communications infrastructures, and an ever-increasing number of 
portable devices (e.g., handsets, wearable devices, unmanned aerial vehicles, and interlinked vehicles), a proliferation of unique 
services (together with verticals) including intelligent cities, industry 4.0, medical services, and coordinated driving are now feasible. 
These breakthroughs necessitate the close integration of communication, processing, caching, and control technologies [4]. By 2023, 
Cisco predicts that approximately 300 billion multimedia applications will have been downloaded [5]. Along with a flourishing 
spectrum of new and different services, demands for the seamless quality of experiences (QoE) are rising; placing centralized or 
consolidated cloud computing infrastructures under strain since traditional centralized cloud services are unable to meet linearly 
expanding computational processing needs. Furthermore, according to Ericsson Mobility Research, worldwide average mobile data 
consumption will grow up to 164 exabytes (EB) per month in 2025 [6]. 

These emerging services have considerably diverse priorities, and they often necessitate huge data processing with short end-to-end 
latency. Across numerous technological solutions at multiple levels (i.e., machine intelligence, millimeter-wave transmissions, 
network function virtualization), MEC will perform an influential function [7]. MEC's purpose is to relocate cloud features and 
functionality (i.e., computational and storage services) to the edge or end of a network to reduce the long duration and highly 
unpredictable delays required to approach centralized clouds. MEC-assisted networking enables user devices (UDs) to transfer 
computational operations to adjacent processing facilities or edge processing servers, which are often located on the near-user network 
nodes  (i.e., base stations) [8]. Nevertheless, as edge processing units have significantly lower computing capacity than core or central 
cloud services, the available facilities (radio, computation, and energy) must be effectively handled to offer users a reasonable quality 
of service (QoS) [9]. Since the end-to-end latency comprises both transmission and processing time, the available resources at the 
cellular edge of the networks must be managed collaboratively, determining the optimum joint allocation of resources over time in a 
dynamic and data-driven approach. 

The European Telecommunications Standards Institute (ETSI) launched the Mobile Edge Computing (MEC) Industrial 
Specifications Group (ISG) in December 2014 to encourage and expedite the evolution of edge-cloud computing in wireless networks 
[10]. The ETSI MEC ISG aimed to establish an accessible ecosystem throughout multi-vendor cloud systems positioned at the RAN's 
edge, attainable by application/service vendors and third-party stakeholders, to address the issues associated with centrally controlled 
cloud computing contexts, specifically latency and the expectation of higher speeds [10]. Wireless network operators can decrease 
traffic congestion in the center of the network and backhaul connections while facilitating the transfer of heavy computational 
activities from power or resource-restricted user equipment (UE) to the edge servers. This can be achieved by moving data processing 
workloads to the edge of the network and locally handling data in the vicinity of users. Generally, such distributed cloud architecture 
serves as a foundational technology for forthcoming 5G and beyond 5G systems, replacing traditional cellular base stations by 



providing edge-cloud computing capabilities and an IT services ecosystem at the edge of the network. ETSI ISG has decided to drop 
the 'Mobile' from MEC and changed the name to ‘Multi-Access Edge Computing’ in September 2016 to better reflect its 
appropriateness in heterogeneous network systems, including storage and computation assistance for end devices over stationary 
access technologies such as satellite, fiber, wireless, light-fiber, and fiber-wireless [11]. Software Driven Networking (SDN) and 
virtualized networks have been adopted in MEC development. SDN and Network Functions Virtualization (NFV) are natural 
extensions to MEC nodes because they enable intelligent network convergence and resource management. MEC nodes use 
virtualization to accommodate third-party vendor-based Containers and Virtual Machines (VM), resulting in a multi-tenant 
environment at the edge of the network. Due to the implementation of MEC nodes on the edge of the network, there is a requirement 
to promote the mobility of services, and VM offloading approaches and Container-based offloading strategies may be identified in the 
literature [12]. 

Sixth-generation (6G) [13], [14] network infrastructures are intended to support the Internet of Everything implementations, 
including brain-computer interplay, multiple sensory extended reality (XR), and self-reliant systems to attain a completely automated 
and intelligent framework for consumer services and programs in the upcoming years, together with to offer subscribers with an 
engrossing perception in a virtual environment such as Multiverse. To attain these goals, 6G must meet stringent standards, including 
ultra-high transmission and dependability, ultra-low latencies, seamless connection, and so on. To that end, it is crucial to include 
some sophisticated technology into the architecture of 6G wireless environments, such as using Terahertz communication systems 
[15] and intelligent reflecting surface (IRS) [16] to enhance data transmission efficiency, MEC, and machine intelligence [17] to 
strengthen data processing performance, and Blockchain [18] to prevent security risks. 

MEC is regarded as a possible 6G enabling innovation capable of meeting expanded service needs [19]. For example, by analyzing 
computation-intensive content or storing ultra-high-definition movies at the edge, MEC may provide ultra-low transmission latency 
and perfect 4K/8K visual broadcast. 

The work reviewed existing literature (survey and review papers) relative to the MEC technologies in section 2. Then it overviewed 
the fundamentals, relative computing technologies, and MEC in section 3. In section 4 the survey discussed the MEC standardization, 
reference architecture, and integration of MEC in 5G infrastructure. Afterward, it performed a survey of the state-of-the-art enabling 
technologies such as Service Function Chaining (SFC), Heterogeneous Cloud-Radio Access Network (H-CRAN), Device-to-Device 
(D2D) communication, Machine Learning and Artificial Intelligence (ML/AI) in section 5. Further, the work discussed the technical 
features of MEC, i.e., computation offloading, communications, content delivery and caching in section 6. Supporting technologies 
such as Rate Splitting Multiple Access (RSMA), Intelligent Reflecting Surfaces (IRSs), Game Theory, Auction Theory, Digital Twins, 
the open-source MEC framework (for the forthcoming or evolving network, such as 6G), a passive optical network (PON) are 
discussed in section 7 for improving the features of MEC paradigm. In section 8, the work briefed the deployment scenarios of MEC. 
Moreover, this work provided an overview of security concerns relative to MEC and state-of-the-art countermeasures in section 9. 
Furthermore, it described the lessons learned, challenges, and future directions for further work in section 10. Finally, the survey 
concluded with section 11. Fig. 1 visualizes the structure of the paper. 

2. Literature Review 

This section of the paper incorporates a review of existing surveys or review works or papers to provide insight into the current 
progress of the MEC and relative technologies. 

Akhlaqi et al. [20] carried out a survey utilizing a mixed-method comprehensive literature review that includes quantitative and 
qualitative data from literature investigated. The classification of literature based on adopted techniques is described, and significant 
offloading-related challenges in MEC are explored. The work described possible fields of work, the importance of the methodologies, 
algorithms, and approaches, and the research directions in MEC for continued future exploration.  

Djigal et al. [21] provided an in-depth investigation of Machine Learning/Deep Learning-based resource allocation processes in 
MEC. The survey started with tutorials that illustrate the benefits of using Machine Learning and Deep Learning algorithms in MEC. 
The work provided a comprehensive assessment of recent studies that employed Machine Learning/Deep Learning approaches for 
resource allocation in MEC from three perspectives: (1) task offloading; (2) task scheduling; and (3) joint resource allocation. 
Ultimately, the work explored the critical issues and potential research objectives of using the Machine Learning/Deep Learning to 
allocate resources in MEC networks. 

Liang et al. [22] performed an extensive survey of prevailing advancements in MEC and explained the MEC principle, structure, 
and features. The work also discussed MEC’s technological enablers such as NFV, SDN, Information-Centric Networking (ICN), 
Cloud-Radio Access Networks (C-RAN), Service Function Chaining, Network Slicing, and Fog-computing-enabled access network 
infrastructures. MEC application scenarios as well as the possible research problems are discussed.  

Huo et al. [23] presented an up-to-date and thorough assessment of MEC-enabled vehicular network infrastructure. The work started 
with outlining MEC's concept, framework, applications, and problems. Following that, the article overviewed MEC’s implementation 
for vehicular networking services and applications by identifying existing research and potential problems.  
 



 

Fig. 1: The structure of the paper. 

M. A. Khan et al. [24] provided an in-depth study of recent advancements in MEC-assisted video streaming that have resulted in 
extraordinary improvements to enable unique use cases. A comprehensive overview of the current advancements is provided, with 
emphasis on novel cache management techniques, effective computation-task offloading, coordinated offloading and caching, and the 
utilization of Artificial Intelligence or Machine Learning (i.e., Reinforcement Learning, Deep Learning, etc.) in MEC-enabled 
streaming services. 

The future generation (6G) connectivity systems are designed to support the Internet of Everything and transform client applications 
and services into a fully autonomous and intelligent system. The Digital Twin-enabled edge network (DITEN) is suggested to do this 
by combining Mobile/Multi-Access Edge Computing (MEC) with Digital Twin (DT), hence boosting the performance of the network 
such as capacity, and security while lowering the cost of connectivity, processing, and caching. Tang et al. [25] provided a complete 
review of DITEN for 6G in this survey. First, the work discussed the essential components of DITEN, such as the principle, structure, 
and potential. Second, a thorough DITEN design is created, which includes DT modeling/updating, DT implementation, major 
challenges, and supporting technologies. The Internet of Things (IoT), the vehicular network, the space-to-air-to-ground integrated 
network (SAGIN), wireless transmission technologies, and other technologies are then discussed, alongside the implementation of 
DITEN for each domain, such as DT models, DT interaction, incentive strategies, and so on. Finally, limitations and unresolved 
concerns are addressed.  

Gür et al. [26] explored the ICN and MEC integration in this study to give a complete assessment from a prospective view of 
beyond 5G networks. To demonstrate the practical significance of ongoing standardization initiatives, the work provided a review of 
active standardization initiatives. Furthermore, the work presented major B5G deployment scenarios and emphasize the importance of 
ICN and MEC integration in meeting their needs. Finally, the survey outlined research problems and possible research areas. It 
included a brief review of ICN integration issues and implementation instances as well. 

Douch et al. [27] provided a comprehensive and well-structured evaluation of Edge Computing (EC) as well as its associated 
technologies. The work defined EC from the roots, explaining its architecture and progression from Cloudlet technologies to Multi-
Access Edge Computing. Further, the work reviewed current research on the key components of an EC framework, such as resource 
managing, task offloading, data monitoring, network management, and so on. Additionally, it focused on EC technological solutions, 
beginning with Edge Intelligence, a subclass of Artificial Intelligence (AI) that incorporates AI algorithms at capacity-constrained 
edge servers or nodes with substantial heterogeneity and flexibility. Then, the review moved forward onto 5G and its enabling 
technologies and overviewed how EC and the 5G complement one another. Moreover, it investigated virtualization and 
containerization as potential hosting Virtual Machines for edge services.  

Malazi et al. [28] presented the dynamic resource deployment problem and discussed its connections to other issues, including 
scheduling tasks, resource allocation, and edge caches. It also provided a thorough analysis of contemporary dynamic resource or 



service placement strategies for MEC contexts from the viewpoints of communication, middleware, services, and evaluation. At first, 
it examined several MEC topologies and their supporting technologies from a communication standpoint. Secondly, it reviewed the 
dynamic service placement approaches from the perspective of middleware. The work also conducted a methodological survey and 
identified eight research strategies that researchers adopt. The work divided the research aims into six major categories, resulting in a 
hierarchy of development objectives for the dynamic/flexible service placement challenge. In addition, it evaluated the approaches and 
developed a solution taxonomy based on six criteria. In the third phase, the work focused on the application level and introduced 
programs that can benefit from dynamic resource placement. Moreover, in the fourth stage, the work reviewed the evaluation 
platforms utilized to validate technologies, such as simulators and testing platforms. Finally, the work constructed a list of potential 
problems and challenges classified by diverse points of view.  

Qiu et al. [29] presented a detailed review of current studies that use auction mechanisms in edge computing. Initially, a brief 
introduction to edge computing is provided, covering three typical edge computing perspectives: cloudlet, fog, and mobile edge 
computing. Then, the work elaborated on the basics and history of auction techniques that are often employed in edge computing 
environments. Afterward, it presented a detailed assessment of auction-based methodologies used for edge computing, which is 
classified by auction methodology. Finally, numerous unresolved issues and intriguing research avenues are highlighted. 
Decentralized or Distributed Deep Learning (DDL), recently, regarded as one of the facilitators of MEC, helps civilization through 
dispersed model training and worldwide shared training knowledge.  

Sun et al. [30] provided a complete overview in terms of confidentiality, edge variability, and adversarial threats and 
countermeasures. Furthermore, future DDL developments emphasize themes like efficient utilization of resources, asynchronous 
connectivity, and completely distributed frameworks.  

Arthurs et al. [31] analyzed the concepts of the use of cloud technology with Intelligent Transportation Systems (ITS) and 
interconnected cars and presented taxonomy as well as implementation scenarios. The work concluded by highlighting areas where 
more research is required to enable cars and ITS to employ edge cloud technology in a fully controlled and automated manner. In the 
cloud and edge computing paradigm, effective resource management and pricing is a fundamental problem. In recent times, auction 
framework design has received a lot of attention as a solution for dealing with this problem. 

Jin et al. [32] provided an in-depth examination of cognitive computation offloading, including essential challenges, measurements, 
and future perspectives.  

Ali et al. [33] presented an overview of MEC architecture, application cases, conceptual principles for MEC security infrastructure, 
privacy and security strategies, and discussed existing and future difficulties, their consequences, and solutions. This study 
investigated important dangers, defined the MEC framework, identified vulnerable functional layers, and threat groups, and suggested 
security solutions. To counteract targeted assaults, the study briefed several strategies that MEC providers adopt in various levels of 
security safeguarding.  

Sharghivand et al. [34] provided a complete assessment of the auction-based techniques in the realm of cloud/edge computing.  
Jiang et al. [35] performed a complete review of MEC-based video streaming. The associated overview and background information 

are first evaluated. Secondly, resource allocation concerns have been raised. The enabling mechanisms for video content streaming are 
described by taking caching, processing, and networking into consideration. Following that, a hierarchy of MEC-supported video 
streaming services is developed. Finally, problems and prospective research directions are presented.  

Ranaweera et al. [36] examined the MEC system's privacy and security aspects. It presented detailed research on threat vector 
analysis and detection in the ETSI-prescribed MEC architecture. In addition, the work overviewed the vulnerabilities that lead to the 
detected threat vectors and provided viable security solutions to address the flaws. MEC's privacy concerns are also recognized, and 
specific privacy objectives are stated. Finally, the work suggested future instructions to improve MEC service privacy and security.  

Siriwardhana et al. [37] comprehensively covered the Mobile Augmented Reality (MAR) technology as well as its future 
possibilities concerning 5G systems and complementing technologies relative to MEC. The research, in particular, presented an 
instructive analysis of existing and future MAR frameworks in terms of edge, cloud, hybrid, and localized technological possibilities. 
The study examined significant MAR application domains and their prospects with the introduction of 5G technology. The study also 
evaluated the importance of 5G technologies and explored the requirements and constraints of MAR technical areas such as 
connectivity, mobility control, energy governance, task offloading and relocation, safety, and privacy.  

Shah et al. [38] examined MEC and the slicing of networks in the context of 5G-focused application scenarios. Modifications to the 
cloud-native 5G backbone have recently received attention, with MEC application cases enabling network scalability, elasticity, 
adaptability, and automation or self-orchestration. A cloud-based micro-service framework is envisioned in terms of 5G network 
slicing. The work also discussed recent breakthroughs allowing end-to-end (E2E) network slicing, as well as the supporting 
technologies and ongoing standardization initiatives. Finally, this work outlined unresolved research challenges and offered some 
potential recommendations.  

Spinelli et al. [39] started with a review of standardization, with a focus on 5G and NFV, and then moved on to the versatility of 
MEC intelligent resource utilization and its migration possibilities. Moreover, this survey investigated how the MEC is being utilized 
and how it may assist industrial verticals.  



Filali et al. [40] demonstrated the incorporation of MEC into the design of contemporary mobile networks, together with the 
transition strategies to a conventional 5G network infrastructure. It also addressed NFV, SDN, and network slicing. Furthermore, the 
work presented a cutting-edge study on the various ways of optimizing MEC capabilities and QoS factors. The work categorized 
various techniques based on the optimum resources and QoS factors (i.e., storage, processing, memory, energy, bandwidth, and 
latency). Ultimately, based on the conventional SDN paradigm, the work offered reference architecture for a MEC-NFV ecosystem.  

Mehrabi et al. [41] reviewed the concept of end-user devices-enhanced MEC in depth, i.e., methods that use the capacities of the 
end device community and the deployed MEC to offer services to end devices. The work divided device-enhanced MEC strategies 
into two categories: computation offloading techniques and caching strategies. It further subdivided the caching and offloading 
strategies based on the desired performance requirements, which comprise throughput optimization, latency reduction, energy saving, 
utility maximization, and increased security. Finally, the work discussed future research possibilities and identifies the key limitations 
of present device-enhanced MEC systems.  

Game theory (GT) is already utilized successfully to construct, develop, and optimize the functioning of numerous typical 
communication systems and networking contexts. Moura et al. [42] covered the literature on theoretical games deployed to wireless 
networks, with an emphasis on use cases of forthcoming MEC. Finally, the work described potential trends and research areas for 
using theoretical games in the emerging MEC services, taking into account both network design challenges and usage scenarios.  

Porambage et al. [43] presented a comprehensive overview of the use of MEC technologies for the development of IoT applications, 
as well as their synergies. The work described the technical considerations of implementing MEC in the IoT paradigm and offered 
some insight into different integration solutions.  

Taleb et al. [44] provided an overview of MEC and emphasized the major facilitating innovations. It discussed MEC orchestration 
by taking into account both individual applications and a framework of MEC platforms that allow mobility, shedding light on the 
various orchestration and deployment choices. Furthermore, this paper examined the MEC standard architecture and primary 
deployment scenarios that provide multi-tenancy for developers, content suppliers, and third parties. Furthermore, this article provided 
a summary of current standardization initiatives and expands on open research problems.  

Shahzadi et al. [45] overviewed the common edge-cloud computing architecture and techniques, along with a quantitative 
comparison of their classifications using several QoS criteria (relevant to networks’ performance and system overheads). Taking into 
account the knowledge gained, techniques examined, and theories addressed, the study provided a complete review of current research 
and future research prospects for Multi-Access/Mobile Edge Computing. 

Michailidis et al. [46] presented an introduction to Unmanned Aerial Vehicle (UAV)-assisted MEC-enabled IoT as well as a 
thorough discussion of use instances and application areas where security is paramount. Following that, current research activities on 
security mechanisms for UAV-assisted MEC-aided IoT are fully overviewed. To that aim, information-theoretic mechanisms for 
ensuring proper physical-layer security are examined including advanced security measures based on innovations such as Machine 
Learning and Blockchain. Furthermore, research findings on hardware and software-based approaches for network node recognition 
and authentication are described. Finally, the work described future possibilities in this research arena, encouraging additional 
investigation.  

Wei et al. [47] provided a detailed literature overview on Reinforcement Learning (RL)-empowered MEC and presented 
suggestions for further research. Moreover, challenges of the MEC ecosystem linked with unrestricted mobility, interactive channels, 
and dispersed services are outlined, accompanied by how they might be resolved using RL solutions in various mobile apps or 
services. Finally, the open research issues are highlighted to give useful direction for further studies in RL retraining and learning. 

Li et al. [48] provided a complete evaluation of the progress of the privacy-concerned task offloading in Mobile Edge Computing. 
Offloading privacy problems, as well as associated metrics and application situations, are examined first. The contemporary privacy-
preserving offloading solutions are then categorized into three groups based on their related offloading phases: controlling offloading 
content and sequence, secure transfer of computation offloading data, and offloading endpoint selection. Finally, future options for 
privacy-protecting offloading are outlined.  

Feng et al. [49] provided a complete analysis of the computational task offloading in MEC systems, including implementations, 
offloading priorities, and offloading methodologies. It focused on essential difficulties related to different offloading objectives, such 
as delay reduction, energy usage minimization, profit maximization, and network utility maximization. The existing issues and future 
possibilities of the task offloading in MEC systems are examined.  

Pham et al. [50] started the study by providing a comprehensive review of MEC technologies and their possible use cases and 
implementation scenarios. Then, it presented the most recent research on the convergence of MEC with emerging technologies that 
will be employed in 5G and even beyond. The work also summarized edge computing simulation platforms and experimental 
assessments, as well as open source initiatives. It also highlighted lessons learned from cutting-edge research and explore difficulties 
and potential future avenues for MEC research. 

Huda et al. [51] examined UAV-assisted MEC systems with an emphasis on computational task offloading. To evaluate features and 
functionality, the work compared the task offloading algorithms holistically. Finally, it discussed open challenges and research 
objectives in design and execution.  



Waheed et al. [52] presented a detailed review of the different vehicular network computing concepts. The study discussed the 
architectural intricacies, similarities, variances, and significant characteristics of each computing paradigm. Finally, it presented open 
research issues in vehicular networks as well as prospective research initiatives.  

Shakarami et al. [53] provided a comprehensive study on stochastic-based offloading methodologies in diverse computing 
technologies such as Fog Computing (FC), Mobile Edge Computing, and Mobile Cloud Computing (MCC), within which a standard 
taxonomy is provided to explore novel mechanisms.  

Nikravan et al. [54] presented a rigorous overview of Fog-Edge-Cloud (FEC) trust maintenance schemes. To that aim, selected FEC 
trust management options are divided into three broad categories: architecture, algorithm, and model/framework. Furthermore, this 
study reviewed and contrasted the FEC trust managing systems based on their advantages and disadvantages, evaluation methodology, 
tools and simulation settings, and key trust measures. Finally, certain unresolved concerns and anticipated trends for future 
investigations are mentioned.  

Bréhon–Grataloup et al. [55] studied the deployment issues of MEC in vehicular networks. The study characterized the 
contemporary Vehicle-to-Everything (V2X) designs to reveal the techniques working behind their enhanced performance: network 
accessibility and coverage, communication reliability, massive data processing, and workload offloading. Finally, it highlighted 
unresolved difficulties and obstacles that must be addressed before reaping the full advantages of this paradigm.  

Lin et al. [56] offered a detailed review of previous and recent developments in research areas relevant to offloading models in edge 
computing. Furthermore, the study identified and discussed various research prospects and obstacles in the field of edge computing 
task offloading models.  

Shakarami et al. [57] presented an overview of the ML-based computational task offloading techniques in the MEC ecosystem. In 
this sense, it studied classical hierarchical structures to identify current mechanisms on this critical topic and identified unresolved 
challenges. Furthermore, the survey concluded with an argument about unresolved challenges and unexplored or insufficiently 
addressed future research tasks.  

Ray et al. [58] studied the critical role of edge computing technologies in IoT. First, it described the taxonomical categorization and 
evaluated the industrial elements that can be benefited from both edge computing and IoT, followed by a detailed discussion of each 
taxonomical element. Secondly, the study described two use cases in which the edge-IoT model recently combined to tackle urban 
smart living difficulties. Thirdly, it proposed a unique edge-IoT framework for e-healthcare, known as EH-IoT, and created a 
demonstration testbed. The test findings indicated encouraging benefits in terms of reducing reliance on IoT cloud storage or analytics. 

Iftikhar et al. [59] conducted a Systematic Literature Review, also known as an SLR, using standard review methods to examine the 
function of Artificial Intelligence (AI) and Machine Learning (ML) algorithms and the problems in their application for resource 
administration in fog/edge computing settings. Several Machine Learning, Reinforcement Learning, and Deep Learning strategies for 
managing edge AI have been addressed. Furthermore, the work discussed the history and current state of AI/ML-empowered 
Fog/Edge Computing. Furthermore, a hierarchy of AI/ML-empowered approaches to resource management for fog/edge technology 
has been suggested, and current solutions have been compared using the proposed taxonomy. Finally, remaining difficulties and 
intriguing future research topics in AI/ML- empowered fog/edge computation have been highlighted and explored. 

Gill et al. [60] explored current research and probable future paths for AI/ML, cloud computing, and quantum computation. 
Furthermore, the work examined the challenges and potential for exploiting AI and ML for next-generation computation environments 
such as edge, fog, cloud, quantum computation, and serverless computing. 

There are several similar sorts of literature available in scholarly databases such as IEEE Xplore, Science Direct, Springer Link, 
ACM Digital Library, etc. relative to this survey. However, this work focused on enhancing the existing literature by including an 
overview of contemporary advanced enabling and supporting technologies. This survey tried to cover notable enabling and supporting 
technologies for MEC which are not covered or limitedly overviewed in prior works. The work moreover included an overview of 
security issues and state-of-the-art preventive mechanisms, which is limitedly included in the existing literature. Through this 
literature review, one can obtain an insight into the MEC and most recent relative technologies. Moreover, the review of existing 
works will be assistive to figure out the advancements provided by this work. Table 1 includes a comparison between this survey and 
the mentioned prior survey or review works. Through the table, a better insight of the extended contribution of this survey can be 
obtained. 

Motivations: The motivations behind performing this survey work are mentioned in the following: 
 An up-to-date insight into the state-of-the-art advances of MEC technology is frequently required to readily observe 

contemporary progress. 
 Computation and communication resource allocation for MEC is an ever-challenging issue. Therefore, up-to-date improvements 

relative to these mentioned terms are required. Since, literature on Game Theory and Auction Theory-based computation 
offloading and resource allocation is limited more and more investigations and discussions on these methodologies should be 
included in the novel works and literature. As well as, the deployment of open-source frameworks in the context of MEC for the 
forthcoming networking technologies such as beyond 5G/6G should be discussed. Moreover, novel multiple access schemes such 
as the adoption of Rate Splitting Multiple Access (RSMA) which is considered to be a significant role player for 6G wireless 
communications should be examined in terms of MEC. 



 A brief overview of modern technologies such as Heterogeneous Cloud-Radio Access Networks (H-CRAN), Simultaneous 
Wireless Information and Power Transfer (SWIPT), Intelligent Reflecting Surfaces (IRSs), Digital Twins, passive optical 
networks (PON) and their evolving integration in MEC infrastructure is required since in previous literature the descriptions of 
such technologies in terms of MEC are limited or even not present. 

 Security is one of the significant concerns for the MEC infrastructure; therefore, sophisticated research is required relative to 
MEC security. 

 Evolving challenges and research directions should be devised as per advancement or progress of the MEC services. 

Table 1: Comparison table 

Survey Topics This 
Work 

[20] [21] [22] [23] [24] [25] [26] [27] [28] [29] 

Fundamentals 

& Techs. 

           

Fundamentals √ √  √ √  √ √ √  √ 
Relative 
technologies 

√ √     √  √  √ 

Standards and 

Archi. 

           

Standardization √       √    
Architecture √   √ √  √  √ √  
MEC in 5G √ √      √    
Enab. Techs.            
Virtual Machines √        √   
Container √        √   
SDN √   √        
NFV √   √        
Network Slicing √           
ICN √   √    √    
SFC √   √        
C-RAN √   √        
F-RAN √   √        
H-CRAN √           
D2D √           
AI/ML √ √ √   √   √  √ 
Features            
Computation 
Offloading 

√ √ √ √  √ √  √ √  

Communications √ √  √   √ √ √ √  
Caching and 
Content Delivery 

√     √    √  

Supp. Techs.            
NOMA √           
RSMA √           
UAV √           
SWIPT & EH √           
IRS/RIS √ √          
Game Theory √           
Auction Theory √          √ 
Digital Twin √      √     
OS MEC for 6G √           
Quantum comp. √           
PON √           
Usage Case √   √ √  √ √  √  
Security            
Security issues √ √          
Solutions √ √          
Issues & Dir. √ √ √ √ √  √ √  √ √ 
 
 



Table 1: Comparison table (continued) 
 

Survey Topics This 
Work 

[30] [31] [32] [33] [34] [35] [36] [37] [38] [39] 

Fundamentals 

& Techs. 

           

Fundamentals √ √ √ √ √ √ √  √ √  
Relative 
technologies 

√  √   √ √  √   

Standards and 

Archi. 

           

Standardization √         √ √ 
Architecture √ √   √  √ √  √  
MEC in 5G √        √ √ √ 
Enab. Techs.            
Virtual Machines √           
Container √           
SDN √           
NFV √          √ 
Network Slicing √         √  
ICN √           
SFC √           
C-RAN √           
F-RAN √           
H-CRAN √           
D2D √           
AI/ML √ √  √        
Features            
Computation 
Offloading 

√  √ √   √  √   

Communications √      √     
Caching and 
Content Delivery 

√  √    √  √   

Supp. Techs.            
NOMA √           
RSMA √           
UAV √           
SWIPT & EH √           
IRS/RIS √           
Game Theory √           
Auction Theory √  √   √      
Digital Twin √           
OS MEC for 6G √           
Quantum comp. √           
PON √           
Usage Case √  √    √  √   
Security            
Security issues √ √   √   √ √   
Solutions √ √   √   √    
Issues & Dir. √  √ √ √  √ √  √  
 
 
 
 
 
 
 
 
 
 



Table 1: Comparison table (continued) 
 

Survey Topics This 
Work 

[40] [41] [42] [43] [44] [45] [46] [47] [48] [49] 

Fundamentals 

& Techs. 

           

Fundamentals √ √   √ √ √ √ √ √ √ 
Relative 
technologies 

√      √     

Standards and 

Archi. 

           

Standardization √     √      
Architecture √    √ √ √   √  
MEC in 5G √ √          
Enab. Techs.            
Virtual Machines √           
Container √           
SDN √ √          
NFV √ √          
Network Slicing √ √          
ICN √           
SFC √           
C-RAN √           
F-RAN √           
H-CRAN √           
D2D √           
AI/ML √       √ √ √  
Features            
Computation 
Offloading 

√ √ √    √   √ √ 

Communications √ √ √   √ √  √ √ √ 
Caching and 
Content Delivery 

√ √ √         

Supp. Techs.            
NOMA √           
RSMA √           
UAV √       √    
SWIPT & EH √           
IRS/RIS √         √  
Game Theory √   √        
Auction Theory √           
Digital Twin √           
OS MEC for 6G √           
Quantum comp. √           
PON √           
Usage Case √   √ √    √ √ √ 
Security            
Security issues √  √     √  √ √ 
Solutions √  √     √  √  
Issues & Dir. √  √   √ √ √ √  √ 
 
 
 
 
 
 
 
 
 
 



Table 1: Comparison table (continued) 
 

Survey Topics This 
Work 

[50] [51] [52] [53] [54] [55] [56] [57] [58] [59] [60] 

Fundamentals 

& Techs. 

            

Fundamentals √ √  √ √ √  √  √ √ √ 
Relative 
technologies 

√ √   √ √  √  √ √ √ 

Standards and 

Archi. 

            

Standardization √            
Architecture √   √  √  √ √    
MEC in 5G √ √           
Enab. Techs.             
Virtual 
Machines 

√ √      √     

Container √       √     
SDN √ √    √       
NFV √ √    √  √     
Network Slicing √            
ICN √            
SFC √            
C-RAN √ √           
F-RAN √            
H-CRAN √ √           
D2D √            
AI/ML √ √ √     √ √  √ √ 
Features             
Computation 
Offloading 

√ √ √  √  √ √ √  √  

Communications √ √ √   √ √ √  √   
Caching and 
Content 
Delivery 

√ √         √  

Supp. Techs.             
NOMA √ √           
RSMA √            
UAV √ √ √          
SWIPT & EH √ √           
IRS/RIS √            
Game Theory √            
Auction Theory √            
Digital Twin √            
OS MEC for 6G √            
Quantum comp. √           √ 
PON √            
Usage Case √ √  √   √   √ √ √ 
Security             
Security issues √ √ √   √  √     
Solutions √  √   √       
Issues & Dir. √  √ √  √ √ √ √ √ √ √ 
 
 

 

 

 



Contributions: The notable contributions of this survey work are highlighted below: 

 The work reviewed (41 papers) and briefed up-to-date literature (till 2023) to provide a better insight into the present studies on 
the MEC paradigm (includes both mobile edge computing and multi-access edge computing, however mainly focused on multi-
access edge computing). 

 It included a brief overview of relative computing paradigms such as cloud computing, nomadic computing, mobile cloud 
computing, and edge computing technologies such as cloudlet computing, mobile ad hoc cloud computing, fog computing, mist 
computing, dew computing, osmotic computing, and MEC. 

 Standardization, ETSI MEC reference architecture, and the integration of MEC in 5G network infrastructure (with a brief of 5G-
SBA-MEC architecture) are overviewed and briefed. 

 State-of-the-art enabling technologies for MEC including clouds, Virtual Machines, Containers, Software Defined Networking 
(SDN), Network Function Virtualization (NFV), network slicing, Information-Centric Networking (ICN), Service Function 
Chaining (SFC), radio access control such Cloud-RAN (C-RAN), Fog-RAN (F-RAN), and H-CRAN, Device-to-Device 
Communication (D2D), machine learning and artificial intelligence approaches are discussed. 

 Requirements and recent advances in the computation offloading, communications, caching, and distributed content delivery 
approaches are described to provide a brief insight. 

 Contemporary or advancing supporting technologies for MEC, namely, multiple access techniques such as Non-Orthogonal 
Multiple Access (NOMA) and RSMA, deployment of UAVs, energy harvesting and SWIPT, implementation of IRSs, Game 
Theory, Auction Theory, adoption of Digital Twin technologies, open-source framework (open-source MEC), quantum 
computing, integration of PON, etc. are discussed. 

 System-aware and user-oriented vast deployment scenarios of MEC are briefed. 
 A brief description of security issues or challenges relative to MEC infrastructure such as edge networking level, access network 

level, core infrastructure level, edge device level, MEC system level, and MEC host-level threats are provided. Moreover, 
relevant contemporary threat prevention mechanisms against security issues are overviewed. 

 The survey finally mentioned several evolving challenges and research directions relative to the ubiquitous MEC paradigm such 
as standardization (in terms of forthcoming networks, i.e., 6G), energy consumption, efficiency and scalability of mobility 
management network functions, MEC service orchestration and programmability, multiple-MEC coordinated collaboration, 
offloading decision, user experience and bandwidth tradeoffs, security, space-air-ground integrated network (SAGIN) and MEC, 
edge intelligence, etc. 
 

3. Relative Computing Services and MEC 

3.1. Cloud Computing 

Cloud computing is a paradigm for expanding ubiquitous and on-demand transmission accessibility to shared infrastructure [61]. 
Cloud data centers (supplied by cloud vendors such as IBM, Google, Amazon, Microsoft, etc.) provide virtual facilities that are widely 
accessible, extensible, and dynamically reconfigurable; this reconfigurability enables cloud computing to deliver solutions adopting a 
pay-according-to-usage pricing system. Users may quickly access remote computational facilities and data processing services using 
the pay-according-to-usage pricing system, and clients are simply charged for the number of services they utilize. The cloud provides 
Software-as-a-Service (SaaS), Platform-as-a-Service (PaaS), and Infrastructure-as-a-Service (IaaS) functionalities. Developers can 
employ many different services depending on the needs of the apps they create. The goal of cloud computing at first was to provide 
users with access to computational resources for ubiquitous computing. Despite cloud computing technology having aided in 
accomplishing this goal, accessing cloud-based services may take a longer processing time and which is not viable for some vital 
applications or services demanding very low latency. Because of the expanding growth of mobile devices and the volume of data 
produced at the edge of the network, cloud services must be located near the place where the data is produced. Due to the increased 
need for higher bandwidth, reduced latency, spatially dispersed, and privacy-aware content, computing models that may be deployed 
in the close vicinity of connected devices are required to satisfy the aforementioned demands. Edge computing has indeed been 
presented as a solution for those requirements. Following that, this work described and compared several computing concepts [62]. 

3.2. Mobile or Nomadic Computing 

The evolution of cloud computing has been impacted by the evolution of mobile computing (MC) [63]. In the case of mobile 
computing (also known as the nomadic computing [64], [65] paradigm), computing is conducted using mobile and portable 
equipment. Pervasive context-aware services, for example, location-based reminders, are examples of mobile computing. 

The decentralized computing infrastructure of mobile computing is advantageous. Mobile devices may function in dispersed places 
because of their framework. However, mobile computing has numerous limitations such as inadequate resource limitations, 
transmission latency, the equilibrium between individuality and reliance or interoperability (common in all decentralized systems), 
and mobile clients' requirement to seamlessly adapt to frequently changing scenarios. Because of these constraints, mobile computing 



is generally not suited for programs with low latency or resilience requirements or apps that create, analyze, and store significant 
volumes of data on devices. 

Fog and cloud technology have expanded the extent and accessibility of mobile computing [66]. In cloud and fog computing 
paradigms, the processing is not restricted to a local networking system. Mobile computing simply necessitates the use of mobile 
device hardware. 

Nevertheless, fog and cloud processing require more powerful hardware as well as virtualization capabilities. Mobile computing 
integrity should be provided by protecting mobile devices. Mobile computing has limited capabilities than fog and cloud technology; 
however, recent developments in wireless interfaces and mobile technology have significantly narrowed this gap. 

3.3. Mobile Cloud Computing 

Mobile Cloud Computing technology (MCC) [67] is the integration of mobile computation with cloud services in which data 
computation and storing occur in the cloud away from mobile devices. MCC is concerned with the interaction between cloud platform 
vendors and cloud service customers [68], [69]. 

MCC allows resource-constrained user devices to access the vast capabilities of cloud computing. The majority of MCC processing 
has gone from user devices to the cloud. MCC can execute programs with intense computations and extends the battery life of mobile 
devices. MCC has utilized the advantage of the specifications and capabilities of both cloud and mobile computing. In MCC, 
computing facilities are highly available due to the use of a mix of cloud computing and mobile computing, as opposed to mobile 
computing which is resource restricted. This is advantageous for applications requiring a high level of computing, such as mobile 
augmented and virtual reality. Cloud-based solutions are far more accessible in MCC than mobile computing. Although user devices 
can do computing in MCC, MCC depends on cloud services to execute high-computation operations. MCC provides privacy on 
mobile devices as well as the cloud.  

MCC is subject to the same constraints as the cloud and mobile computing technologies. MCC is based on a centralized design that 
may not be suitable for applications that require high prevalence. Moreover, enabling cloud-based capabilities in both cloud 
technology and MCC requires a Wide Area Network (WAN) connection; hence, applications operating on these platforms must be 
constantly linked to the Internet, posing connectivity difficulties. Moreover, as previously noted, offloading processing to the cloud 
causes excessive latency, which is incompatible with delay-sensitive activities. 

3.4. Edge Computing 

Edge computing [70] has improved storage, supervision, and processing capabilities of data produced by linked devices. Edge 
computing, contrary to MCC, has now been positioned near the end-devices at the network's edge. Edge computing technology, as per 
description of OpenEdge Computing, performs processing at the network's edge using tiny data centers near consumers [71]. The 
primary goal of edge computation is to offer computational and storage facilities in the close vicinity to the users in a ubiquitous 
manner. Edge computing technology is a critical computing paradigm for end devices in which data is filtered, preprocessed, and 
aggregated utilizing cloud centers located near end devices. The following are the primary benefits of edge computing [72]: 

The Reduction of Latency: Because of its closeness to clients, edge computing has lower latency than MCC and cloud technology. 
Yet, if the local processing unit is insufficiently powerful, the delay in edge computing might be greater than it is in the cloud and 
MCC services. 

Increased System Performance: Attaining millisecond-level data analysis is the most crucial feature of edge computing. Edge 
computing minimizes total system latency and transmission bandwidth consumption while improving overall system effectiveness. 

Enhanced Privacy and Security: Integrated cloud service providers supply their clients with a complete system of unified data 
intrusion prevention solutions. Yet, if centrally stored data is disclosed, significant consequences will emerge. The edge computing 
framework, for instance, enables the deployment of the most relevant security precautions locally (at a local edge computing server). 
Therefore, the majority of the computation may be conducted on the network's edge, comparatively with a lower volume of data. As a 
result, it decreases the danger of information leaks during transmissions and the quantity of data retained on the cloud service, 
lowering security and privacy issues. 

Enhanced Service or Resource Accessibility: The accessibility of resources in edge computing is also improved. Edge computing, 
in comparison to MCC, incorporates tiny data centers, whereas MCC does not comprise a data center. As a result, service availability 
is greater with edge computing. Moreover, since edge computing may construct hybrid peer-to-peer and cloud services paradigms, it 
benefits from greater processing capabilities than MCC. 

Minimize Operating Expenses: Directly moving data into a cloud system imposes significant operational expenses for data 
transmission, adequate bandwidth, and latency factors. Edge computing, on the other hand, can minimize data uploading volume; as a 
result, data transfer volume, bandwidth usage, and latency will be lowered, lowering operating expenses. 

Resiliency to Connection Issues: When some computational activities can be performed immediately on the edge, services are not 
impacted by restricted or inconsistent network connectivity. This is especially useful for executing programs in remote environments 
with limited network access. It can also help to lower the high expenses associated with networking solutions such as cellular 
technology. 



3.4.1. Cloudlet Computing 

Carnegie Mellon University presented the very first edge computing idea in 2009, putting computation/storage near user devices 
[73]. In certain research, cloudlet is termed as a micro data center (MDC). The cloudlet [74] concept is based on strategically 
positioning a server or a group of servers with trustworthy high capacities and processing power, as well as a robust Internet 
connection, near edge devices to offer both storage and computing capacity for such nearby UDs. Cloudlets constitute small-scale data 
warehouses (miniaturized clouds) that are typically one hop away from user devices. Cloudlet computing offloads computations from 
user devices to virtualized machine (VM)-based cloudlets located at the network's edge [75]. 

Cloudlet is a miniature cloud located around user devices. Cloud solution providers who intend to deliver accessible services close 
to mobile devices might be named as cloudlet technology operators as well. Cloudlets can also be facilitated by telecom operators 
such as AT&T and others, with virtualization capability positioned close to end or user devices.  Cloudlets typically have small-scale 
hardware sizes in contrast to massive data facilities in cloud computing. Since cloudlets are smaller in size, computational resources 
are more modest, but energy consumption and latency are lower compared to cloud computing. 

One limitation of cloudlet technology is that accessibility is only gained through Wireless Local Area Network (WLAN) 
connections, and mobile devices need to toggle between the WLAN and cellular network to obtain cloudlet services. Moreover, 
cloudlets are not necessarily an intrinsic component of the cellular network, and WLAN generally offers local service with restricted 
mobility support, making it difficult to achieve an acceptable service quality for mobile user devices. 

Cloudlets and mobile cloudlets are identical concepts. In the context of mobile cloudlets, the cloudlets are termed as a cluster of 
nearby interconnected mobile devices. In which they communicate with each other through wireless communication technologies, for 
example, by Bluetooth or WLAN. These devices can be suppliers or customers of computing services. 

3.4.2. Mobile Ad Hoc Cloud Computing 

MCC is widespread; however, it is ineffective without centralized clouds. Ad hoc mobile connectivity is a transient and dynamic 
system of nodes formed by routing and transmission protocols. The most dispersed kind of system is Mobile Ad Hoc-Based Cloud 
Computing (MACC) [76]. Mobile devices generate a very dynamic network structure in MACC; system adaptation is required for 
additional devices to often leave/join the system. Ad hoc mobile devices may also form clouds to support communication, storage, and 
computation. The application scenarios of MACC include unmanned vehicular technology, group live video broadcasting, sensor 
networks [76], [77], [78], etc. 

In the case of cloudlets, virtualized computation by Virtual Machines is necessary, whereas it is not required in MACC. Both 
cloudlet technology and MACC offer mobility; but, real-time IoT services are not feasible in resource-constrained MACC. 
Computations in the cloudlet have been distributed among cloudlet nodes located near mobile devices to provide local services to 
mobile clients. 

Since MACC resources are ad hoc in nature [79], it is fundamentally different from cloud services. Mobile devices in MACC serve 
as storage devices, data or content providers, and computational devices. Due to the confined network infrastructure, they also govern 
traffic routing among each other. As localized resources (by end devices) have been integrated to form an ad hoc cloud, MACC may 
provide high computation capacity. In centralized cloud services, these characteristics are distinctive in terms of clients, connectivity, 
and architecture [80]. 

3.4.3. Fog Computing 

Fog computing is another kind of edge computing [81]. Cisco launched the fog computing framework (termed as "fog" in several 
researches) in 2012 to facilitate the processing of tasks for user devices at the network's edge [82]. Decentralization of the cloud 
computing infrastructure deploying fog is done by offering the computation or task processing features between the cloud and edge 
devices. This brings content, computing, storage, and services near the user devices where the data has to be processed. This enables 
the formation of fog outside the cloud infrastructure and a reduction of data transmission latency. 

The primary distinction between fog and cloud computing is the size of the hardware elements associated with these computing 
paradigms [83]. Cloud technology provides highly accessible computational facilities with comparatively high power consumption, 
whereas fog computing offers intermediate accessible computing resources with reduced power usage. With cloud computing, 
massive data centers are often used, but in fog computing, smaller servers, gateways, routers, switches, set-top devices, or access 
nodes are used. Since fog computing hardware consumes relatively lesser area than cloud computing hardware, it may be positioned 
closer to consumers. Fog computing is accessed through linked devices from the network edge to the core of the network, whereas 
cloud computing is accessed through the network core. Moreover, fog-based services may operate without constant internet access, 
implying that the services can function independently, with essential updates being delivered to the cloud whenever there is a network 
connection. In cloud technology, however, devices must be linked to the network while the cloud platform is operating. 

Computing, connectivity, storage, management, and decision-process have been dispersed closer to devices in fog, allowing them to 
supervise, analyze, interpret, evaluate, and respond more effectively. Fog computing has the potential to improve many industries, 
including energy, industry, transport, healthcare, intelligent cities, and so on. 



When fog is contrasted with MACC, MACC is better suited for extremely dispersed and dynamic networks where there is no 
network connection. Because linked devices in MACC are primarily decentralized, they form a more flexible network.  

Cloudlet computing technology, on the other hand, works effectively with the mobile or dynamic cloudlet structure, but fog 
computing can accommodate massive quantities of traffic; moreover, resources in the fog may be situated anywhere along the device-
to-cloud path. 

Although both execute storage and computation on the edge of the network near end users, fog computing and edge computing are 
distinct concepts. The OpenFog Consortium [84], [85] defines this separation by the hierarchical structure. Fog computing allows 
computation, communication, storage, management, and acceleration anyplace along the cloud server-to-things channel or path; while, 
the processing is only conducted at the edge of the network in the context of edge computing. 

The main disadvantage of the aforementioned edge computing ideas (cloudlet, ad hoc clouds, and fog computing) is that typically, 
they are not incorporated into the framework of a wireless network; hence, QoS and the quality of experience (QoE) for end users are 
not assured. The cloud radio or wireless access network (C-RAN) is one notion that can combine cloud services into a wireless 
network [86]. The C-RAN employs the concept of a dispersed protocol stack, shifting some levels of the protocols to the central 
baseband unit (BBU) from dispersed remote radio heads (RRHs). 

Fog RAN/F-RAN [87] is a type of fog computing framework that may also be integrated with wireless communication 
technologies. F-RAN and C-RAN are both suitable to be deployed within the base stations of wireless networks; these can be utilized 
in 5G-related wireless technology implementations and are significantly energy efficient. 

3.4.4. Mist Computing 

Mist computing [88] is recently introduced, which represents decentralized cloud or computing technology at the farthest edge of 
linked devices. Mist computation is the first computing step in the IoT-fog-cloud chain; it is colloquially known as "IoT computation" 
or "things computation." An IoT device might be a wearable smartwatch, a smartphone, an intelligent fridge, or any smart device. Mist 
computing technology is the extension of computation, storage, and networking over the fog via objects. Mist computation is a subset 
of MACC because the communication in the mist is rarely ad hoc. 

According to research, mist computing technology can minimize the strain in existing WLAN networks for video broadcasting 
applications, protect users' confidentiality through local processing, and quickly deploy virtualized implementations on single-board 
computer systems. 

Apart from the computing paradigms discussed earlier, the cloud of things and edge clouds are two more related computing 
paradigms described in various works. 

3.4.5. Dew Computing 

Dew computing technology is a computing paradigm that first appeared in 2015 [89], [90]. This kind of computing is concerned 
with the establishment of collaborative connectivity between Cloud Services and end-user devices. This integration enables resources 
to be transferred between two devices or components based on network circumstances. 

3.4.6. Osmotic Computing 

Osmotic computation is an emerging computing typology that enables efficient IoT application processing at the edge of the 
network [91]. Such a paradigm is based on the requirement to connect micro-cloud services provided at the edge with the massive-
capacity cloud servers. Osmotic computation is identified by the connection of edge, fog, and cloud computing enabling the smooth 
and free flow of micro services among them [92]. 

3.4.7. Multi-Access Edge Computing 

As per ETSI standardization, MEC is indeed a platform that provides features for cloud processing and an IT customer experience 
within RAN (namely at the cellular edge) of wireless networks for users. 

In the context of MEC, edge computing capabilities can be integrated into existing base stations by RAN operators besides other 
available options of edge-level deployments. MEC computing systems are compact and have virtualization capabilities. Due to the 
nature of hardware (limited capacity), accessible computing capabilities in MEC are limited as compared to cloud computing. 

Additionally, MEC can serve low-latency services along with delay-sensitive crucial applications [93]. MEC services provide 
mobile users with tailored and contextualized experiences because they leverage real-time networking information. 

Networking of MEC has been established by WLAN, wide area network (WAN), or mobile networks. MEC mainly focuses on 
RAN-based communications infrastructure operators. The 5G and beyond communication infrastructure is expected to help MEC 
greatly since it can handle a wide range of mobile devices with reduced latency and greater bandwidth [94]. Moreover, SDN and NFV 
as well facilitate MEC capabilities. 

Table 2 contains the technical features or brief description, advantages, and disadvantages of the aforementioned computing 
paradigms. 



Table 2: Technical features, advantages, and disadvantages of the computing paradigms 

Computing Paradigms Technical Features/Description Advantages Disadvantages 

Cloud Computing  Centralized deployment 
 Accessible through WAN 
 SaaS, PaaS, and IaaS 

functionalities 
 Data processing happens far 

away from users 
 Multiple hops away 

 Massive computation capacity 
 Dynamically reconfigurable 
 Ubiquitous computing 
 Massive storage capacity 

 Higher latency 
 Requires higher bandwidth 
 Threat of massive data loss at 

the time of security failure 
 Higher deployment cost 

Mobile or Nomadic Computing  Computing is conducted using 
mobile and portable equipment 

 Context-aware services, e.g., 
location-based reminders 

 Decentralized deployment 
 Typically accessible through 

WAN 

 Dispersed computing facilities  Computational resource 
limitations 

 Transmission latency 
 Equilibrium between 

individuality and reliance or 
interoperability 

 Adaptability for users 
 Limited storage capacity 
 Requirements of sophisticated 

hardware at user end 
Mobile Cloud Computing  Integration of mobile 

computation with cloud services 
 Allows access to the vast 

capabilities of cloud computing 
 Centralized deployment 
 Typically accessible through 

WAN 

 Offers capabilities of both cloud 
and mobile computing 

 Highly available due to the mix 
of cloud and mobile computing 

 Advantageous for mobile 
augmented and virtual reality 

 Higher latency compared to the 
mobile or nomadic computing 
(cloud-dependent) 

 Constant internet link is 
required 

 Ineffective without centralized 
cloud 

Cloudlet Computing  Also termed as micro data 
center (MDC) 

 Cloudlets constitute small-scale 
data warehouses 

 Typically one hop away 
 Distributed deployment 
 Computation/storage near the 

user devices 
 Accessible through 

WiFi/WLAN 
 Private facility 
 Offloads computations to 

virtualized machine 

 Latency-awareness 
 Energy consumption and 

latency are lower compared to 
cloud computing 

 Supports mobility 

 Limited mobility since it is only 
accessible through WLAN/WiFi 

 Usually not incorporated into 
wireless networks 

Mobile Ad Hoc Cloud Computing  Decentralized/distributed 
 Forms device cluster and share 

computational resources 
 Mobile in nature 
 Virtual computation is not 

required in MACC like 
cloudlets 

 Highly mobile 
 Transient and dynamic 

 Real-time services, e.g., IoT are 
not feasible in resource-
constrained MACC 

 Usually not incorporated into 
wireless networks 

 

 

 

 

 

 

 

 



Table 2: Technical features, advantages, and disadvantages of the computing paradigms (continued) 

Computing Paradigms Technical Features/Description Advantages Disadvantages 

Fog Computing  Decentralized/distributed 
 Private deployments 
 Accessible through wireless 

access points 
 Intermediate accessible 

computing with reduced power 
 May operate without constant 

internet access 
 One hop away 

 Latency-awareness 
 Lower energy consumption 
 Accommodate massive 

quantities of traffic than 
cloudlets 

 Low cost 

 Flexibility is lower than the 
MACC 

 Usually not incorporated into the 
wireless networks, however, can 
be integrated via Fog-RAN 

 Certain security concerns 

Mist Computing  Decentralized/distributed 
 First computing step in the IoT-

fog-cloud chain 
 Colloquially known as “IoT 

computation” or “things 
computation” 

 Accessible through WLAN 

 Latency-awareness 
 Lower energy consumption 
 Confidentiality through local 

processing 
 Virtualized implementations on 

single-board computer systems 
 Highly suitable for IoT and 

sensor networks 

 Limited computational capacity 
 Typically storage facilities are 

not readily available 

Dew Computing  Decentralized but dependent on 
central cloud 

 Collaborative connectivity 
between Cloud Services and 
end-user devices 

 Offers certain cloud facilities to 
the edge 

 Limited computation capacity 
 Dependency on central cloud 
 Usually requires a reliable 

connectivity 
 Typically storage facilities are 

not readily available 
Osmotic Computing  Decentralized/distributed 

 Enables efficient IoT application 
processing at the edge 

 Connects micro-cloud services 
with the massive cloud servers 

 Identified by the connection of 
edge-fog-cloud enabling the 
smooth flow of micro services 
among them 

 Suitable for IoT services 
 Latency-awareness 
 Lower energy consumption 

 Limited computational capacity 
 Typically storage facilities are 

not readily available 

Multi-Access Edge Computing  Decentralized/distributed 
 Mostly accessible through WAN 

or cellular networks 
 Typically implemented in RAN. 

However, there are other few 
options of implementation. 

 Offers highly near user 
computing facilities 

 Latency-awareness 
 Lower energy consumption 
 End-user friendly 
 Tailored experiences leveraging 

real-time network information 
 Computational and storage 

facilities near the user premises 
 Has virtualization capabilities 
 Reduced threat of information 

leaks during transmissions due to 
the lower volume of data 

 Computing and storage 
capabilities are limited than 
cloud computing 

 Certain security issues 

 

 

 

 

 

 

 

 

 



4. MEC Standardization and Architecture 

4.1. Standardization 

ETSI authored the implementation of MEC technology in the networking functions virtualization (NFV) architecture in February 
2018 [95], [96]. Furthermore, ETSI released use instances and requirement standards on MEC in October 2018 which includes an 
annex outlining sample use cases and associated technical benefits. ETSI has released the MEC frameworks and reference architecture 
definition, which explain the functional parts and the points of reference amongst them, as well as several MEC services. ETSI 
released the Proof of Conception (PoC) model in July 2019, which was approved by the MEC ETSI ISG. Moreover, ETSI published a 
paper regarding MEC-5G integration [97]. 

MEC allows applications to be implemented as software-only units that operate on the upper end of a virtualized environment 
placed near the edge of the network. ETSI MEC's infrastructure contains system-, host-, and network-level/tier/layer elements [98]. 
The networks-level enables connectivity to a range of resources, while the host level offers the virtualized framework and MEC 
architecture, allowing MEC applications to be executed. The system-level administration offers an overview of the base MEC system, 
allowing user devices and third-party partners to get access [99]. 

Moreover, D2D transmission is direct connectivity between two mobile devices that do not require the usage of the network core or 
access points, or base stations. End devices’ resource exchange has been examined using D2D-aided MEC [100]. The combination of 
MEC and D2D can boost the computation capability of cellular networks by assisting end devices with processing and storage 
capabilities to interact with traditional MEC architecture. Typically, end devices, small cell base stations, and a macro cell base station 
comprise the D2D-aided MEC infrastructure. In this instance, the end devices can delegate work to a neighboring MEC or a cluster of 
D2D nodes. 

4.2. ETSI MEC Reference Architecture 

Low latency, closeness, position awareness, high throughput, and real-time exposure to radio network parameters are distinguishing 
properties of the MEC framework. These features enabled expedited content delivery functions and applications to be supplied 
reasonably close to end users or subscribers at the edge of the wireless network. The satisfaction of mobile subscribers may be 
considerably increased by more effective network and service management, greater service quality, decreased data transportation 
expenses, and lowered network congestion. Fig. 2 illustrates the ETSI MEC framework. 

The MEC reference model [101], [102] features are briefly described below: 
MEC Host and Communications System: The control process of the MEC standard design represents the host layer. It consists of 

MEC host (MEH) and host maintenance entities. The MEH is made up of the MEC platform, services, and Virtualized Infrastructure. 
The Virtualized Infrastructure hosts MEC services and applications by providing the computation, communication, and storage 
resources. The network layer connects the external and internal elements. 

MEC Platform: The MEC platform enables MEC services to be hosted as operations on the virtual platform. According to the 
request of the MEC system controller, the MEC platform is also accountable for the initialization and suspension of MEC 
applications. 

MEC Supervisor: The MEC orchestrator or supervisor is a system-level managing layer that consists of a platform administrator 
and a Virtualized Infrastructure Manager (VIM). Its core duties include applications and services provisioning using virtualized MEC 
resources, MEC resource information maintenance, such as topologies, available MEH services and resources, and security and 
authentication checks for MEC applications. The MEC orchestrator or supervisor is also in charge of policy execution. 

Operation Support or Assistance Sub-System: Operation Support Subsystem (OSS) is in charge of providing permission to user 
subscription queries submitted by User Equipment (UE) through the application-level coordination and management gateway. 

Fig. 3 depicts the ETSI MEC reference architecture. 

4.3. Integration of MEC in 5G Network Infrastructure 

MEC is seen as a crucial enabler, allowing operators to incorporate application-oriented features into their networks. This will 
enable operators and service vendors to deal with critical latency situations. MEC deployment might be accomplished in a variety of 
settings where network design and generation have no bearing on the implementation. It is essential to mention that MEC technologies 
are not confined to 5G, although it is a critical component in enabling and facilitating 5G [103], [104]. MEC is a universal access 
solution that provides reduced latency wherever necessary, e.g., in situations requiring local interaction, such as automated vehicles 
[105]. 

After the introduction of MEC concepts, the ETSI ISG and numerous value chain stakeholders worked hard to formulate MEC 
standards based on industry agreements. At that moment, the ETSI consortium had 68 affiliates and 35 partners, including not only 
mobile carriers but also industries, network operators, and institutions such as the University Carlos III of Madrid, Vodafone, Intel, 
IBM, NTT Corporation, and others [106]. 

 



 

Fig. 2: ETSI MEC framework. 

 

Fig. 3: ETSI MEC reference architecture. 

Their participation is crucial for establishing an open and adaptable MEC ecosystem, and MEC benefits a wide range of stakeholder 
groups, such as mobile network operators (MNOs), developers, over-the-top (OTT) participants, individual application suppliers, 
network equipment distributors, IT system operators, network operators, and technology companies. The ETSI ISG also released a 
series of specifications and guidelines focused on topics such as architecture and framework, MEC within the NFV system, and MEC 
and C-RAN collocation. With the technical framework 3GPP TS 23.501 [107], the 3GPP started introducing MEC in the definition of 
5G infrastructure. The 3GPP recently detailed how to install and effectively incorporate MEC into 5G. Fig. 4 visualizes MEC’s 
integration with 5G infrastructure. 

One may identify two types of functions in the 5G Service Based/Oriented Architecture (SBA/SOA) suggested by 3GPP [108], 
[109]: (i) those which utilize one or more services and (ii) others that provide services. The interchange of resources 
(produce/consume) is dependent on authentication procedures that provide approval or endorsement to the consumers. SBA/SOA 
enables service access efficiency and flexibility. The request/response paradigm is one of the strategies used for basic and compact 
service requests. The architecture supports a subscribe/notify approach for lengthy operations to improve the efficiency of sharing 



services and information across entities. MEC ETSI ISG presents a comprehensive guideline for developing services that facilitate 
such functions and attributes in MEC. This proposed standard provides the same characteristics for MEC applications that SBA does 
for network functionalities and related services (enrollment, detection, accessibility, verification and permission, and so on). 

The integrated implementation of MEC systems in a 5G environment necessitates the interaction of certain functionalities of MEC 
in 5G with network functions. Network functionalities and services are recorded within Network Resource Function (NRF) unit, 
whereas the services generated by requests in MEC are enrolled in the MEC system's service registration portal. For using a service, 
approval from an orchestrator or authenticator is necessary. Moreover, it allows communications with the network functionality. The 
Authenticating/Identification Server Function (AUSF) grants this type of permission. The NRF proposes the finding of accessible 
services. Network Exposure Function (NEF) serves the same purpose as NRF in some circumstances when services need to be reached 
by exterior and untrustworthy entities. NEF might be viewed as a centralized body for service exposure, approving all types of 
requests received from beyond the system. Apart from Application Function (AF), NEF, and NRF, there have been a few additional 
entities or functions worth mentioning. In a 5G system, the Policy Control Function (PCF) unit is in control of policies and regulations 
such as traffic redirection rules. According to the AF's level of confidence, the PCF might be accessible through NEF or 
independently. The Unified Data Managing (UDM) function is in charge of several services connected to users and subscribers. It 
produces credentials to authorize users, manages user recognition, and access controls (such as roaming), records the users’ assisting 
NFs (assisting AMF, Session Maintenance Function (SMF)), and ensures service sustainability through a record for Data Network 
Name (DNN)/SMF allocations. From the standpoint of the MEC platform, the User Plane Function (UPF) is a decentralized and 
programmable data plane. As a result, under some deployment circumstances, the local UPF might participate in the MEC 
implementation [110]. 

To incorporate MEC in a 5G SBA [111], [112], unique functional facilitators are designed, which may be characterized as follows: 
Selection and Re-selection of User Planes: The 5G central network allows UPF selection or reselection for targeted traffic 

forwarding to the data connection. The UPF preference mechanism parameters are determined by the UPF implementation context and 
MEC service provider configuration. 

Traffic or Packet Forwarding and Steering: In the 5G network, the UPF offers multiple packet routing techniques for MEC 
operations. Moreover, AFs can influence UPF selection or reselection and provide custom traffic forwarding rules for a single user. 

Local Area Packet/Data Network (LAPN/LADN): The adaptability of the UPF placement enables LAPN/LADN functionality. 
MEC hosts may then be installed on the N6 interface, which connects the UPF to a data connection. Based on LAPN statistics 
obtained from the AMF, a user adopting MEC facilities may identify LAPN accessibility during the enrollment process. 

Sessions and Services Continuity (SSC): SSC functionality is required to facilitate the users’ and applications’ mobility. The 5G 
infrastructure enables MEC applications to choose between three SSC configurations. SSC approach 1 in particular offers the user 
with the consistent network connection, SSC approach 2 may terminate the user's present connectivity before establishing a newer 
one, whereas SSC approach 3 maintains continuity of service for the subscriber by activating the new user interface before 
disconnecting the previous one. 

Network Capacity Exposure: The 5G framework enables MEC’s immediate access to network functionalities as well as indirect 
accessibility through the NEF. Exposed functionalities include the disclosure of user events, the delivery of user actions to external 
services, and the disclosure of analytics to third parties. 

QoS and Pricing Functions: The QoS and pricing criteria for user traffic or packet directed to the LAPN are defined by the PCF 
within 5G SBA. 

5. Enabling Technologies 

5.1. Clouds, Virtual Machines, and Container 

Cloud computing delivers large computational capabilities, always-on availability, and easy access while decreasing the necessity 
for end subscribers to administer, monitor, and facilitate software and hardware. It also features shared pools of resources with 
dynamic scaling. There are four main technology models available, as well as three service types. 

5.1.1. Technology Models 

Public Cloud: This type of model is administered by a cloud vendor to give public subscribers access to a set of resources in some 
kind of pay-per-use manner (i.e., Dell, Microsoft, and Amazon) [113]. 

Private Cloud: It is entirely owned and administered by a business. To maintain security, privileged access is offered within the 
corporate network (i.e., Google, Citrix, and RackSpace) [114]. 

Hybrid Cloud: It is a fusion of both public and private clouds (i.e., IBM, HP, and VMWare) [115]. 
Community Cloud: It is a cloud resource pool made up of numerous providers that may be shared by a specified group [116]. 



 

Fig. 4: MEC’s integration with 5G network infrastructure. 

5.1.2. Service Models 

Platform-as-a-Service (PaaS): Users are provided with a platform for designing, deploying, and managing apps (i.e., Azure 
websites and Amazon Beanstalk) [117]-[119]. 

Infrastructure-as-a-Service (IaaS): Offers scalable virtualized computing infrastructure, including computation, storage, and 
connectivity (i.e., Azure VMs, EC2, and Amazon) [119]. 

Software-as-a-Service (SaaS): Provides cloud-hosted software that is readily available (i.e., Dropbox and Google Sheets) [119]. 
Virtual Machine: A cloud-based system is often comprised of a cluster of physical devices that constitute a single logical object 

that may be shared among several players doing discrete isolated tasks or jobs. One method is to use a hypervisor that can generate 
and run Virtual Machines (VMs) that also can host various processes [120]. Virtual Machines segregation provides users with an 
isolated environment, i.e., a fully working computer, regardless of the foundational equipment [121]. The VM technology provides 
fine-grained supervision for initializing and terminating activities and services at any moment without impacting the underlying 
hardware, allowing for more resource provisioning versatility. Virtual Machine, however, is an artificial construct of physical 
equipment stack (i.e., virtual BIOS, networking interface, storage, RAM, and CPU) that necessitates a complete guest operating 
system (OS) image as well as extra packages and modules for hosting services and programs. A Virtual Machine wastes a substantial 
amount of facilities unless a service or application requires or demands such infrastructure, in addition to its delayed starting time due 
to booting a full operating system. 

Container: In the context of the Containers [122], abstractions occur at the operating system level, supporting applications and 
libraries, as well as systems resources to operate a particular service or application. Containers split the resources of actual computers, 
resulting in numerous separate user-space instances that are substantially smaller in size than Virtual Machines. This enables several 
Containers to run under a single operating system, enabling faster implementation with nearly native efficiency in central processing 
unit (CPU), memory, storage, and networking. A Container often executes a service or application by enabling quick instantiation and 
rapid migration benefits owing to its lightweight architecture; however, it is less reliable than Virtual Machines, which can also run 
several applications more effectively. In actuality, a Container may be orchestrated in milliseconds, but a Virtual Machine might take 
seconds or even minutes, according to the capabilities of the operating system, actual equipment, and the system workload. 

Containers provide a lightweight virtualization approach that enables the portable execution of MEC functions, which is very 
relevant for mobile consumers [123]. Containers can also help MEC services since they provide methods for rapid packaging and 
deployment across a wide number of linked MEC platforms [124]. Containers outperform Virtual Machines in the domain of MEC in 
five ways. First, Containers generate layers of images and extend images to develop and create programs, which are then recorded as 
images (‘.img’ system image files) in storage. The Container processor or engine later uses this to execute the program on the host. 
The engine aids in packaging, distributing, and coordinating, allowing for rapid deployment. Second, Container API supports life-
cycle management, which includes building, defining, composing, distributing, and executing Containers. Third, storage is given by 
connecting one or even more data volume Containers with continuous service. Fourth, networking is accomplished by port mappings, 
which facilitate Container interconnection. Finally, compatibility for micro services-based architecture (i.e., discrete software 
packages of a loosely connected service that may be easily mapped to construct a business application according to need) makes 
containerization easier under the PaaS paradigm. 

Docker is the most popular Container technology for facilitating an edge computing context [125]. Containers may also be utilized 
to replace Virtual Machines, resulting in lower resource use concerning both storage and computation. Moreover, Apache Mesos [126] 
and Google Kubernetes [127] support the Container cluster management inside dispersed nodes, allowing for quicker scalability. 



Regardless of the advantages of Containers, which are more visible in settings with user maneuverability, Virtual Machines may host 
larger applications or programs or services or a collection of applications or programs or services connected with a specific third-party 
vendor, ensuring a better level of security. The functionality of Virtual Machines can indeed be advantageous in such circumstances, 
particularly where service flexibility is not essential, as in corporate and residential networks. Containers, particularly Docker 
Containers, are intrinsically adaptable and can easily operate within a Virtual Machine [128]. Such Containers may be moved from 
one Virtual Machine to the other or perhaps to bare hardware without needing substantial effort. 

Kubernetes: Docker is responsible for the packing and delivery of applications or services, meanwhile the Kubernetes 
infrastructure is responsible for scaling, running, and monitoring such applications or services. Kubernetes [129] is also known as a 
Container operator because it automates the installation, scheduling, scalability, and synchronization of containerized workloads. 
Kubernetes by itself does not directly execute Containers; rather, single or maybe more Containers are encased in a high-level 
framework known as pods. Containers within the same pod exchange resources and networks, as well as interact with one another. 
The Kubernetes cluster's overall design comprises a master or controller and nodes or slaves. The master is in charge of providing the 
Application Program Interfaces (API) to developers and scheduling cluster deployments, such as pods and nodes. The nodes include 
the Container runtime, such as a single or more Docker Containers operating within pods, as well as a component called Kubelet 
[130], which handles connectivity between the master and the node. 

OpenStack: Due to its adaptability and diversity, is regarded as one of the best possibilities for supporting 5G MEC usage 
scenarios. It is an open program that is used to construct both public and private clouds and has strong support for Virtual Machine 
and Container concepts. OpenStack [131] is sometimes known as a cloud operating system since it maintains and controls massive 
pools of facilities in data centers such as computation, connectivity, and storage. OpenStack seems to be a massively distributed 
infrastructural software platform that is utilized in hundreds of data centers across the world. The telecom sector has recently 
introduced it to improve MEC usage scenarios. 

5.2. Network Function Virtualization (NFV) 

NFV is a virtualized framework that uses virtual hardware abstraction to separate network services from hardware or equipment. As 
a result, it is advantageous reusing the technology and infrastructure of NFV [132]. Fig. 5 represents ETSI NFV architectural 
framework. 

The NFV is made up of Virtualized Network Functions (VNFs), underpinning NFV Infrastructures (NFVI) [133] and an NFV 
Management and Orchestration system (MANO) [134] to offer virtualized network services. 

A VNF is generally a software execution of a network operation that is independent of the hardware facilities it employs. The VNFs 
depend on the NFVI, which obtains the required virtualized facilities (processing, storage, and communication) from the physical 
resources via the virtualization level. A VNF can be distributed over one or more Virtual Machines, with Virtual Machines segmented 
on the facilities of a physical host by software packages known as hypervisors. 

The NFV MANO is made up of three major parts [135]: the NFV Operator, the VNF Management unit, and the Virtualized/Virtual 
Infrastructure Manager (VIM). The NFV Operator is the topmost structural layer of the NFV Management and Orchestration system 
and is in charge of network service development and Lifecycle Management system (LCM). Conversely, the VNF Management units 
are there in charge of the Lifecycle Management of the VNFs, which are handled separately by the Element Maintenance (EM) 
systems. A VNF Management unit can support one or more VNFs. Lastly, the Virtual Infrastructure Manager supervises and regulates 
the NFVI facilities (i.e., processing, communication, inventory of software, storage capacity, and network resources, improving 
energy efficiency, increasing resources for Virtual Machines, planning and optimization, and a collection of infrastructure fault  
detection and prevention operations). An NFV-based networking service is made up of an ordered list of VNFs that connect two 
endpoints and route traffic via them. This combination to deliver an NFV-based networking service is comparable to the specifications 
of Service Function Chaining (SFC). 

The architectural modifications are detailed individually for each one of the two levels (of a MEC infrastructure) for consistency 
and clarity. 

MEC Host Tier/Level: Both the MEC services and the MEC Platform are installed as VNFs upon that host side, whereas the 
virtualized architecture is implemented as NFV Infrastructures [136], [137]. The NFV Infrastructures, or virtualized infrastructure, 
may be implemented using a variety of virtualization technologies, including Container or hypervisor-based systems, as well as 
combining virtualization techniques. The MEC Platform Manager is replaced on the host supervisory end by the NFV-MEC Platform 
Manager and a VNF Management unit. The NFV-MEC Platform Manager is responsible for the same tasks as the MEC Platform 
Manager. The VNF Management unit is in charge of managing the Virtualized Network Functions’ service life. The Virtual 
Infrastructure Manager retains its identical capabilities. 

MEC System Tier: The MEC Orchestrator (MEO) is overtaken by the MEC Applications Operator as well as an NFV Operator in 
the NFV-MEC framework. The MEC Applications Operator is responsible for the same things as the MEC Orchestrator [138]. 
Nevertheless, the MEC Applications Operator delegates resource management and MEC program management to an NFV Operator. 
The other components are unaffected. 



 

Fig. 5: ETSI NFV architectural framework. 

 
The work identifies the mentioned potential NFV advantages for MEC: (i) reduced OPEX and CAPEX; (ii) more flexibility and 

rapid implementation of new services. 

5.3. Software Defined Networking (SDN) 

To install the MEC platform in an NFV context, ETSI proposes a reference design. Also, some alternative designs are presented 
depending on the SDN framework to enable smooth collaboration across NFV and SDN platforms [139]. Fig. 6 visualizes the SDN-
based MEC-NFV architectural framework. While being created for standard NFV infrastructure, these solutions are still applicable in 
a MEC-NFV context. According to ETSI standards, SDN control strategies can be placed in the MEC-NFV framework in a variety of 
circumstances (Fig. 6) [140]. An SDN supervisor can be integrated with the virtualized environment supervisor, counted as part of the 
NFV framework, abstracted as either a Virtualized Network Function (VNF) or integrated into the Base Station Subsystem 
(BSS)/Operations Support Subsystems (OSS). As a result, SDN control systems are placed in MEC servers to deliver on-demand 
MEC operations by linking VNFs and managing infrastructure resources interactively (i.e. computation, storage, and connectivity) 
[140]. MEC enables service operators to provide new sorts of services that necessitate cloud computing resources at the network's 
edge. SDN improves MEC functionality by recognizing the significance of flexibility in defining policies for where and how data will 
be processed [141], as well as implementing network services without extra expenditure or hardware change. The work identifies five 
SDN advantages for the MEC infrastructure: (i) scalability; (ii) accessibility; (iii) resiliency; (iv) interoperability; and (v) flexibility. 

5.4. Network Slicing 

Network slicing [142], [143] has evolved as a significant idea for delivering an adaptable networking infrastructure that can 
efficiently serve rising enterprises with different service requirements. It entails dividing a single network into multiple circumstances, 
each of which is designed and adapted for a particular mandate and/or service/application. According to an important industry 
statement that explains the network slicing idea, network slicing allows the establishment of several logical, self-contained systems on 
a single physical infrastructure, providing resource separation and customizable network operations. In other ways, network slicing 
creates a multi-architecture that supports flexible network resource allocation as well as an adaptive attribution of network services, 
Radio Access Techniques (RATs), and activities, even with a limited lifespan, allowing for new revenue generation opportunities. 
Network slicing facilitates resource sharing across virtual MNOs, processes, and applications by introducing the concept of network 
slice brokers, which supports network sharing administration and the service exposing capability operation, as detailed in the 3GPP 
cellular systems [144]. The network slicing, from an infrastructure standpoint, assigns a set of reserved or shared facilities, either real 
or virtual, to certain occupants by implementing a network hypervisor. To meet the service needs of incoming queries, network slices 
must integrate a collection of cloud-based and network-based resources, such as bandwidth, networking functions, computing, storage, 
and accessibility to big data or quantitative analytics, among others. 



 

Fig. 6: SDN-based MEC-NFV architectural framework. 

Fig. 7 depicts an example of the network slicing on a common network infrastructure considering the potential role of MEC in 
mobile broadband, automotive, and massive IoT services [22], [44], [145]. Mobile broadband services need significant capacity to 
ensure that an application achieves adequate efficiency. With traffic forwarding to the localized edge, the MEC system may store 
content at the edge, boosting the capability of the wireless backhaul and network infrastructure. To assure optimal broadband 
experiences, MEC may also provide a variety of services such as video accelerators or activity-aware performance optimizations. 
MEC is a catalytic element that influences the potential of an array of sophisticated operations for the Vehicle-to-
Everything/automotive network slicing [146], which must support rigorous latency and extensibility with network functions initialized 
at the edge. Flexibility is crucial for managing enormous volumes of data quickly and effectively in massive IoT; therefore, MEC can 
offer storage and processing services for accomplishing signaling improvements. 

 

Fig. 7: Network slicing [22]. 



To enable service modification in slicing, a combo of NFV and SDN solutions is needed, offering a strong synchronization for VNF 
allotment and service orchestration at the edge server, while offering genuine and flexible service management in real-time operation. 
Network slicing, as one MEC enabler, delivers two primary advantages to the MEC setting: (i) dynamic infrastructure and (ii) 
effective resource utilization. 

5.5. Information-Centric Networking (ICN) 

The Internet, which had been initially intended for host-to-host interactions, is now mostly utilized for content distribution. With 
continually rising traffic levels, an Information-Centric Networking (ICN) concept tries to bridge the gap between both the original 
design of the Internet and modern services, including high-definition multimedia on-demand streaming, 3D gameplay, and virtual and 
augmented reality environments. To improve content transfer, ICN proposes redesigning the Internet framework as a content-centric 
system that employs two conceptual designs, namely connectivity (instead of hosts) as well as caching, e.g., at MEC computing 
servers, to alleviate bandwidth congestion and enhance data delivery [147]-[149]. 

5.6. Service Function Chaining (SFC) 

The goal to accelerate the transition to software-defined and configurable networks have prompted network engineering and 
research organizations to create another technique defined as Service Functions Chaining (SFC) [150]. SFC assists telecom companies 
and service providers in dynamically creating network services and directing traffic flows across them. Although this description and 
principles seem similar to those of NFV, SFC deals with the issue of delivering end-to-end solutions throughout a chain or hierarchy 
of service functionalities [151]. In reality, SFC is an ideal technique for interconnecting two or even more service functionalities in a 
certain network sequence. Fig. 8 shows the architecture of SFC. Additionally, virtualized service functionalities and physical network 
elements can be chained. As a result, SFC assures that physical network operations remain in-network and services delivery 
frameworks are not omitted thereby. 

Traffic streams in an SFC infrastructure are categorized and then processed based on this categorization. These procedures are 
administered in the sequence of the chains, and such procedures may be reclassified, culminating in another sequence. The SFC 
advisory committee of the Internet Engineering Task Force (IETF) has created SFC architecture for generating, updating, and 
removing the structured service chains that are related to network data flows. Service Functions (SFs) Classifiers, Services Function 
Forwarders (SFFs), and the SFC control planes are the core constituents of the SFC framework. The SFC management plane interacts 
with all of these elements and is in charge of a variety of tasks such as establishing service configuration paths, choosing Service 
Functions for a demanded SFC, informing classifiers about how to categorize traffic flows, and implementing traffic forwarding 
guidelines in Services Function Forwarders based on the service configuration path. Classifiers classify traffic flows by comparing 
them to the policy established by the management plane and then applying the necessary assortment of network service functions. The 
service function is in charge of specialized processing and can be deployed as a virtual component or as an actual network component. 
As appropriate, the Services Function Forwarder forwards traffic to the related service functionalities or into the classifier based on 
service configuration path information. 

The MEC application tier is now quite dynamic due to the continuous expansion of end-user activities. Furthermore, because of the 
large number of virtualization solution ideas in terms of designs, deployments, or implementations, SFC is one of the essential players 
in the MEC environment. SFC allows MEC to adjust a networking service function to the end user context and deliver end-to-end 
services [152]. Incorporation of SFC within MEC is an acceptable technique for organizing service function implementation, realizing 
desired strategies, adapting applications when approaches or policies evolve, and rationally allocating resources to provide needed 
services. 

SFC offers a wide range of MEC applications, which can improve MEC functioning in terms of resource optimization, privacy, and 
accessibility [153]. The study [154] solves the inter-MEC handover issue by offering the proper option to locate and move SFCs to 
accommodate subscribers of a 5G infrastructure with MEC regarding service latency. When a user switches cells, the proposed 
method determines which Virtualized Network Functions of Service Functions Chains should indeed be transferred, which MEC 
services should be used, and what amount of resources ought to be assigned. These decisions are made to minimize service disruption. 
To achieve optimal QoS for IoT operations, the researchers of [155] devised a method for carefully placing service functionalities of 
SFCs in the networks’ edge. They presented a probability-based logic programming technique for ranking locations of VNF chains 
depending on bandwidth, end-to-end latencies, and safety requirements. Leveraging the advantages of the protected service chaining 
framework, [156] introduces a novel SFC architecture to meet various security needs for Multi-Access Edge Computing. This system 
attempts to deliver real-time secure service sequencing to mobile subscribers. A fuzzy intelligence system-based technique is used to 
appropriately arrange the security features and therefore generate the security support chains to achieve a superior level of safety and 
an optimum sequence of the security mechanisms [157]. Masoumi et al. [158] and Bai et al. [159] investigated the MEC contexts with 
a focus on VNF failures. To address this issue, they deployed selected VNFs rather than the entire SFC. The procedure of choosing 
which VNFs are redundant is dependent on available statistics, which are determined by the average interval between problems and 
the average time necessary to fix the problems. A VNF redundancy solution is built in light of the edge network's restricted resources 
and depending on this parameter. 



 

Fig. 8: SFC architecture. 

5.7. Radio Access Control 

The radio accessibility networks in 4G/5G systems are made up of two primary constituents: the Remote Radio Heads (RRHs), 
which handle radio spectrum transmission/reception, and the Baseband Units (BBUs), which handle signal processing. 

China Mobile presented the Cloud-RAN (C-RAN) network design in 2010 [160]. C-RAN groups BBUs from a detached central 
workplace, referred to as a BBU controller, distant from their corresponding RRHs; the combined BBUs are identified using private 
routers that reside within the BBU controller. The C-RAN design allows for lower power consumption, more efficient operation, and 
increased dependability. One downside of C-RAN is indeed the vast separation between the BBU pool and RRHs, which generates 
additional delay across the BBU pool and users. This problem spawned a new RAN design known as Fog-RAN (F-RAN), whereby 
every BBU controller is built by aggregating just a limited number of RRUs, allowing users more alternatives for determining the best 
BBU venue to operate their services. Similarly, the reference [161] compared F-RAN with C-RAN, indicating that the F-RAN gives a 
faster service, however, at a relatively higher cost. 

5.7.1. Heterogeneous C-RAN 

To handle the enormous rise in network traffic, and a vast number of interconnected devices, infrastructure densification has 
emerged as the crucial component of 5G networks by deploying additional access points and base stations and utilizing spatial 
spectrum reusing. A heterogeneous network (HetNet) is a merger of higher-power macro cells with lower-power small cells, such as 
femto cells, pico cells, micro cells, and relay nodes. HetNets were designed because of the following advantages [162]: (i) increased 
coverage and efficiency, (ii) minimization of the macro cell dependability, and (iii) decreased cost and subscriber turnover. 
Nevertheless, there are significant problems with deploying dense HetNets: (i) significant interference, (ii) insufficient energy 
management, and (iii) lack of flexibility and adaptability. 

Heterogeneous C-RANs (H-CRANs) [163] are offered as a promising option to deliver excellent energy and spectral efficiency 
[164]. H-CRANs can also provide broad coverage and good energy efficiency, whereas MEC can provide significant computational 
facilities for low-latency applications [165]. Combining these two critical technologies will enable 5G to accommodate more 
applications. H-CRAN may be integrated with MEC to ease the installation of the MEC system, taking into account the computing 
and storage facilities in the BBU pools [166] as well as the deployment of the RRHs [167]. As a result, the integration of MEC and H-
CRANs can provide the following advantages: 

By collocating MEC and H-CRAN, the expenditure on MEC implementation can be significantly decreased. Everyone seems to 
know, deploying a suitably wide MEC network requires a big investment. Re-architecting MEC installation to C-RAN infrastructure 
is one option to reduce investment costs. The cost of transferring extra task processing over the operating RRHs or BBU pool will be 
decreased in this situation. 

The integration of MEC with H-CRAN can give the operational versatility and infrastructure reconfigurability that the virtualization 
of H-CRAN may deliver. The H-CRAN can speed up radio deployment by lowering the time required in traditional deployments, such 
as typical General-Purpose Processing units. Since C-RAN virtualizes many RAN operations, MEC may benefit from H-CRAN's 
coverage, energy efficiency, network simplification, and high security [168]. 

H-CRAN MEC may be implemented in a variety of settings. H-CRAN, for example, may interpret task signals from any place, such 
as a cell tower co-located area. Since H-CRAN implementation necessitates a significant amount of computing power, it may 
immediately transform into a MEC server to compute workloads from users. 

In conjunction with the advantages listed above, various obstacles with H-CRAN MEC platforms can be emerged via H-CRAN and 
MEC collocation, such as deployment scenario planning. The key problems of H-CRAN MEC technologies are elaborated on below: 

The equilibrium of rollout and network effectiveness inside the H-CRAN MEC architecture should be thoroughly examined. Since 
the H-CRAN provides dynamic capacity, the functionality of MEC systems is affected by the separation distance between the C-



RAN/MEC and cell site, e.g., how effectively it can support activities. For example, while putting the C-RAN/MEC platform in a 
central facility might greatly save costs, it results in excessive latency. In this instance, use cases must be carefully examined to 
determine which programs should execute at which locations. 

Most MEC capacity management solutions take into account the computational resource on MEC hosts and may therefore be used 
directly in H-CRAN MEC. Yet, concurrently optimizing computing resources and scheduling network resources in H-CRAN remains 
difficult. Inter-cell and cross-layer interference must be regarded, specifically in HetNets. Furthermore, the adaptive resource 
management method based on C-RAN NFV may require being updated to flexibly plan virtual computing resources under variable 
network capacities and task entry rates. 

Another issue that must be addressed with H-CRAN MEC systems is confidentiality. Since MEC service offers a wide range of 
applications, including third-party apps that are not directly regulated by mobile network carriers. There is a danger that these apps 
will deplete network resources or allow hackers to disrupt network operations. As a result, executing integrity assurance tests on 
programs should be considered during installation or upgrade. 

Because of the presence of inter-carrier interference (ICI) or disturbance, the resource provisioning issue in H-CRAN MEC systems 
is significantly more difficult than in standard MEC systems. To counteract this impact, the spectrum resource inside every cell can be 
separated into orthogonal sub-channels that should be assigned to mobile users effectively (for example, which sub-channel or sub-
carrier user device has to use for offloading a task to the host MEC server). To decrease inter-cell interference or disturbance in H-
CRAN MEC systems, several types of resources must be orchestrated efficiently, including not just traditional wireless resources (e.g., 
transmit power, sub-channel, space, and time), but also countervailing expenses (e.g., harvested energy, the backhaul spectrum, 
caching storage, and computing capabilities). User association, computational offloading, interference reduction, and allocating 
resources are the key problems of high-density H-CRAN MEC technologies. More significantly, these issues are inextricably linked 
and must be addressed together. 

On one side, it is expected that a large number of MEC systems will be extensively implemented in the coming years, varying in 
size (processing capabilities) and functionality (computation speeds). The link between subscribers and MEC systems, on the contrary, 
is highly dependent on the placement sites of MEC systems. Whenever a user device travels within the geographic region served by 
the unified BBUs, user motion can be disregarded. This type of BBU centralization affects the system performance and user 
experience. 

5.8. Device-to-Device Communication (D2D)-Aided MEC 

The exponential expansion of mobile data transmission and context-aware programs necessitates novel techniques to more 
effectively utilize bandwidth and enhance coverage while reducing latency and energy usage. Since every communication must be 
transmitted through the centralized control unit, the star configuration of mobile networks with a central control point, such as a base 
station or access point, suffers from inadequacies. D2D transmission, on the other hand, is a radio technology that allows direct data 
transfer between two neighboring UDs without the participation of the wireless network's central management point or core network, 
i.e. without crossing the base station or access point. This direct D2D connection has various advantages, including enhanced 
spectrum efficiency, higher data rates across devices, lower power consumption, and shorter end-to-end latency. D2D connectivity has 
been exploited in numerous research works to offload computations to other adjacent users (not utilizing MEC facilities) [169], [170]. 
Moreover, accessing caches at adjacent users (although not leveraging MEC caches) has been examined in previous research [171], 
notably audiovisual file caching at some other UEs [172]. Fig. 9 depicts D2D-aided edge computation/MEC scenarios. 

Unfortunately, D2D communication has certain implementation issues. One problem is the requirements to acquire exact channel 
information, for example, channel estimation and transmission control, which introduces overhead.  

 

Fig. 9: D2D-aided edge computation or MEC scenario. 



Another significant problem in D2D communications is privacy. D2D transmission is inherently vulnerable to security threats since 
a user’s content goes through another user’s device [173]. 

Selfish exploitation activity of user devices is another impediment to cooperative multi-device D2D transmission; since some 
devices may take other devices' communications resources, i.e., multi-hop D2D connectivity via intermediate relay mobile users and 
preventing the relay user to assist others [174]. 

Interference and movement management are also significant issues. As a result, when constructing device-enhanced MEC platforms 
that incorporate D2D transmission, these D2D communication issues must be carefully examined. 

Notwithstanding these obstacles, D2D communication offers great potential for a variety of realistic use case circumstances in 
forthcoming communication systems. The work next goes over a few sample use-case instances in detail. 

National Security and Confidentiality: The wireless cellular communication's dependency on the accessibility of the wireless 
communications infrastructure causes serious challenges in emergency and catastrophe situations such as flooding and earthquakes. 
Such calamities frequently destroy the mobile network infrastructure, causing cellular wireless communication to be disrupted. D2D 
communications, on the other hand, do not necessitate a permanent network infrastructure and may thus continue functioning even if 
the cellular network architecture is broken. Because of this benefit of direct D2D interaction, for emergency conditions, the United 
States governing body for the regulation of telecommunications for national and public safety and the European administrative body 
for Postal and Telecommunications regulations for next-generation state-level security and confidentiality of communication systems 
[175]. 

Proximity and Location-Based Services: With a growing emphasis on online gaming, promotional campaigns, and social media 
platforms (e.g., Instagram, Facebook, and others), there is a greater need for effective quick connectivity to endorse interconnections 
between adjacent users with reduced latency and battery capacity while maintaining high degrees of user confidentiality. D2D 
communication can permit such connections between nearby user devices, for example, a cell phone communicating to a computer or 
other cell phones for storing or exchanging video and photographs [176], [177]. 

Vehicular Connectivity: Another major use scenario of D2D transmission is vehicular or V2X interaction, which is classified into 
three types: vehicle-to-network (V2N), vehicle-to-infrastructure (V2I), and vehicle-to-vehicle (V2V). Recent substantial 
advancements in computing and communication infrastructures, as well as vehicular sensing technologies, have moved focus on V2X 
communications to strengthen public safety and smart transportation systems, accident avoidance mechanisms, and electric car 
charging [178], [179]. 

Authors noticed that the aforementioned use cases, along with a diverse variety of other D2D connectivity use circumstances, have 
the possibility of benefiting considerably from jointly utilizing MEC computing and caching resources, alongside the facilities of other 
neighboring mobile end devices, i.e., device-enhanced MEC [41], [180]. 

5.9. Machine Learning and Artificial Intelligence 

Machine Learning (ML) has been used in a wide range of applications, including digital assistants, video monitoring, social media 
platforms, email spam and virus screening, search engine result refinement, and product suggestion. There are various reasons why 
machine learning algorithms are becoming more popular [181]: (i) ML facilitates mechanisms that can automatically adjust and 
configure themselves to legitimate users, (ii) ML can explore new information from massive database systems, (iii) ML can resemble 
human and substitute certain strenuous tasks, that necessitates some cognition, (iv) ML can develop programs those are challenging 
and costly to build manually because they contain specialized comprehensive abilities or expertise synchronized to a specific project, 
and at last (v) massive rise in computing capabilities. In general, ML is classified into three fundamental types: Unsupervised 
Learning, Supervised Learning, and Reinforcement Learning (RL) with Deep Learning (DL), presented as a breakthrough approach 
and a big step forward toward ML, capable of achieving higher-level abstractions based on simple elements. The International 
Telecommunication Union (ITU) Telecommunications Standardization Division [182] recently suggested a uniform framework for 
ML in forthcoming networks, in which MEC would play critical roles as a producer, pre-processor, collector, modeler, strategist, 
distributor, and sink. MEC, for example, may receive data from users and subsequently preprocess the data by running an ML 
algorithm to extract the required information before delivering the outcome to the centralized cloud for any further training. 
Furthermore, various surveys and tutorials covering ML, DL, and related implementations in networking and communications have 
been published, and readers can resort to these publications for further information [183]. Fig. 10 visualizes a graphic demonstration 
of the incorporation of AI/ML and analytics in a MEC server. 

Because of the fast expansion of wireless communication systems and infrastructures, it is expected that Artificial Intelligence (AI) 
or machine intelligence generally, and ML in particular, may have crucial functions in 5G, 6G, and beyond [184], [185]. In general, 
ML can offer the following benefits: 

The capacity to learn from massive data to enhance system operations and efficiency is the most obvious benefit of ML, which may 
be done without additional hand-crafting functionality. Because (i) mobile data traffic is extensive, (ii) mobile traffic raises at 
unprecedented rates, (iii) mobile traffic is non-stationary (i.e., the timeline for reliability and validity can indeed be comparatively 
short), (iv) mobile data effectiveness is not retained (i.e., data accumulated can sometimes be low-quality as well as disruptive), and 



(v) mobile data is diverse, the significance of learning emerges inherently in wireless systems (i.e., data traffic can be produced by 
various types of devices and services). 

Due to huge state and action domains, varied network devices, and varying QoS objectives, joint communication, caching, 
computing, and control (4C) management in 5G as well as beyond is enormously challenging [186]. In such cases, ML can provide 
instantaneous and/or completely distributed approaches. Furthermore, model-free wireless communications raise difficulties such as 
channel estimation, problem statements, and closed-form solutions, all of which may be easily tackled by ML [187]. 

Finally, since edge computing will serve an essential role in enabling low-latency operations and the bulk of intelligent services will 
be placed at the edge of the network, edge intelligence will develop. Using edge intelligence to extract usable information from huge 
amounts of mobile data might increase the capabilities of tiny IoT devices and allow the implementation of computationally intensive 
and lower-latency edge services [188]. Edge learning, on the contrary, can avoid the limitations of cloud intelligence and on-device 
intelligence by balancing learning design complexity and training duration [189]. 

Optimizing MEC confronts various issues, including cache placement, communications and computing resource planning, 
computational task allocation, and combined 4C optimization. A variety of difficulties in MEC systems have been investigated in 
research [190], including computing offloading, caching, combined 4C optimization, safety and confidentiality, big data analyses, and 
the mobile crowd. 

AI fosters technological innovation by improving data analysis insights, particularly in time-varying and complicated networks. In 
this setting, stretching AI advances to the edge of the network has generated an entirely novel field known as edge cognition or 
intelligence. It is not only a combination of MEC with AI [191], but a whole new and complementary strategy for employing AI at the 
edge of the networks [192]. Nonetheless, edge intelligence adoption remains in the early stages. Edge hardware can use edge 
intelligence to execute model training and inferences locally, minimizing the need for frequent contact with cloud services. 
Reinforcement Learning and Deep Learning approaches have increasingly become the most prevalent AI techniques in edge 
intelligence. Reference [193] asserts that the convergence of Artificial Intelligence and MEC is indeed an unavoidable trend, and 
provides justification for this assertion: 
 Reduced latency and bandwidth use 
 Adaptation to changing environments 
 More diverse edge applications and services 
 MEC facilitates pervasive AI 
 AI features can facilitate MEC. 

AI has the potential to significantly improve the cognitive efficiency and effectiveness and competence of the vehicular Internet of 
Things (IoV) to adapt to frequently developing dynamic environments, as well as provide numerous task specifications for the 
allocation of resources, data processing task scheduling, and traffic prediction forecasting. By introducing AI technologies to edge 
access nodes, edge intelligence has demonstrated exciting potential for handling various intelligent vehicular scenarios. The work 
[194] developed a Double-Deep Q-network algorithm-based solution for minimizing the cost of transmission, storage, and computing 
in a vehicular network. Nevertheless, there are still issues that must be addressed before edge intelligence can be widely used, such as 
 System dynamics and transparency 
 Infrastructure and network design 
 Models of lightweight training 
 Privacy and security. 

 
6. Technical Features of MEC 

6.1. Computation Offloading 

Since user devices are capacity restricted, they must offload some of the resource-intensive activities (e.g., video analytics or 
processing) to certain other resource-rich terminals to conserve capacity, energy, and time. It is also one of the inspirations behind the 
MCC paradigm, which enables cloud services for mobile users. Nevertheless, MCC imposes several constraints, i.e., escalation of the 
traffic load (backhaul and radio) and latency. To solve these restrictions, offloading computations in edge cloud computing/MEC are 
presented, which consists of three components [195]. The very first aspect, termed as application/task splitting, is in charge of 
selecting between three ways based on different performance metrics: localized processing, complete offloading, or partial offloading 
[57]. While making this determination in a versatile and complicated network infrastructure is difficult, the partitioning technique 
(either automated application assessment or programmer-specified segmentation) adds further challenges. The second component, 
which consists of three actions, is concerned with task allocation. Step 1 is to identify resource-rich endpoints (for example, edge 
servers) which may be utilized for offloading. Step 2 is task sequencing, which involves assigning partitioned tasks or workloads to 
found nodes for optimal performance. The final step or step 3 is task allocation. The last component maintains several categories of 
resources. 

The in-practice offloading strategies are described below: 



 

 

Fig. 10: Incorporation of the analytics and AI/ML in an MEC server. 

Full Computation: (i) Local Computation: All computing activities are executed in local devices (UDs) rather than transferred 
directly to the MEC infrastructure, resulting in substantially lower latency than offloading computing workloads to the servers. 
Unfortunately, this technique throws significant constraints on the device’s battery performance and energy usage. This will also 
impose special demands on the computing capacity of the end devices. (ii) Edge Computation: Unlike local computation, edge 
computation sends all compute-intensive operations to MEC nodes for processing. Afterward, there are three forms of latency to 
consider: a) the time it takes to transfer content to the MEC; b) the time it takes for the MEC hosts to analyze content; and c) the time 
it takes for the device to obtain the processed data. Let’s anticipate that the total of such three delays will be less than the local 
computational latency. The devices’ energy is also conserved in this manner. 

Partial Computation: Partial computation typically divides processing into two sections: offloaded and non-offloaded segments, 
which tend to be more adaptable than the binary choice of local computation or edge computation. The non-offloaded data segments 
will be processed locally by the user device, while the offloaded data segments will be processed on the edge side. Nevertheless, 
precisely distinguishing two factors and balancing the limitations is difficult. Moreover, offloading decisions are made by taking into 
consideration a variety of factors such as energy usage, latency, and communication bandwidth. 

Li et al. [196] studied a novel joint optimization approach for caching and computation offloading in a MEC infrastructure for 
vehicular networks. Ke et al. [197] constructed an adaptive deep reinforcement learning-based strategy for computation offloading in a 
MEC-based heterogeneous or collaborative vehicular infrastructure. Researchers jointly examined the system's reliability, energy 
usage, and execution delay. 

The offloading selection is an important aspect of the MEC since it decides where the computation needs to be performed. While 
making the selection, one ought to take into consideration not just the power consumption of the end devices as well as the energy 
consumed by the MEC hosts. Consider the scenario of a single user device transferring computation to several servers (e.g., under 
very tight latency constraints) as well as the scenario of numerous devices offloading. Most studies, however, consider that the user 
device remains immobile when making offloading decisions. Users can frequently move, and in some cases, they may relocate from 
one location to another. In this scenario, the preference to minimize the expense relative to user mobility is a reason for concern. 

Cyber foraging provides compute offloading, strengthening mobile device capabilities while significantly improving the energy 
economy. CloneCloud partitions code automatically at the thread layer. Cuckoo examined component-level partitioning, and a related 
mechanism was built in MAUI. Yet, the transaction state may be extended because of an unbound delay in computation offloading to 
a faraway cloud.  In certain circumstances, this may use more energy than local computations.  

MEC consumes less energy due to lower latency and closeness to the RAN edge. As a result, consumers benefit from speedier 
execution and improved performance. Encoding represents the most computationally intensive element for video services. Whenever a 
mobile device wants to initiate a video chat during teleconferencing, a negotiation process is undertaken to pick the kind of encoding 
accessible before the content is encoded within the mobile device and afterward uploaded. Such a procedure requires power and may 
take some time. Tusa et al. [198] suggested a communication mechanism to transfer the encoding function to an edge computing 
server as a solution. Offloading the encoding portion will conserve energy and reduce delays in connectivity, providing excellent 
video quality. 

Machine-to-machine (M2M), wearable tech, or other IoT devices may shift compute-intensive programs to the edge. This may be 
accomplished by dividing the program and transferring only the data-intensive portions to the edge. Abdelwahab et al. [199] presented 
REPLISOM, a computation offloading paradigm for IoT services in which the edge cloud submits a demand to the respective IoT 



devices, obtaining information relating to the connected service, i.e., generally a memory replication of the VM. REPLISOM is built 
along the Long-Term Evolution (LTE)-evolved memory replicating mechanism, which uses D2D connectivity to combine numerous 
memory copies from the surrounding user devices into a unified compact form, which is subsequently fetched from the device. 
Compressed sample-building techniques are employed to administer such memory replicas, lowering the effort required by typical 
devices to push for saving energy and money by minimizing the number of repeated requests at once. 

The work [200] considered the idea of a hybrid cloud, which splits applications flawlessly in core and edge cloud services, enabling 
delay responsive and user-interactive features at the edge, thereby preserving a configurable cloud approach, and this is an edge-cloud 
cooperative scheme focused on IoT applications. The goal is to make two new types of applications more efficient: extremely accurate 
indoor localization which relies on reduced latency and flexible and robust video surveillance that preserves bandwidth. Another 
sector that needs a substantial amount of computational power is mobile games. Mobile gaming may become more interactive owing 
to lower reaction times by transferring the rendering portion from handheld devices. In the context of multiplayer gaming, the trade-
off around offloading and cloud service efficiency should be evaluated to prevent overloading a specific cloud platform. In this regard, 
Hu et al. [201] and Qin et al. [202] suggested a distributed computational offloading model based on game theory. The model takes 
into account a multi-channel radio network and a multi-user offload strategy, with the equilibrium state attained by taking into account 
the number of users who can gain from edge computing. RAN-aware content optimizer, a complementing service that harnesses the 
features of MEC, can improve the effectiveness of computational offloading. Obtaining information on RAN performance and user 
context before offloading can help both the devices and the network. Magurawalage et al. [203] suggested a network-aware and 
energy-efficient architecture for application offloading depending on network accessibility, radio signal performance, and surrogate 
computational resources that are available. It deconstructs applications into their constituent parts and develops an offloading online 
approach according to the previously mentioned optimization factors. Wu et al. [204] presented computation architecture from the 
standpoint of IoT applications. It then analyzed cutting-edge concepts for AI-empowered cloud-edge coordination for IoT. Lastly, a 
list of prospective research problems and open queries is presented and addressed. To solve the tradeoff between low computing 
power and substantial latency, while also ensuring data integrity throughout the offloading process Wu et al. [205] proposed a 
Blockchain-based cloud-edge-IoT computing framework that takes advantage of both MCC and MEC, with MEC servers providing 
reduced latency computing services and MCC servers providing more computational capability. Furthermore, the work designed an 
energy-efficient dynamic computational task offloading (EEDTO) algorithm that chooses the appropriate computing location live, 
either on the MCC server or the IoT device, or the MEC server to jointly optimize energy usage as well as task response time. Xue et 
al. [206] presented an efficient offloading system for DNN Reasoning Acceleration (EosDNN) within a cloud-edge-local cooperative 
context, where DNN reasoning acceleration is primarily employed in task migration delay optimization as well as real-time DNN 
query realization. Xue et al. [207] investigated DNN model segmentation and offloading and proposed a unique optimization strategy 
for parallel task offloading of substantial DNN models in a cooperative cloud-edge-local setting with restricted resources. To acquire 
the DNN offloading method, an enhanced Double Dueling Prioritized Deep Q-Network (DDPQN) technique is suggested in 
conjunction with the coupling cooperation level and node balancing degree. Fig. 11 depicts the notable and evolving algorithms for 
computational task offloading [208]-[225]. 

6.2. Communications 

Communication links between mobile users and cloud services are generally characterized as bit-stream or bit-pipe with either fixed 
rates or arbitrary rates with specified distributions in MCC research. Such coarse designs are used for adaptability and may be 
appropriate for the architecture of MCC platforms where the focus is on mitigating latency in core networks and managing large-scale 
clouds but not wireless communication delay. In the case of MEC systems, the situation is distinct. Considering the small-scale nature 
of edge clouds and the concentration to latency-critical activities, the key design goal is to reduce communication latency by creating a 
highly improved air interface. As a result, the bit-pipe or bit-stream concepts discussed above are unsuitable since they miss several 
essential aspects of wireless transmission and are overly simplified to allow for the deployment of sophisticated communication 
mechanisms. To be more explicit, wireless networks differ from their wired equivalents in the following fundamental ways: 

(i) In wireless transmission medium multipath fading arises due to reflections, environmental disturbance, and refractions or 
dispersions of signals from scattering elements in the surroundings (for example, walls, trees, and buildings), rendering the channels 
extremely time-varying and causing significant inter-symbol interference (ISI). In trustworthy transmissions, effective ISI reduction 
methods like spread spectrum and equalization are required. 

(ii) The broadcast aspect of wireless transmissions causes a radio wave to be affected or disrupted by other radio waves in the same 
spectrum, potentially lowering their respective reception signal-to-interference plus noise ratio (SINR) and increasing the likelihood of 
signal loss during the time of detection (at the receiver end). To deal with performance deterioration, interference control has emerged 
as one of the most critical design concerns for wireless communication systems, attracting significant research efforts. 



 

Fig. 11: Computational task offloading algorithms. 

(iii) The spectrum scarcity has been a major impediment against incredibly high-rate radio access, encouraging extensive research 
into exploiting unique spectrum resources, formulating novel transceiver configurations and network frameworks such as novel 
multiple access techniques to enhance spectrum efficiency, and constructing spectrum sharing and accumulation strategies to facilitate 
effective use of segmented and underexploited spectrum resources. 

Since wireless channels vary randomly in time, frequency, and space, it is vital to building efficient MEC systems that smoothly 
combine control of computational offloading with radio resource management. For example, if the wireless channels are under severe 
fade, the decrease in task execution delay during remote computing may not be adequate to substitute for the increment in 
transmission latency caused by the severe decrease in transmission rates. In these kinds of instances, it is preferable to postpone 
offloading until the channel gain is acceptable or to transfer to a different frequency/spatial communications channel having higher 
quality for offloading. Additionally, boosting transmission power can boost data rates while also increasing data transfer energy usage. 
The foregoing concerns imply the collaborative design of offloading or transferring and wireless transmissions that are adaptable to 
time-varying channels based on precise channel-state information (CSI). 

Communications in MEC systems are primarily between base stations or access points and user devices, with the potential of direct 
D2D connections [226]. MEC systems are small server facilities installed by cloud computing/telecom vendors that may be co-located 
with radio access points, such as public WLAN hotspots and base stations, to save expenditure (for example, transmission site rents). 
The radio access points not only offer a wireless channel for the MEC workstations but also allow access to the faraway data center 
over backhaul networks, allowing the MEC server to offload some computing workloads to other MEC workstations or large-scale 



cloud computing facilities. D2D connections with surrounding devices give the option to transmit computing tasks or workloads to 
MEC servers for mobile devices that cannot interact directly with MEC servers owing to limited wireless interfaces. Moreover, D2D 
transmissions allow the peer-to-peer sharing of resources and computing load management within a group of user devices. 

There are several commercialized wireless transmission technologies available currently, including Bluetooth, radio frequency 
identification (RFID), near-field communications (NFC), WLAN, and mobile networks such as LTE, 5G, beyond 5G, and 6G 
networks (planned to be deployed within 2030). With varied data rates and communication capabilities, these technologies can 
facilitate mobile offloading from user devices to access points or peer-to-peer wireless collaboration. In terms of operating 
frequencies, maximum transmission range, and data throughput, conventional wireless communication systems differ greatly. Since 
the transmission or coverage area and transmission rate in NFC are so limited, it is best suited for purposes that involve little 
information transmission, such as e-payment and physical access verification. RFID is identical to NFC in a sense that it permits only 
one-way transmission. Bluetooth represents a more powerful method for enabling short-distance D2D connectivity in MEC platforms. 
WLAN, LTE, 5G (and forthcoming 6G) are key technologies facilitating long-distance connectivity between user devices and MEC 
servers, which may be dynamically switched based on connection stability. The networking and communication protocols must be 
modified for the implementation of wireless technology solutions in MEC systems to encompass both the communications and 
computing facilities and efficiently enhance computational efficiency, which is more complex than data transfer. 

Hu et al. [227] developed a MEC architecture and accompanying communication protocols for content delivery and processing in 
vehicular connectivity networks that include IEEE 802.11p, licensed sub-6 GHz spectrum, and millimeter wave (mmWave) 
communications. Liu et al. [228] presented a unified heterogeneous networking system for MEC and fiber-wireless accessibility 
networks that employ network virtualization to accomplish dynamic coordination of networking, storage, and computational resources 
to accommodate various application requirements. Peng et al. [229] provided an adaptive spectrum management approach to improve 
spectrum resource usage during the communication with the MEC server for a self-driving vehicular network. Song et al. [230] 
developed a novel MEC architecture for satellite-terrestrial integrated IoT systems leveraging Low Earth Orbit (LEO) satellites. Li et 
al. [231] presented a multi-relay aided computation offloading architecture for MEC with energy harvesting (MEC-EH) infrastructure. 
A computational operation may be conducted in this system by transporting it to the MEC host via multiple neighboring relay units. 

6.3. Caching and Distributed Content Delivery 

Since content, particularly video constitutes the most popular wireless network services, thousands of visual content elements are 
transmitted regularly to content providers' systems. Such content is kept in huge quantities in the providers' data warehouses before 
being transcoded from originating version to the final delivery version and disseminated to various streaming servers across many 
network locations for continued distribution. Despite attempts to distribute material, certain users may encounter service disruptions 
owing to buffering issues and jitter, particularly in mobile contexts. By expanding Content Delivery Network solutions to the cellular 
edge, consumers' QoE may be improved while backbone and core network utilization are reduced. Many study findings support this 
conclusion. Studies [232]-[235] particularly provided several architectural styles for supporting parallel and distributed edge servers 
able to execute audiovisual caching and broadcasting to improve QoE for content distribution. In terms of the influence on backhaul, 
caching contents can reduce bandwidth needs by up to 35% [236]. 

Recently, Media Cloud, a system for effectively distributing adaptive streaming services for video, has been presented, which 
provides an elastic virtualized content delivery infrastructure at the edge. MNOs and OTT vendors may fully leverage the MEC 
system by pre-caching popular material at the edge based on analytics and user/service predicting data. A context-aware networking 
with edge caching features, relying on big data analysis is examined, whereas a content positioning and delivery technique based on 
content recommender systems and wireless environment features are detailed in [237] and [238]. 

Caching may be implemented in a hybrid fashion for networked cloud edges, in which each edge server distributes the cached 
resource metadata in the format of a portfolio. When users request contents for the very initial time in a traditional cloud computing 
system, the request is forwarded to a distant cloud platform to retrieve the needed material. Unlike traditional cloud operations, hybrid 
caching allows users to request material from other local edge platforms rather than retrieving content from faraway clouds. Besides 
video, augmented reality is another sort of material that is extremely dependent on round trip length and network availability. MEC 
can offer optimal QoS, particularly for 3D picture files and other large or complex contents, by storing those locally rather than 
relying on central cloud facilities and core network infrastructure. 

Zhong et al. [239] intended to reduce the average task executing time in the MEC system by taking into account the variability of 
task requirements, caching of distributed applications, and access point or base station cooperation. Ugwuanyi et al. [240] presented 
and examined a novel system Predictive-Collaborative-Replacement (PCR) for managing content caching within MECs that 
incorporates proactive prediction, coordination across MECs, and a substitution algorithm. Tefera et al. [241] investigated a 
decentralized adaptable resource-aware communication, computation, and the caching system based on Deep Reinforcement Learning 
(DRL) that can orchestrate varying network settings. MEC's capacity limits its ability to cache all versions of popular streaming. 
Video transcoding alleviates this issue to some extent by transforming the higher attainable video bit rate to such a required lower one; 
nonetheless, transcoding a significant amount of videos simultaneously might soon exhaust the accessible edge processing capacity. 
As a result, caching adequate video bit rates which can serve the greatest number of network subscribers is a difficult task. To tackle 



this challenge and make better use of network edge facilities (processing and storage), Kumar et al. [242] developed a non-traditional 
strategy for video caching that makes use of network information offered by MEC's Radio Networking Information (RNI) Application 
Program Interfaces (API). Ding et al. [243] presented an edge content distribution and update (ECDU) mechanism. The researchers 
implemented a variety of content hosts in the ECDU architecture to store raw content gathered from mobile users, as well as cache 
pools to preserve content that is often queried at the network's edge. 

7. Contemporary Supporting Technologies for MEC 

7.1. Multiple Access Technologies 

7.1.1. Non-Orthogonal Multiple Access (NOMA) 

NOMA is a potential multiple access technology for forthcoming wireless communications technologies. NOMA enables several 
users to utilize the single resource block by utilizing successive interference canceling (SIC) [244] and superposition coding (SC) 
[245] at the transmitting and receiving ends, respectively. As a result, the advantageous qualities of NOMA concerning the allocation 
of resources and interference reduction have been thoroughly examined in numerous situations that are tempting to cope with the 
aforementioned issues of combining connectivity, sensing, and computational functionalities. As a result, assessing the potential 
advantages of the NOMA scheme in multi-functional communication systems is quite valuable. 

Because of its greater spectral efficiency, NOMA has been regarded as a major enabling innovation in next-generation 
communication systems. On one aspect, the NOMA principle fundamentally alters the layout of potential multiple access systems. In 
particular, unlike traditional orthogonal multiple access (OMA), which assigns orthogonal bandwidth spectrum resources to user 
devices or subscribers, NOMA facilitates users to utilize the same spectrum, with multiple access interference managed by advanced 
transceiver configurations. As a result, as opposed to OMA, NOMA provides greater flexibility for effectively utilizing finite 
bandwidth resources [246]. 

NOMA is broadly categorized in two variants [247]: code-domain NOMA (CD-NOMA) and power-domain NOMA (PD-NOMA). 
CD-NOMA employs user-specific sequences to share the total available radio spectrum, whereas PD-NOMA takes use of user channel 
gain variances and multiplexes subscribers in the power domain. Another notable newly developed variant of NOMA is cognitive 
radio-NOMA (CR-NOMA) [248]. Sparse code multiple access (SCMA), orthogonal frequency-division multiple access (OFDMA), 
code division multiple access (CDMA), and multi-user shareable access (MUSA) are instances of code-domain oriented access 
techniques [249]. NOMA can handle more subscribers than available sub-channels, which contributes to a variety of benefits such as 
huge connectivity, lower latency, improved spectral efficiencies, and improved channel feedback. 

With the provision of unique possibilities, the integration of NOMA and MEC may considerably increase user satisfaction and 
system performance. While NOMA has several benefits in terms of improving bandwidth efficiency and cell-edge connectivity, 
soothing the channel feedback demand, and lowering transmission latency, MEC provides significant benefits not just for subscribers, 
but also vendors and third-party providers, and allows for improved overall network performance. 

NOMA and MEC together can offer low-latency connectivity. Since the 5G and beyond communications infrastructure will not be 
entirely constructed around one technology, it is critical to manage the infrastructure from a variety of viewpoints, including air 
interface, network design, and enabling techniques. NOMA and MEC seem to be two potential options for dealing with latency needs. 
MEC relocates cloud services and processes to the edge of the network, where the majority of data is created and managed. As a 
result, MEC enables edge applications to better fulfill end users' reduced latency needs as opposed to cloud computing. Similarly, 
flexible scheduling as well as grant-free accessibility in NOMA offer decreased communication delays for 5G and beyond network 
users. 

NOMA and MEC may be coupled in a variety of ways with various current wireless technologies, including mmWave connectivity 
[250], multi-input multi-output (MIMO), massive MIMO, and so on, to improve connection, spectrum efficiency, energy 
consumption, and computing capabilities [251]. Massive MIMO, as an example, may dramatically boost the spectral performance of 
wireless networks by extensive spatial multiplexing; hence, massive MIMO-NOMA can allow vast connectivity while maintaining 
excellent spectral efficiency. MmWave frequencies can be utilized for wireless communication systems to provide gigabit-per-second 
data speeds. The substantial gains produced by massive MIMO can compensate the severe path loss induced by mmWave. As a 
consequence, NOMA MEC may be used in conjunction with the mmWave-based massive MIMO scheme to permit numerous devices 
to offload computational workloads at higher data rates. 

Since communication speed is vital in a ubiquitous computation scenario, the use of NOMA to assist work offloading has drawn 
considerable interest. In particular, the effect of NOMA on workload offloading was assessed in [252] using several asymptotic 
performance evaluations. In [253]-[255] authors investigated and showed the benefits of NOMA in diverse MEC systems and cache-
aided MEC systems, correspondingly. The authors of [256] and [257] investigated communication and computational resource 
management of NOMA-MEC systems, demonstrating the benefits of NOMA in improving energy efficiency. The authors of [258] 
made a new contribution by devising a unique hybrid offloading strategy for MEC systems considering the perspective of energy 
efficiency. 



7.1.2. Rate Splitting Multiple Access (RSMA) 

RSMA is developed as a kind of multiple access approach for forthcoming wireless communication systems for non-orthogonal 
transmissions, interference mitigation, and rate optimization. RSMA has been viewed as a possible key enabler for the 6G wireless 
communication due to its high spectral/energy efficiency, dependability, and resilience for both uplink and downlink multiple-user 
communications. Inter-user interference is being partially decoded and handled as noise in the downlink or downward RSMA, and this 
not only optimizes decoding efficiency and complication, but also allows flexibility to connect NOMA and space division multiple 
access (SDMA). Using channel second-order characteristics, [259] suggested a more generic downlink rate-splitting scheme for the 
MIMO technology with imperfect or insufficient CSI at the transmitters. As opposed to NOMA and SDMA, message prioritization is 
advantageous for successfully controlling power-domain distortion and achieving a better spectral efficiency for downlink 
communication. The work [260] deployed an intelligent reflecting surface (IRS) to support the downlink RSMA technology, which 
outperformed the IRS-assisted downlink NOMA scheme in terms of outage performance. [261] suggested the RSMA-aided downlink 
transmission architecture for cell-free enormous machine-type connectivity. Contrary to the downlink or downstream RSMA, the split 
signal streams or radio waves from multiple devices in the uplink or upstream RSMA are completely decoded at the base station 
receiver utilizing SIC [262]-[265]. The advantage of using uplink RSMA over uplink NOMA using SIC processing is that it achieves 
the complete capacity range of multiple access channels or streams [265]. Yet, RSMA implementations for uplink media access 
control (MAC) remain in their early stages. Because the split data streams of multiple uplink users greatly increase detection 
complications at the receivers, the optimal effectiveness of uplink RSMA is heavily dependent on rate-splitting settings as well as the 
SIC decoding sequence at the receiver end [266], [267]. [268] presented a rate-splitting strategy for an upstream CR-NOMA system to 
decrease user scheduling complexities, in which the divided signal streams may be decoded sequentially even with the identical 
received power level. Reference [269] proposed a rate-splitting strategy for an upstream NOMA system to increase user integrity and 
outage performance. Taking into account the partial rate limitations across subscribers, [270] optimized the sum rate in the case of 
uplink RSMA. With the assistance of minimum mean squared error (MMSE)-based SIC, [271] utilized an upstream RSMA to assure 
max-min user integrity in single-input multi-output (SIMO) NOMA systems. The work [272] utilized uplink RSMA for physical-level 
network slicing to provide ultra-reliable and lower-latency (URLLC) and enhanced or improved mobile broadband connectivity 
(eMBB). References [273], [274] utilized uplink RSMA in aerial networks to improve communication reliability, reduce interference, 
and improve weighted sum-rate effectiveness. Moreover, the research [275] utilized the utility of RSMA for satellite communications 
by integrating beamforming and uplink RSMA. Reference [276] introduced a collaborative RSMA for uplink user collaboration. The 
work [277] examined outage behavior for a two-user upstream RSMA system taking into account all potential SIC decoding orders. 

Although NOMA-MEC allows several users to transfer their computing workloads to a base station at the same time, the 
implemented NOMA with SIC may not attain the entire capacity domain of uplink multiple access streams, limiting the system 
efficiency of NOMA-MEC systems. To reach the full capacity domain of uplink multiple access streams extensive research is 
necessary to establish the appropriate SIC decoding sequence and transmit power assignment. The works [278], [279], therefore, 
analyzed the deployment of uplink RSMA in latency-aware MEC scenarios. To use RSMA for uplink MACs, efficient interference 
control, and low-complexity SIC handling are on the horizon. The work [280] proposed a CR-inspired rate-splitting scheme to 
maximize the achievable rate of a secondary user (SU), meanwhile maintaining the primary users’ (PU) outage performance the same 
as orthogonal multiple access (OMA). 

Inspired by the capability attained by uplink RSMA as well as CR-inspired rate-splitting the work [281] envisioned an RSMA-
assisted MEC (RSMA-MEC) strategy to boost the successful computing probability (SCP) and minimize offloading delay in a MEC 
mechanism. A single MEC host and many randomly deployed users comprise the network. Since user or device geo-positions have a 
substantial influence on channel conditions, acceptable and realistic location modeling is required to assess system efficiency. As a 
result, the work considered that the positions of randomly dispersed users pursue a uniform Poisson Point Process (PPP) [281]. 
Recognizing the impact of user geo-positions and related inter-user interference, it separated users into a centralized and an edge or 
periphery cluster to construct a paired-user CR-based RSMA and utilized it to facilitate MEC. 

7.2. Unmanned Aerial Vehicle (UAV)-Assisted MEC 

Typical grounded infrastructure-based MEC systems are inapplicable in dense urban or non-rural regions or environmental disaster 
zones since establishing network services in these hostile conditions is typically inefficient. Admittedly, aerial edge computation 
mechanism, namely, UAV-enabled airborne MEC paradigm obtained increased research interest from both business and academia 
[282]. Because of UAVs' inherent characteristics such as on-demand implementation, relatively inexpensive, configurable 
maneuverability, line-of-sight (LoS) communication, high gliding altitude, etc., UAVs exerting as aerial MEC stations can be used in 
a variety of scenarios ranging from civilian to military for important tasks. When the servers integrated with base stations are 
overcrowded or inaccessible, aerial or UAV-aided MEC systems may often act as a supplement to terrestrial MEC networks. The LoS 
communication and mobility of UAVs, in particular, can considerably minimize task offloading latency as well as energy usage for 
MEC platforms. Fig. 12 depicts UAV-assisted MEC infrastructures. 

 



 

Fig. 12: UAV-assisted MEC infrastructures. 

As a result, the merging of UAVs with MEC is considered to be a win-win solution for next-generation communication systems, 
playing a critical role in delivering flexible and omnipresent communication and computing services in a variety of circumstances 
[283], [284]. 

When compared to traditional ground infrastructure-based MEC solutions, UAV-aided MEC has demonstrated significant benefits, 
owing mostly to the unique characteristics of UAVs [285]. Some of the primary benefits of UAV-aided MEC are stated below: 

Ad-Hoc and Cost-Effective Implementation: Due to UAVs' better scalability and ease of deployment, UAV-aided MEC 
frameworks can be rapidly dispatched at reasonable costs in response to real-time requirements and offer computation offloading 
potentials to users with constrained local computing capacities, particularly in areas where connectivity facilities are infrequently 
distributed or even completely destroyed. 

Coverage and Computational Performance Optimization: Since UAVs often fly at a higher altitude; a vast region may be 
successfully served with a small subset of UAVs. More crucially, with the use of inter-UAV linkages, a swarm of UAVs, i.e., a flying 
ad hoc network (FANET) may collectively accomplish activities in large-scale locations. While performing as an auxiliary 
computational service vendor, MEC servers enabled by UAVs can also considerably increase computation capacity in hotspot 
locations, allowing more users to be supported through powerful computational services. 

Consistent LoS Offloading Connectivity: Besides increased coverage, another advantage of greater cruising altitudes for UAVs in 
airborne MEC is the increased likelihood of LoS connections. As compared to terrestrial fading mediums, LoS connections can 
provide more dependable wireless connections for workload offloading and computational outcome downloading, meeting MEC's 
rigorous QoS criteria. 

Energy Usage and Delay Reduction: Controllable mobility of UAVs offers an extended technical dimension of freedom (DoF) for 
airborne MEC as compared to ground infrastructure-based MEC platforms. Better channel characteristics can be achieved by UAV 
trajectory adjustment. The offloading energy usage and task delay for UAV-aided MEC may thus be greatly decreased when 
combined with suitable resource allocation algorithms. 

UAVs are classed into numerous categories based on their size, weight, wing design, flight time, and altitude [285], such as higher 
altitude platforms (HAPs) vs. lower altitude platforms (LAPs), rotary-wing vs. fixed-wing, big vs. small or miniature UAVs, and so 
on. Depending on the specific application circumstances, many varieties of UAVs can indeed be operated for UAV-assisted MEC. 
Fixed-wing UAVs, including small airplanes, have faster flight speeds, longer ranges, and can carry heavier weights than rotary-wing 
UAVs; however, they must constantly move forward to stay aloft. Hence, fixed-wing UAVs often fly ahead indefinitely and are 
utilized to cover a broad region while providing computing facilities. Rotary-wing UAVs, on the other hand, like quadrotor drones, 
may hover over a specified spot. Furthermore, loads of rotary-wing-based UAVs are generally tiny because of their tiny shape and 
weight. The main advantage is that they can land and take off vertically without the need for an airfield or launcher, allowing for faster 
and more flexible deployment. HAPs typically fly up to 17-22 km altitude and are intended for long-term services (days or months) 
over wide geographic regions [286]. The advantage of LAPs is their inexpensive cost and quick deployment or replacement, 
notwithstanding their limited computing capacity. 

As previously stated, UAVs can function as airborne base stations incorporating MEC workstations to deliver computational 
services to wireless users in places where network infrastructures are unevenly dispersed or even completely destroyed. Furthermore, 
while infrastructure-based MEC implemented within a preset territory may be unable to adjust with time-varying configurations of 



service demands, UAVs can be quickly deployed to designated locations to address temporary or unanticipated demands. UAVs, on 
the other side, can operate as relays to help users offload tasks to more capable distant MEC nodes with two or even more hops. Since 
UAVs may modify their placements to experience optimal channel conditions, UAV relays provide additional options for a 
performance increase when compared to traditional static relaying. Owing to a single UAV's limited processing capacity, numerous 
UAVs can collaborate to enhance the coverage area and computational capability, where extensive design is needed for cooperative 
computing procedures. Additionally, using inter-UAV linkages, a swarm of UAVs may be built as a FANET. In this context, task bits 
produced by small UAVs can be transferred to a lead UAV with rich computational power for real-time computing. Moreover, 
workloads from ground users can be assigned among numerous UAVs within the FANET. LAPs can potentially be combined with 
HAPs and ground infrastructure to establish an information network. Since HAPs own a broad outlook on the entire system, they are 
accountable for offering omnipresent connectivity and computing services, whereas LAPs complement the terrestrial MEC systems 
and ensure high QoS standards [287], [288]. 

Inspired by the great versatility of UAVs Jiang et al. [289] investigated a multi-UAVs-aided MEC platform in which UAVs perform 
two roles, contributing to facilitating computation or functioning as relays, to minimize total usage of time and energy. As a result, an 
optimization approach is devised to reduce the total power utilization of the MEC unit. The problem is then defined as a Markov 
process of decision-making. Afterward, two reinforcement learning approaches, Q-learning as well as competitive Deep 
Reinforcement Learning are suggested to find the best policies for computational offloading as well as resource allocation. Diao et al. 
[290] investigated a UAV-assisted MEC platform with a multi-antenna base station. The work explored offloading optimizations and 
scheduling solutions for energy consumption reduction. Apostolopoulos et al. [291] proposed a unique data-offloading decision-
making paradigm in which users can partially offload their content to a sophisticated MEC system comprised of both terrestrial and 
UAV-mounted MEC workstations. Zhang et al. [292] presented and analyzed UAV-assisted MEC system in which a hovering UAV 
as well as a terrestrial base station endowed with computational capabilities serving a variety of ground UDs. The system intended to 
reduce the weighted expense of time delay and energy usage while keeping offloading selections and resource competition in mind. 

7.3. Energy Harvesting, Simultaneous Wireless Information and Power Transfer (SWIPT), and MEC 

The modern industrial environment is more conscious of its obligation to optimize energy consumption and management across all 
areas, including communications. Energy harvesting [293], often referred to as power harvesting or energy scavenging is a viable 
technology for 5G networks as it provides a viable alternative to standard energy supply sources [294]. The primary idea behind 
energy harvesting is to harvest various accessible energy sources and use them to power energy-constrained devices to extend their 
lifetime. Energy harvesting, in conjunction with the conventional power grid, can assist in meeting the energy demands of the different 
layers of 5G and beyond 5G networks, such as sensing devices in IoTs, portable devices, base stations in HetNets, helping relays in 
D2D networks, and computing servers. Furthermore, new advancements in sophisticated materials and equipment designs aid in the 
realization of energy-harvesting circuitry for tiny portable consumer electronic devices, accelerating the use of energy harvesting for 
IoT devices. Energy harvesting is simple in principle but complex in execution, which is heavily influenced by the sort of energy 
harvesting source. Harvestable energies can be derived from environmental or man-made sources that are either controlled or 
uncontrolled. To exploit the respective energy sources, several energy harvesting technologies (e.g., pyroelectrics, electrostatics, 
photovoltaic conversion, piezoelectrics, thermoelectrics, and radio frequency (RF)-based energy harvesting) can be used. Moreover, 
various devices may harvest varying amounts of energy; for instance, wearable devices [295], intelligent footwear [296], etc. RF 
transmissions are less impacted by climate or other ambient environmental variables than conventional natural energy resources. As a 
consequence, these signals may be easily managed and planned, and radio frequency-based energy harvesting has a high potential to 
offer steady energy to low-energy systems such as IoT devices, wireless sensing networks (WSNs), and remote geographical area 
connectivity scenarios in 5G and beyond networks. Radio frequency-based energy harvesting can scrounge wireless energies from (i) 
ambient resources (e.g., FM, AM, and WLAN) that can be predictable or sometimes uncertain, or (ii) specialized sources that are 
placed to perform as an energy supply. Radio frequency-based energy harvesting from ambient sources generally necessitates an 
intelligent mechanism that monitors communication frequency ranges and time frames for harvesting possibilities. Wireless Power 
Transfer (WPT) may be regarded as radio frequency-based energy harvesting with effective management of specialized energy 
sources between emitters and harvesters. 

SWIPT works in the same way as a standard wireless telecommunications network that consisted of a base station and several 
mobile user devices. Antenna arrays are installed upon that base station. The radio frequency signal resource provided by the base 
station may be utilized to transport both energy and information. Every mobile station changes communication modes randomly to 
capture information, energy, or perhaps both. In particular, under the D2D scenario, power and information can be delivered in both 
bi-directional orientations between smart devices. 

SWIPT technology combines WPT with Wireless Information Transmission (WIT). Nicola Tesla introduced the WPT technique in 
1914 [297]. It is currently transformed into two primary branches: far-field WPT-based electromagnetic (EM) emission and near-field 
WPT-based EM interaction, all of which are gaining popularity due to their safety, versatility, and environmental friendliness. For 
quite a long time, academics have been interested in near-field WPT transmission systems because of their close to 90% power 
transfer efficiency (PTE) and tens of kilowatt transmission capacity [298]. The failure to fulfill mobility, on the other hand, is a fatal 



flaw. When compared to cable charging, the advantage of near-field WPT appears to be minor. Neither the issue of battery scarcity 
nor the hassle of recharging can be alleviated. Far-field WPT, particularly when paired with WIT technologies, on the other hand, 
presents a viable solution to the dispute between the high rate of transmission and extended lifespan of battery-powered devices in 5G 
and beyond communication systems while satisfying wireless charging standards for mobility. 

To date, most manufacturers have focused solely on WPT technology, particularly near-field WPT systems, which have seen 
significant commercial success in recent years. Some prominent handset manufacturers have announced the availability of 
smartphones that feature coupling-based WPT, while electric vehicle (EV) manufacturers are eager to file patents enabling coupling-
based wireless recharging. The advancement of distant range WPT is not being considered. As a result, this survey intended to present 
the commercialization development of far-field WPT. Unlike the Wireless Power Consortium (WPC) which focuses solely on 
magnetic inducing or resonation technique the Air Fuel Alliance (AFA) [299], the main global institution on WPT standards and 
technologies includes not only magnetic technologies but also radio frequency technologies to address a variety of circumstances. In 
the year 2019, Air Fuel Alliance Development Forum occurred in Shenzhen, China, on March 12th and 13th [300]. On the forum, a 
few RF-based WPT devices were exhibited. These systems are developed based on a power emitter, a harvesting unit, and a charging 
station; with a maximum transmission power of up to 100 kW [301]. Powercast has the greatest charging distance among these items 
or devices, reaching 24 m at a 915 MHz frequency [302]. 

This section introduces four common resource allocation schemes. Most academics concentrate on various allocation algorithms, 
whereas other antenna developers are interested in new antenna structure designs. 

Power Splitting (PS): Power splitting is the best approach to achieve simultaneous information and power transmission. The radio 
frequency signal captured by the antennas is segregated by the power splitting architecture with a specified power splitting ratio β, 
whereby β % of such signal goes to the decoder circuitry and (1- β) % passes to the battery circuitry at the same time [303]. 

Time Switching (TS): Time Switching is a low-complexity design that only requires a switching module ahead of the receiver 
structure. The equipment is in the phase of information transfer whenever the switching circuit is switched to the decoder circuitry. 
When it changes to the battery circuitry, the state of the transfer of power is activated [304]. 

Antenna Switching (AS): Antenna Switching is a simple construction with several antennas. It is comparable to a split antenna 
arrangement, with the exception that the receivers cannot collect information and power at the same time. When the energy-collecting 
antennas are activated, the entire RF signal resources are utilized to charge the batteries. While the information-collecting antennas are 
engaged, the RF resources are utilized for decoding [305]. 

Antenna Separated: Multi-antennas are used at the transmitters to realize the segregated transmission structure. Certain antennas 
are employed for power transfer, while others are utilized for data communication. Apart from that, the inside architecture of the 
antenna has gained recognition. A dual-band antenna configuration is developed in the paper [306] to broadcast mmWave signals at 
two separate frequencies. Furthermore, high frequency is utilized for power transfer while low frequency is employed for transmitting 
information. A comparable dual-band antenna may be installed equitably on terminal devices. 

Scientists and engineers have suggested SWIPT-based MEC systems to enable all devices to experience real-time and high-
throughput facilities [307]. 

SWIPT technology enables networks to deliver the computation result and energies to the device through the downlink at the same 
time. Moreover, this method can compensate for the issue of high attenuation in typical long-distance wireless power transmission 
[308], [309]. Typically, the two most common SWIPT transmission mechanisms are Power Splitting and Time Switching. Although 
the MEC server's energy transmission is adequate for devices near the base station (BS), it is insufficient for devices that are 
perpetually outside of the MEC service range. Insufficient power causes the equipment to go out of operation abruptly, which is 
deleterious for human-embedded devices or safety detecting systems. To compensate for this weakness, several researchers proposed 
SWIPT-based D2D networking [310]-[312]. This network enables devices with adequate energy to send energy to devices that have 
limited energy capacity. 

Among the foregoing radio frequency signal resource provisioning schemes, there is a typical and crucial difficulty that exists 
throughout the SWIPT framework, i.e., the radio frequency-energy harvesting tradeoff [313], [314]. How much radio frequency signal 
resources ought to be dedicated to information processing to maintain excellent communication performance, and how much should 
be dedicated to energy harvesting to extend the device’s lifetime? Regardless of whether additional antennas are allocated for 
information transmission, the radio wave power passing to the decoding unit is increased, thereby, the amount of information 
harvesting is increased and all of these procedures result in the insufficient radio frequency signal remaining for battery charging. 
Consequently, in most circumstances, finding a suitable allocation mechanism to maximize the tradeoff is critical to the SWIPT 
mechanism. 

Cooperative task offloading or transferring and resource distribution in energy harvesting-enabled small cell network systems is 
discussed in [315], [316] to optimize the number of workloads or tasks executed by edge computing nodes while minimizing their 
latency and energy costs. The researchers presented a Deep RL-based methodology for online transferring to minimize computing 
complexities in large energy harvesting-driven systems in their papers [317]-[319]. The works [320], [321] applied DL approaches 
which learn binary offloading selections based on previous offloading experiences and suggested techniques successfully improve 
workload offloading behavior. A decentralized implementation of suggested techniques, on the other hand, is still required to allow 



users to determine offloading selections in a distributed way through a learning process. Furthermore, [322] presented a privacy-aware 
offloading technique based on the RL algorithm for a medical IoT device powered by energy harvesting. The policy for task 
offloading implemented by the edge device may be established by considering the degree of privacy, energy usage, and computational 
delay through each time slot. The authors investigated computational offloading and resource management for energy harvesting in 
[323]-[325]. These mobile devices first gather energy from RF transmissions, which they may utilize to conduct local activities or 
transfer (tasks) to a MEC host. Several alternative offloading techniques can also attain self-sufficiency. State-of-the-art approaches 
for task transporting in MEC and radio power transmission to end terminals are reported in [326]. The authors proved the efficacy of 
the WPT approach in charging high-end cell devices, which have become increasingly prevalent in MEC. Yet, when computational 
resources become limited, MEC's performance may suffer. As a result, they emphasized the impact of deciding across task-offloading 
solutions and offloading positions on the energy consumption of MEC systems. 

7.4. Intelligent Reflecting Surface (IRS)-Assisted MEC 

An IRS can adjust the wireless network intelligently to optimize signal strength obtained at the destination. This is in stark contrast 
to previous strategies that improved wireless communications by improvements at the transmitter or recipient. An IRS is made up of 
numerous IRS components, each of which may reflect the incoming signal at a different angle. The transmitted message in such IRS-
assisted connections flows from the sender or transmitter to the IRS gets enhanced at the IRS, and then goes from the IRS towards the 
receiver or recipient. This type of communication technology is especially beneficial when the transmitter and receiver are separated 
by a weaker wireless channel caused by barriers or bad environmental circumstances, as well as when they do not share a line-of-sight 
link. Fig. 13 illustrates an IRS-assisted MEC transmission paradigm. 

IRSs are expected to play a major function in 6G networks due to their capacity to configure wireless environments, according to 
numerous wireless communications specialists. In November 2018, a Japanese network operator named NTT DoCoMo and 
MetaWave, a startup, showed the application of IRS-like innovation for supporting radio transmission in 28GHz frequency [327]-
[329]. IRSs have also been compared to 5G communication systems' massive MIMO technique. IRSs reflect radio signals and hence 
use less (active IRSs) or even no power (passive IRSs), but massive MIMO emits signals and requires significantly more power [330]-
[332]. In just the same sense, researchers of [333] contrasted the energy consumption of IRS-assisted systems with amplify-and-
forward (AF) relay networks, while the researchers of [334] evaluated the effectiveness of IRS with decode-and-forward (DF) relays. 

IRSs have already been presented and widely researched in recent times as a viable technology for forthcoming wireless 
communication networks [335], [336]. An IRS, in particular, is a vast array of passive elements or components. By adaptively 
regulating the mirrored EM waves’ phase-shift that impact upon the surfaces, it can provide a desirable wireless propagation scenario 
between transmitting and receiving devices [337], [338]. By applying IRS in communication networks, channel power gain may be 
successfully increased and transmission QoS can be optimized without consuming substantial additional power. 

Recent breakthroughs in configurable meta-materials make it easier to build IRSs [339] for improving the spectrum and power 
consumption of wireless communications. An IRS, in particular, is made up of IRS supervisor (typically a microcontroller) and a huge 
number of passively reflecting components. According to the IRS controller's directives, each IRS reflective element is susceptible to 
altering both the phase and amplitude of the mirrored waves, thereby, cooperatively modifying the data transmission environment. 

IRSs achieve gain by combining virtual array-generated gain and reflection-assisted beamforming gain. These virtual array gains are 
generated by integrating both the LoS and IRS-reflected radio waves, whereas the reflection-assisted beamforming gains are acquired 
by actively regulating the phase shift generated by IRS components. By integrating both of these distinct advantages, the IRS obtains 
the ability to increase the offloading likelihood of success of devices, hence enhancing the capacity of MEC frameworks. 

Minimizing execution latency and minimizing energy usage are two legitimate goals in the context of task or workload offloading in 
MEC platforms. 

Existing works (e.g., [340], [341]) on IRS-aided MEC mechanisms have demonstrated that properly implementing an IRS next to 
the offloading subscribers or devices and efficiently constructing the passive beamforming can assist the reconfiguration of the 
computation-load dispersion among users. Moreover, it can improve the device-to-MEC data transmission rates, thus significantly 
minimizing their computation-offloading latency, particularly when the device-to-MEC LoS links are blocked.  

If the primary LoS link connecting the wireless user devices and MEC stations is obstructed, the data can indeed be transferred via 
the IRS-assisted mirrored channel. Reflection-based beamforming may be implemented explicitly by concurrently adjusting the 
reflection parameters of IRSs. That includes both the enhancement of the transmission rate for cell edge user devices and 
strengthening physical-level security. Consequently, with the assistance of IRSs, MEC's overall performance may be significantly 
enhanced [342]. Additionally, unlike traditional transceivers, IRSs require just low-complexity control circuitry rather than a high-
power-based radio-frequency chain. As a result, they may be densely placed at a low expense and use of energy to facilitate ubiquitous 
MEC. Moreover, integrating IRSs into current MEC platforms does not need the development of unique conventions or MEC 
hardware [343]. 



 

Fig. 13: IRS-assisted communication in an MEC paradigm. 

Zheng et al. [344] explored the latency reduction challenge by developing IRS-assisted MEC networks. Chen et al. [345] proposed a 
unified dynamical beamforming approach to enhance the total computational rate of an IRS-assisted MEC infrastructure, whereby 
each device adopts a binary offloading strategy. Zhou et al. [346] investigated a collaborative task computing architecture in which the 
source node transfers some of its computational tasks to multiple user devices with the support of double IRSs. Chen et al. [347] 
designed and analyzed the IRS-aided wireless-powered MEC system in which each device's computational workload is separated into 
two sections for local processing and offloading to MEC servers. Both Time Division Multiple Access (TDMA) and NOMA 
techniques are studied for offloading. Ha et al. [348] studied the effectiveness of an IRS-assisted uplink NOMA-based MEC system 
considering a Nakagami-m fading channel. 

7.5. Game Theory for MEC 

Game Theory has already been utilized successfully to develop, design, and improve the functioning of numerous representative 
telecommunications and networking systems. The games in such situations, as usual, contain a diverse set of participants with 
competing objectives.  

Game theory [349] is a mathematical application that is employed in the analysis of the tactics used by various participants while 
making decisions, resulting in an increase in reward among them as well as an increase in the reward for a specific player. O. 
Morgensterns and J. von Neumann were the initial researchers to employ games in zero-sum contests, which are games with just one 
participant [350]. Cooperative game theory refers to a type of game whereby a set of players' activities and formation impact the 
outcome of the game. Non-cooperative plays or games, on the opposite hand, do not need players to work together to decide the 
game's conclusion. Each participant can perform their actions, and the ultimate consequences are determined by their activities [351]. 
Furthermore, in non-cooperative games or plays, each participant can pick from a list of rules. 

In simple words, Game Theory is a field of practical mathematics that explores how rational individuals may interact amongst 
themselves to acquire stable management of system facilities to satisfy the service objectives (of those players) when faced with a 
combination of common and finite network resources. Game Theory investigates the interactions of self-interested and autonomous 
actors. There has been a significant amount of studies in wireless network technology over the past few years, as well as at the present 
moment, there is a great interest in applying Game Theory in wireless communications [352], such as cognitive radio or spectrum 
sensing [353], sensor networks [354], [355], and multimedia social networks [356]. 

Game Theory can provide helpful recommendations for administering wireless data connections to handle the rising MEC issues, 
such as energy consumption, storage, virtualization, and computation at the edge of the network. 

Game theory, which is augmented with the assistance of learning algorithms [357], contributes significantly to the management of 
parameter configuration, as well as their modeling and evaluation. Initially, the work will go through the benefits that non-cooperative 
(NC) Game Theory may utilize in a variety of wireless network domains. In network resource distribution, non-cooperative Game 
Theory helps to improve the strategy of using a shared pool amongst a group of customers that wish to use a limited number of 
resources fairly. This means that non-cooperative Game Theory enables elastic and scalable resource management. The fundamental 
issue in power control is distinguishing and reducing signal interference. Without non-cooperative Game Theory, energy usage is 
enormous in this case, and non-cooperative Game Theory assisted in resolving this issue. Non-cooperative Game Theory improves the 
management of a specific communication link that will be shared by multiple users in the context of MAC. Multi-rate adaptive 
forwarding with non-cooperative Game Theory is used to direct traffic across a network to maximize end-user performance. For 
security, non-cooperative Game Theory is employed to maximize network longevity while allowing low-power computing and IoT 
connectivity. Together with this, wireless nodes stay competitive against one another for a constrained shared resource. Previously an 
algorithm is utilized that overcomes the problem of adaptability as opposed to the centralized model. Moreover, MEC delivers 
computing capabilities within close proximity, to provide the optimum user experience [358]. 



Li et al. [359] proposed a Game Theoretic approach for power management in interference-aware multiple-user MEC systems. The 
research [360] investigated relative delay minimization in MEC-enabled UAV clusters. The optimization issue is described as an 
offloading game to address the challenge in dispersed UAV networks. Wang et al. [361] examined the topic of computational 
offloading in MEC systems in the case of vehicular communications and presented two algorithms: the game-based computational 
offloading (GBCO) algorithm and the optimum offloading algorithm. Li et al. [362] presented a Game Theory-based method for 
task/workload offloading and resource management in the MEC framework to minimize energy consumption and delay. In [363] 
game theory and DRL are utilized to offload computational tasks in a dynamic edge computing paradigm. Xia et al. [364] proposed 
Game Theory-based mobility-aware computation offloading and resource management strategies for MEC systems. 

7.6. Auction Theory and MEC 

Despite its many advantages, MEC exhibits significant resource management challenges. Edge servers in MEC, in particular, often 
have constrained storage, computing, and network resources, but end users or subscribers have rapidly increasing processing needs. 
As a result, one difficulty is determining how to optimally distribute services to users. Furthermore, the MEC invites new service 
providers or vendors into the computing market. Since both vendors and users are inherently selfish [365] motivating vendors and 
users to engage in the market is a different challenge. 

Auction Theory, a prominent economic technique, has been frequently employed to handle similar challenges, for example, in 
wireless communications [366]. Auction-based systems, in particular, are promising because they may fairly and effectively allocate 
sellers' constrained resources to purchasers in a transactional form at competitive pricing. Trustworthiness, trade balance, independent 
rationality, and economic productivity are all desired qualities of an ideal auction-based system [367]. Auction-based processes ensure 
that resources are distributed to the purchasers who place the most worth on them. Considering these benefits, various works have 
lately utilized Auction Theory to tackle the resource management problem in MEC. It is based on previous research that different sorts 
of auction techniques are appropriate for various kinds of issues in certain application contexts. 

7.6.1. Terminologies of Auction Mechanisms 

The following are the standard terminologies and classifications of auction mechanisms used in auction literature [368]: 
Auctioneer: An auctioneer is often an executor who implements the auction mechanism and decides the champions and payments 

including both bidders (purchasers or in this sense users) and sellers (in this context MEC service providers) based on the auction 
guidelines. The auctioneer in the MEC marketplace might be a resource provider or a trustworthy third party. 

Bidder: A bidder is indeed a purchaser who wants to buy products or services from vendors. In the MEC marketplace, user devices 
often operate as buyers looking to acquire a variety of resources (e.g., computing, caching, content delivery resources, etc.) to 
complete compute-intensive and latency-sensitive computational workloads. Auction participants include both bidders as well as 
sellers. 

Seller: A seller is the proprietor of the auction items or services who wish to sell those at a specific price to maximize profit. Edge 
servers often operate as merchants (or sellers) in the MEC marketplace, owning a variety of commodities like computation and storage 
facilities, networking bandwidths, and so on. 

Price: Typically, the price was determined by competitiveness during an auction procedure. It might be an initial price at which a 
seller consents to sell the product or resource, a bidding price, it is the price at which a buyer consents to pay for the resource, or a 
closing price (the transaction price), which is the ultimate purchasing price in the event. 

Commodity: A commodity is a trade object between a supplier and a purchaser in an auction. Sellers compete with buyers to sell a 
valuable product at the best possible price. Products in the MEC market might be computational services, caching services, or network 
services. 

Auctions can be classified in a variety of ways, both in theory and in practice [369], however, they are frequently classed according 
to the following characteristics [370]: 

Single- vs. Two-Sided Auctions: Only one party (buyers or sellers) can put bids during a single-sided (i.e., forward and reverse) 
auction. In the context of a two-sided auction, both sides can put bids. 

Uni- vs. Multi-Attribute: Allotments in uni-attribute bidding or auction are defined only by one characteristic (e.g., bid price). On 
the other hand, under a multi-attribute auction, additional qualities (for example, QoS) are also taken into account. 

Open-Cry vs. Sealed-Bid: At open-cry bidding, each bidder screeches out his bid, but in a sealed-bid context, each bid is placed 
discreetly. 

Single- vs. Multi-Item (Combinative) Auctions: A single-item bid trades only one kind of product on the marketplace, whereas a 
combinative auction trades numerous sorts of things. 

Single- vs. Multi-Unit: In the context of a single-unit bid, just one unit of every item may be traded; however, many units can 
indeed be marketed or traded throughout a multi-unit auction. 

An auction process can be characterized further according to the periods at which the marketplace is cleared [370]. 
Offline Auction or Bid: Once all bids have been received, the marketplace is cleared. 



Online Auction: Buyers come and leave without notice, and the auctioneer eliminates the market in real time as soon as an updated 
request is received or a new option becomes available. 

Sequential Auction: Buyers can place several offers, as well as the auctioneer eliminates the marketplace regularly within a 
selected time constraint. 

The primary purpose of auction technique design is to establish auction guidelines so that a targeted objective is attained in the 
convergence of selfish actors' behavior. As a result, with an auction mechanism that is properly built, the necessary auction aims will 
be easily attained while selfish actors pursue their motivations and preferences. The following portion describes a few of the desired 
qualities in auction mechanism development. 

Trustworthiness: Guarantees that participants' fairness is within their best interests, and hence they cannot gain from dishonesty 
[371]. 

Independent Rationality: By applying the technique, any participant can raise his or her benefit [372]. 
Trade Balance: The market neither builds surpluses nor runs deficits [373]. 
Economic Productivity: The maximization of value across all individuals (social welfare) entails a socially optimal distribution of 

resources. Furthermore, if the utility loss tends to be null as the highest social benefit approaches indefinitely, the mechanism is 
referred to as Asymptotically Efficient [372]. 

Computational Tractability: The auction process clears the marketplace by discovering commodity allocation and price within a 
tractable calculation time [372]. 

7.6.2. Auction Approaches for MEC 

In general, the MEC trade consists of several sellers or vendors and numerous buyers or user devices, with buyers requiring sellers' 
resources to complete computational-intensive and latency-sensitive activities. Because of its many-to-many structure, multi-item 
auction or bidding is widely used to handle resource trade in the MEC trade [373]. Furthermore, in the MEC trade, user devices often 
bid for a combination of resources (e.g., computation, storage, networking, energy, and so forth), and combinative bidding [374] is an 
appropriate method. As a result, the next sections introduce combinative [375] and multi-attribute auctions [376], [377]. 

Combinative Auction: A combinative or combinatorial auction is a type of auction whereby each buyer bids on a variety of 
commodities. In contrast to typical auction systems, purchasers can acquire a package of combinative commodities, including many 
sorts of commodities. 

Each bidder or purchaser puts a bid to the auction house or vendor in the combinative bidding, indicating the demand for a group of 
products instead of a single item. The auctioneer provides an efficient allocation system over purchasers after accumulating bids/asks 
given by buyers/sellers. Contemplate a combinative bidding in a MEC trade for computing service provision. The market consists of 
three purchasers (bidders) and one vendor (auctioneer). Purchasers place a bid to vendors that describe the computational resource 
requirements. Each offer, in particular, reflects the need for computing and energy resources. The challenge then becomes determining 
who the winners are and how much each winner must pay. Certain optimization methods, such as greedy algorithm [378], dynamic 
programming [379], and graph neural network algorithm [380], can be used to tackle this problem. 

The combinative auction is ideal for trading a package of complementary products and may effectively increase the auction 
effectiveness of allocating multiple commodity combinations. 

Multi-Attribute Auction: It is commonly used to solve optimum resource allocation issues in MEC. Unlike traditional auctions 
(for example, Dutch auction [381], English auction [381], first-price and second-price-based sealed or enclosed-bid auction [382]), a 
multi-attribute auction is a many-to-many framework, meaning that the number of vendors and purchasers is even more than one. For 
a multi-attribute auction, vendors and purchasers submit their inquiries and bidding prices to an auction house, which acts as the 
auctioneer's agent. The auctioneer then organizes the asks (retailer’s prices) and bids (bidder’s prices) in ascending and decreasing 
order. The auctioneer then computes the transaction price. Eventually, the successful bidder obtains the product and pays the 
associated seller. Repeating the preceding procedure will reveal the matching association between the remaining purchasers and 
vendors, as well as related hammer prices. 

7.7. Digital Twin-Enabled MEC 

Digital Twin is an effective method of connecting the real and digital worlds [383]. Digital Twin has undergone four development 
cycles as a result of enhanced communication and computing technologies, including information emulating, digital simulations, value 
systems chain interaction, and linked operational and industrial activities. To that aim, there are three types of Digital Twins, with 
specific definitions as follows: 

Monitoring Digital Twin: In this context, Digital Twin is employed to monitor a physical item [384]. The physical item has no 
interaction with its virtual environment, and modifications to the physical entity do not influence its virtual form after it has been 
generated and vice versa. 

Simulation Digital Twin: Digital Twin is characterized in this context as a simulation tool or program [385]. Physical things may 
be understood, anticipated, and enhanced by computer simulation, allowing their effectiveness to be enhanced. The virtual model 
evolves alongside the actual thing, but the physical item does not alter in response to the virtual model's dynamism. 



Operational Digital Twin: The data flow between physical items and the respective twins is bilateral in this situation [386]. 
Specifically, physical things broadcast information and updates to their twins, which are formed and updated depending on that 
knowledge, and the actual object's circumstances may be anticipated. Conversely, the twin will transmit back information, including 
ideal remedies for a specific issue, to direct physical object actions. 

Based on the preceding criteria, Digital Twin is now commonly referred to as “an intelligent and developing system that correctly 

and digitally copies a physical thing across several granularity layers and monitors, regulates, and improves the physical object 

throughout its life cycle” [387]. Digital Twin is made up of three parts: (i) tangible items, such as a car, a robot, a complicated system, 
or a human; (ii) digital twins of physical items; and (iii) connections between physical items and their digital twins. The physical items 
convey their status and produced sensing data to the interactive twins for Digital Twin modeling and updating via the link, and the 
interactive twins offer feedback towards physical objects. As a result, dynamic interactions and the synchronized evolution of the 
actual item and its virtual duplicate are possible. To that purpose, Digital Twin is an effective method for simulating, analyzing, 
forecasting, and optimizing the physical model throughout its entire life cycle. Fig. 14 shows the evolution of Digital Twin. 

Subsequently, a new approach called the Digital Twin-enabled MEC network has been developed to bridge the gap between the 
physical MEC facility and digital systems [388]. Digital Twin models are developed and managed by Digital Twin-enabled MEC 
network with the help of the networks’ edge [389]. The Digital Twin-enabled MEC network is made up of three technical segments: 
the edge layer, the device/physical layer, and the Digital Twin network. Local computations and connectivity are handled just at the 
physical level, as well as the physical layer's real-time state and modeling parameters are transferred to the edge layer through 
physical-to-physical communication. Real-time Digital Twin models and modifications are handled at the edge of the network. Edge 
units, such as base stations, can gather physical elements’ functioning status information and evolve their behavioral model depending 
on the acquired data in time-varying surroundings. Furthermore, edge nodes continually check the status of physical components to 
ensure compatibility with the respective twins. Digital Twin may be installed on any edge computing server, and indeed the edge tier 
is invisible to users. Conversely, all users are capable of exchanging edge services (with each other). Using twin-to-twin connectivity, 
Digital Twins are virtually joined to form connectivity with shared infrastructure in the Digital Twin network. Digital Twin-enabled 
MEC network can capture real-time network characteristics and utilize them to make optimum network decisions instantly from a 
centralized standpoint. In this purpose, the desired Digital Twin-enabled MEC network may be used to directly develop and optimize 
network strategies such as workload offloading, allocation of resources, caching, and so forth, and the connectivity schemes' 
effectiveness and affordability can be improved. In reality, without a Digital Twin-enabled MEC network, continual connections 
among edge computing servers and devices under their coverage are necessary to collect real time feedback for task transferring and 
resource allocation choices. As a result, the deployment of Digital Twins aids in getting optimal resource provisioning solutions while 
reducing communication costs. Digital Twin-enabled MEC network can enable computationally intensive applications like Metaverse 
[390] and automated vehicles [391], [392]. Fig. 15 depicts the structure of a Digital Twin service-based MEC platform. 

The Digital Twin-enabled MEC network framework is separated into three tiers: the physical layer or level or tier, the virtual tier, 
and the application tier. In a MEC framework, the physical tier includes all physical equipment, such as end-user devices and edge 
computing servers, as well as the wireless connectivity infrastructure. End devices have limited computing and storage capabilities, 
therefore tasks must be offloaded to one or even more edge computing platforms for cooperative computation. Twin mappings exist in 
the virtual tier such as identical or twin-end devices, twin edge computing hosts, and twin communication environments (networked 
physical items and wireless communication environments of the physical tier). Metadata such as the actual entities' real-time status are 
captured in the physical tier and then transmitted to the virtual tier twins through physical-to-twin connections [393], [394]. 

The virtual layer includes the Digital Twins that completely replicate the physical items and govern and regulate the physical layer 
through simulations, predictions, and optimizations [394]. The Digital Twin system records original data of physical things, such as 
hardware configurations, user details such as geo-location and available resources, statistical facts, and real-time MEC server 
operating status, and it also monitors the system's dynamism. This information is vital for building high-precision Digital Twin models 
of physical things and communication environments in the virtual tier. In reality, however, it is difficult to mimic a physical 
phenomenon/entity virtually which will be absolutely equivalent to its physical counterpart. Moreover, several critical aspects must be 
considered, such as reliability, fault tolerance, reduced latency, and security. To address these difficulties, sophisticated enabling 
technologies like connectivity, data processing, management approaches, Machine Learning, and Blockchain may be deployed to 
Digital Twin modeling techniques and making decisions while safeguarding user privacy. Relying on the various developed concepts 
and big data, Digital Twins may aid in finding intelligent approaches to application layer challenges including task transferring and 
allocation of resources in IoT [395], [396], vehicular communications systems [397], [398], the space-air-ground integrated network 
(SAGIN) [399]-[401], health services [402], wireless infrastructure [403], and so on. 

Additionally, effective interconnections between Digital Twin-enabled MEC network system levels are necessary to connect 
physical things, twins, and services [404]. The twin-to-physical entity interface, in particular, allows real-time interactivity between 
both the Digital Twin tier and the physical tier. The system's broad information may be retrieved by communicating between twins via 
twin-to-twin integration. Moreover, services such as IoT, transportation networks, and healthcare seek a function from the Digital 
Twin-enabled MEC network platform via twin-to-application interactions, and the virtual tier feeds back the ideal selections to the 
application tier. 



 

Fig. 14: The evolution of Digital Twin. 

 

Fig. 15: The structure of a Digital Twin service-based MEC platform. 

Communications are essential for interconnectivity and have a direct influence on system performance, particularly throughput, 
transmission delay, security, and so on. A network's connectivity resources are typically limited or constrained. Attempting different 
decisions in a real-time network is quite difficult. Admittedly, one can execute various communication activities in a virtualized edge 
network using a Digital Twin-enabled MEC network, and then acquire the ideal operation characteristics to report the actual network 
to achieve optimal system performance, including transmission rate, bandwidth utilization, security, and so on. Numerous studies are 
concentrating on employing Digital Twin to enhance the network system performance. In [405], the Digital Twin-enabled MEC 
network is used to determine the best transmission resource allocation to reduce traffic congestion. 

MEC may be utilized to process some computing activities and ease the strain on network computational resources. However, 
networks’ computational resources are constrained; therefore, it is still challenging to handle intensive computing tasks to serve 



upcoming programs including Metaverse, Augmented Reality (AR), Virtual Reality (VR), XR, etc. Sophisticated edge computing has 
recently evolved as a result of combining MEC with AI, whereby multiple AI models are built using various ML approaches, 
including DL, RL, and Transfer Learning, which demand a large amount of computational resources to train as well as update the 
model. Digital Twin-enabled MEC network can be used to boost computing performance [406]. By building Digital Twin-enabled 
MEC networks for such a cloud infrastructure, the physical component and AI algorithms are integrated with the virtual realm to 
conduct task computations and model training or construction, and indeed the results are subsequently given back to the respective 
physical components. To that aim, the Digital Twin-enabled MEC network enables resource-constrained user devices and servers to 
process intense computational workloads and AI model construction or training [407]. [408] suggested a novel Blockchain-based 
Digital Twin-enabled 6G edge networking infrastructure recovery system. 

7.8. Open-Source MEC for 6G 

The primitive MEC design is based on specialized hardware, and its unique software functions are tightly interwoven with the 
hardware, making it too stiff to accommodate fast-developing situations accelerated by 6G. As a solution, a dynamic mechanism 
described by open-source software operating on general-purpose technology platforms combines open-source mobile networking with 
MEC. 

7.8.1. The Fundamentals of an Open-Source Network 

Open-source network [409] architecture is comprised of four key components: the cloud entity that includes the core network (CN); 
the edge context that includes decentralized MEC hosting; the diversified terminal aspect; and the network context that includes a 
RAN attaching the edge as well as terminal realms (users) and a transport interface joining the cloud as well as the edge realms [410]. 

The open-source core network framework is widely described in the cloud sector. SBA, for example, has been defined as a 
fundamental component of the 5G core network infrastructure in the third-generation partnerships Project (3GPP) specifications, 
demonstrating a substantial degree of versatility and adaptability [411]. SBA divides the initially connected network functions into 
numerous independent system components, each of which provides one or even more services that may be utilized by the other system 
components [412]. As a result, all functional blocks may communicate with one another to provide users with customized services, 
just like they were linked to a single service interface. Nevertheless, due to the increasing real-time complexity requirements, the OS 
RAN framework [413]-[415] has yet to be specified in the network realm. Several viable options, including RAN decoupling and 
reconfiguring, have been proposed to do this. To begin, traditional network’s tightly connected RAN parts, functions, and resources 
must be entirely separated. These might then be dynamically reconstructed to meet the needs of the user, resulting in personalized 
virtual RANs. Simply to be said, the OS idea enables the easy formation of 6G RANs using LEGO blocks [416]-[418]. 

RAN Decoupling: A strict closed operating system underpins the tightly connected 4G wireless networks. As a result, at least four 
distinct RAN decoupling strategies, notably hardware/software detaching or decoupling (HSD) [419], the user plane and control plane 
separating (UCPS) [420], [421], the central unit and decentralized unit partitioning or segregation (CDUS) [422], [423], and downlink 
and uplink detaching (DUD) [424], [425], have been proposed for coordinating a beneficial level of accessibility in 6G. There is no 
universal consensus on the ideal open-source RAN design since they all offer various advantages and disadvantages. It should be 
noted that HSD and UCPS provide the foundation of open-source wireless networks or cellular network systems, while CDUS, as well 
as DUD, extend the versatility and accessibility of wireless networks. 

HSD decouples services and resources from physical infrastructure. Because of the competent variety of NFV technological 
advances, network resources may be generalized and redistributed among multiple users, and distinct services can be provided by the 
same architecture, thereby decoupling functionality from the underlying architecture. 

UCPS is inspired by SDN, which isolates control signals from data transport. The user plane and control plane are formed by 
installing database stations within higher frequency bands and controlling stations within the most favorable lower frequency 
spectrum, accordingly. 

From the standpoint of the open-source protocol layer, CDUS constitutes one of the fundamental technologies utilized in the next-
generation or evolving cloud RAN [426], [427] that focuses on splitting the typical evolved node base station (eNB) into the 
wirelessly distributed unit and the central unit [428]. 

Tightly connected downlink and uplink transmissions limit a user's connectivity versatility. A dynamic user association with high 
energy efficiency may be accomplished by using DUD through the dual connection, in which a user attaches to a small base station 
and a macro base station for its uplink and downlink transmission, respectively. 

RAN Reconfiguration: Traditional RANs have indeed been softwarized and separated into distinct virtual network functions 
utilizing RAN decoupling technology. Consequently, to serve a variety of applications, just the appropriate detached network 
functions will be selected and combined to build RANs on demand. Currently, at least two proposed ways are in practice for the 
efficient reconfiguration of 6G RAN, notably MANO and RAN slicing or splitting [428]-[430]. RAN slicing [431]-[433] enables the 
dynamic allocation of virtualized network functions and radio capacities in RAN to multiple services. RAN slicing explicitly picks the 
appropriate network functions by using allocated resources and afterward wraps them to construct a tailored virtual network whenever 
a specified service request arises. 



MANO is another successful method for establishing RAN reconfiguration, which is more adaptable to varied network perspectives 
than RAN splitting or segmentation. The management section is in charge of comprehensive RAN monitoring [434]-[436], such as life 
cycle management [434], defect detection [435], auditing [436], and security management [437], [438]. The orchestrating component 
[439] assists the network functions and leverages the underlying resources to reassemble the RAN, and it consists primarily of two 
sub-components: selecting the proper network functions and properly scheduling those for a particular service. 

RAN Capability Enhancement: MEC enables local computation and storage resources that may be connected well with open or 
accessible RAN to provide customers with low-latency applications while also decreasing the stress on the transmission network 
[440]-[442]. Even though the open-source RAN framework is yet to be fully specified, an open-source MEC system [443], [444] 
based on the aforementioned decoupling and reconfiguration techniques will be explained in this survey work. Additionally, to 
support its attractive applications, varied networking architecture, and various resources, 6G will become increasingly complicated. As 
a result, traditional network management approaches involved with human-controlled ideologies will become insufficient, 
necessitating the use of advanced artificial intelligence (AI)-based solutions [445] inside the RAN for achieving self-organizing, 
autonomous operation, and capital expenditure or operational expenditure savings [446]-[448]. 

7.8.2. Open-Source MEC 

In this part, the work mentioned the use of decoupling and reconfiguring to incorporate the essential notions of open-source 
networks into MEC and presented the open-source MEC concept to improve the accessibility and flexibility of upcoming MEC 
systems [449]. Specifically, open-source MEC splits the closely connected service functions into numerous separate NFs and supports 
them flexibly via a simpler service-based interface (SBI) by establishing a service-based MEC layer. After that, network functions’ 
MANO is designated for customizing MEC by presenting the handy template and instance idea, in which the open-source templates 
for MECs are specified and then instantiated as needed. 

Open-Source MEC Framework: The applications layer and MANO layer comprise the complete structure, in which the former 
(applications layer) is primarily accountable for data handling and delivery, involving the infrastructure tier, virtualization tier, 
service-based MEC tier, and applications or services tier from down to up. On the other hand, the latter (MANO layer) is made up of 
MANO and Virtualized Infrastructure Manager, and that accomplishes the open-source MEC platform's coordinating and resource 
administration. The neighboring layers are connected via standard interfaces and collaborate to provide MEC services sought by users 
[450], [451]. Fig. 16 depicts the open-source MEC framework. 

The infrastructure tier is the lowest, encompassing the whole systems computational, caching, and connectivity facilities. The 
processing unit in particular provides high-performance computational capacity for such service-based MEC tier, which is located 
directly beneath the applications or services tier. The major elements of the caching services at the infrastructure tier are storage 
devices, i.e., the solid-state drive/hard drive. This layer's connectivity resources comprise bandwidth along with access points and 
next-gen base stations (gNBs) [452]. 
In the virtualization tier the underpinning three-dimensional facilities may be detached from the specialized hardware and aggregated 
into a pool of resources, relying on the NFV principle, and shared by many network functions at the service-oriented MEC tier. Next, 
as shown in the virtualization tier, open-source MEC builds many Virtual Machines or Dockers that function on the inherent resource 
pool and may concurrently support various network functions for offering customized services [451]. The main aspect of open-source-
MEC is the service-oriented MEC layer [453], which contains a uniform SBI and varied network functions, with the SBI connecting 
different network functions jointly based on the uniform stateless hypertext transmission protocol (HTTP) to ensure that they may 
interact directly with one another if needed. The work also presented the detached centralized service functionalities into distinct 
network functions. The user plane function (UPF) of the service-oriented MEC tier is specifically taken from the 5G core network for 
open-source MEC to offer open-source MEC-5G new radio (NR) features [454]-[456]. After that, to improve open-source MEC, the 
work grabbed numerous more network functions from the 5G core network control plane and constructed several new network 
functions. These network functions are accessible to one another and may be merged at any time, allowing all users to activate and 
deactivate them quickly in recognition of specific customized services. 

Indeed, the subscriber does not need to rely on open-source-specifics. Instead, customers will access customized services through 
numerous applications at the application tier. For the sake of convenience, only two applications are studied in this article, which are 
relative to the caching and computation queries, i.e., the application tier's high throughput and intense computational situations. 
Furthermore, the MANO layer or tier is in charge of controlling these network functions alongside applications, as well as ordering the 
Virtualized Infrastructure Manager to assign resources. As previously stated, MANO is responsible for MEC reconfiguring, in which 
open-source MEC templates and implementations are suggested for executing flexible reconfiguration as needed. The MANO plane's 
Virtualized Infrastructure Manager maintains virtualized resources following the directions of MANO and ensures that suitable 
computing, caching, and networking resources are available for the top levels. 

MEC Decoupling: To separate MEC functionalities, research works envisioned the open-source MEC platform's service-based 
MEC tier, which developed from the classic MEC tier, which is mostly built of SBI as well as service-oriented network functions. 
Studies extracted and depicted a service-based MEC tier's precise structure. 



 

Fig. 16: Open-source MEC framework. 

The SBI links all of the NFs to facilitate interface design and deployment. The north-bound functionality interface is indeed an 
application programs interface (API) that allows the application tier to communicate well with the service-based MEC Tier to receive 
services. The east-bound functionality interface is an API that allows the network functions’ MANO to communicate well with 
service-based MEC Tier, which is primarily used to control and organize network function resource management and life phase. The 
work [457] presented an integrated Representational State Transfer-ful (RESTful) API for such SBI/south-bound functionality 
interface, north-bound functionality interface, and east-bound functionality interface based on the identical HTTP, which itself is 
lightweight and readily read by both humans and computers. Hence, the service-based MEC tier enables direct connections between 
network functions, MANOs and network functions, and network functions and applications, minimizing interface complexity and 
protocol inconsistencies in the conventional MEC design [458]. 

MEC Reconfiguration: While MEC administration is not directly tied to open-source MEC realignment, the ETSI-proposed 
combined monitoring of MEC and NFV may still be employed in open-source MEC; however, the idea of service-based MEC tiers is 
certain to offer issues to the orchestration approach. As a result, the study briefed open-source MEC templates [451], as well as the 
implementations of network functions, through Kubernetes, which enables the flexible ordering of network functions and any future 
MEC reconfiguration [451]. Further, specifically, certain templates, such as a computation-heavy template, are pre-prescribed for 
related specific applications. Nevertheless, if no user requests such a specific service or application, the framework will not allocate 
the necessary resources for the template, therefore the template is void. If a subscriber requests (such a service or application), the 
framework will activate it by allocating computational, caching, and networking facilities as an instantiation [459]. 

7.9. Quantum Computing-Inspired MEC 

In contrast to traditional MEC employing classical information technology [460], the intrinsic qubit noise in adaptable quantum 
computers will degrade qubit integrity as the number of qubits, gates, and tests rises [461]. Configurable quantum computers may run 
quantum processors with sophisticated cryogenic equipment and fault-tolerant techniques to enable fault-tolerant quantum 
computation [462]. Quantum computers operate at exceedingly low temperatures to reduce the entropy of quantum components. 
Quantum distortion, on the opposite side, is combated by the employment of fault-tolerant systems, such as those that utilize surface 
codes, concatenated codes, and bosonic qubits [463]. In error codes, for example, information is dispersed among many physical 
qubits that comprise a logical qubit. Ultimately, even fault-tolerant quantum computation at cryogenic temperatures may provide 
enormous increases in processing and energy efficiencies of configurable quantum computers. 

As scalable quantum computing achieves the needed capacity and quality, Multi-Access Edge-Quantum Computing (MEQC), in 
conjunction with the remote access provided by numerous edge servers, will strive to push the bounds of quantum advantage [464]. 
Users throughout the world may have access to and profit from cloud/edge quantum technology vendors, including Amazon Braket, 
IBM Quantum, and Azure Quantum by offloading computing activities to quantum systems in edge servers. This increases the 



possibility of identifying novel usage for quantum computation and addressing current challenges, hence accelerating the practical 
deployment of quantum processing. MEQC, by dramatically boosting the attraction of quantum computation to mobile consumers, can 
present users with a variety of potentially dangerous applications, including quantum ray tracing [465]. MEQC differs significantly 
from standard edge cloud computation in terms of processing power and energy usage. To begin, quantum computing employs quanta 
accumulation, distortion, and entanglement to speed computational processes in novel ways. Secondly, quantum computers typically 
perform at extremely low temperatures. As contrasted with traditional computers, the majority of quantum computers' power 
consumption is utilized to sustain the ultra-low temperature enclosure. Finally, to ensure the dependability of computing outcomes, 
quantum computers identify suitable error-correcting codes and the level of error correction convolution based on respective energy 
and latency restrictions. As a result, empowering devices (i.e., edge user devices) to effectively offload workloads to quantum edge 
computing nodes or servers remains a difficult topic. 

Xu et al. [466] proposed a unique mobile edge quantum computation concept that extends quantum computing capabilities to 
mobile edge infrastructures that are closer to mobile consumers (i.e., edge devices). Passian et al. [467] proposed a quantum-edge 
simulator in their research work to simulate sensing and quantum-edge computing. Li et al. [468] proposed a quantum ant colony-
approach-based mobility-aware service deployment in the context of SDN-empowered MEC. Masdari et al. [469] proposed a 
quantum-based arithmetic optimizing algorithm for energy-efficient computation offloading in MEC. 

7.10. Passive Optical Network (PON)-Assisted MEC 

Current MEC, 5G as well as beyond 5G research have emphasized the advantages of employing optical fiber networking to handle 
the growing number of connected devices and associated QoS-aware services. Optical fiber has a large capacity and minimal 
propagation latency. The cost-effective and extended-capacity passive optical network (PON) has emerged as a natural alternative for 
backhauling and fronthauling of 5G and beyond networking infrastructure, using the advantage of optical fiber which has already been 
installed in the majority of metropolitan or residential areas as well as commercial premises [470]. The PON's design, hardware, 
efficiency, capacity, and underlying standards and algorithms have all developed over time [471]. These advancements, together with 
optical fiber implementations that have already reached residential and commercial premises, have facilitated the transmission of 
latency-sensitive as well as bandwidth-hungry applications to a significant number of consumers. 

Such services characterize 5G and 6G features since they demand millisecond-level latencies, ultra-reliable networking capabilities, 
and a considerable quantity of computation. The fusion of MEC and PON systems is a promising option for delivering latency-
sensitive but task-intensive services to meet such demanding QoS requirements [472]. 

Wang et al. [473] examined the latency-aware network designing of a Wavelength Division Multiplexing (WDM)-PON-based 
MEC-enabled fiber optic wireless access network under architectural and management restrictions. Das et al. [474] proposed a hybrid 
analytical-iterative approach for estimating optimal virtual PON segment allocation in evolving MEC-based C-RAN, resulting in mesh 
access connectivity with ultra-low-level end-to-end delay. Wang et al. [475] proposed a joint optimization approach to minimize the 
deployment cost and latency for a Time Division Multiplexing (TDM)-PON network-based MEC-empowered C-RAN. Das et al. 
[476] proposed a unique PON-based mobile fronthaul transport infrastructure focused on PON virtualization which permits EAST-
WEST connectivity in addition to standard NORTH-SOUTH connectivity. Hu et al. [477] proposed an application-aware MAC 
scheduling approach for MEC-enabled TDM-PON fronthaul. 

8. MEC Deployment Cases 

The survey has categorized the deployment cases into two separate categories: (i) system-aware deployment cases and (ii) user-
oriented deployment cases. System-aware deployment cases are indicating the system-aware/specific/sophisticated deployment and 
orchestration cases that are offered by the MEC service provider to a certain host or platform which provides specific service to the 
users and such services are video streaming, gaming services, edge intelligence-aware image/fingerprint processing for recognition, 
etc. In this circumstance, users will get a service through a platform or host and the platform or host will be the orchestrator of the 
MEC service or facilities. User or user devices here in this context are only service consumers. User-oriented deployment cases are 
indicating the end-user level services such as IoT services and other related ones. These types of MEC services will be readily 
available directly to the end-users. In this circumstance, users can demand the vendor or have some capabilities to orchestrate certain 
of the MEC facilities or services as per their needs or requirements, i.e., different IoT services have different requirements (enabled by 
the vendors under the supervision of regulatory entities if required). 

8.1. System-Aware Deployment Cases 

8.1.1. Applications Hosting 

An Application Service Provider (ASP) can deploy services at a MEC node to give a quick response. Such services may be useful in 
emergencies such as healthcare services, disaster tackling, and so forth. It can be beneficial for local services needed by the regional 
communities inside the MEC host's region since it reduces network bandwidth and operating expenses. Yang et al. [478] presented an 
enhanced video streaming service hosted by a MEC server. The most popular programs on PCs, tablets, and cell phones are games. 



The devices on which they are featured are linked through LAN and/or cellular connectivity. Because games demand low latency, 
which typical cloud services cannot provide, they may be served on a MEC server near users [479]. While the game or program is 
running, the user may travel outside the base station's coverage area, making it difficult to remain connected to the MEC server. 

8.1.2. D2D Communications 

MEC is required to minimize latency in real-time vehicle-to-vehicle (V2V) [480], machine-to-machine (M2M) [481], [482], or 
device-to-device (D2D) supervising. Due to significant latency, M2M, D2D, and V2V communications are not viable over the cloud. 
D2D transmissions have a wide range of applications, including media downloading, peer-to-peer (P2P) file transfer [483], online 
interactive gaming, streaming services, mobile social networking (MSN), and so on. A D2D link allows users in close proximity to 
interact with one another. Individuals who participate in MSNs share a shared interest. As opposed to the client-server model, they can 
get material from one another. Rivera et al. [484] proposed a blockchain-enabled peer-to-peer secure task sharing through the 
assistance of a MEC server. MEC hosts can be useful in enabling real-time communication for automobiles via D2D communication, 
therefore avoiding the incidence of an undesirable road collision by the delivery of immediate warning messages [485]. 

8.1.3. Edge Intelligence 

Pervasive computing incorporates computation and networking capabilities into ordinary things, resulting in massive amounts of 
heterogeneous content. MEC server may do data analytics to limit the amount of data delivered to the cloud platform. A traffic 
tracking app, for example, only transmits the data of aggregate speed as opposed to the particular speed. A further example is a “kid 
missing crowd program,” in which only images with a kid in the frame are sent to the data center. This use case presents an 
application operating on a MEC server near the radio network which gets a huge volume of data from sensors and devices linked 
towards the MEC host's wireless node(s). The program then evaluates the data and extracts vital information such as kid photos for the 
“kid missing crowd apps” [486] and aggregated speed for the “traffic monitoring platform,” [487] which it then transmits to a 
centralized cloud service. Bellavista et al. [488] presented a MEC framework for mobile crowd monitoring, with data analytics 
conducted on the MEC server. To preserve backhaul bandwidth, data undergoes filtering at the MEC server before being sent to the 
cloud server in this scenario. 

8.2. User-Oriented Deployment Cases 

8.2.1. Smart Cities 

Smart cities are a complicated Internet of Things (IoT) paradigm that intends to manage public affairs by implementing Information 
and Communication Technology (ICT) viable alternatives. Smart cities may employ public resources more efficiently, which 
improves the degree of services offered to customers while lowering operating costs for public administration. For example, one 
realistic smart city project, Padova smart city, has been accomplished in the Italian city of Padova, which may pick open data with 
ICT technologies for public administration as soon as possible to make the optimal utilization of public resources [489]. Neom smart 
city is another example of a smart city that is planned to be developed in Saudi Arabia [490]. 

As a sophisticated cyber-physical system (CPS) implementation, smart cities may include various sub-applications or features such 
as smart grid, smart traffic, smart buildings, waste treatment, environmental sensing, smart health, intelligent lighting, and so on. The 
aforementioned sub-applications or facilities should be endorsed by a unified connectivity/communications infrastructure or 
communications systems developed for such sub-applications or facilities should be integrated to form a large-scale interrelated 
network model for CPS application areas, to make the best utilization of public resources in city areas. The deployment of MEC will 
improve the utility or features of a smart city to make it more suitable for living [491]-[493]. 

8.2.2. Smart Agriculture 

Smart agriculture or precision farming utilizes the most modern and advanced ICT technology to increase agricultural profitability 
and environmental sustainability. Smart farming focuses on operating actuators (motors, pumping, illumination regulators, and so 
forth) according to sensor data (humidity, temperature, brightness, etc.). Furthermore, UAV-aided computation is a sort of application-
oriented edge computing that is now popular in agricultural advancement [494]. The UAVs, which are equipped with cameras and 
computation capacity, are dispersed in the formation of a swarm and hover over enormous agri-fields to monitor grain or drop 
conditions. Besides crop yield, MEC may be used to study farm animal behavioral patterns, which is important for animal health and 
well-being. 

Nevertheless, one of the issues that agricultural lands experience is geographic isolation as well as a lack of robust and consistent 
data network connectivity. To resolve this problem, private edge computing as well as communication architecture, provides a 
significant alternative for enriching agricultural regions. Another reason to use edge computation (MEC) is to preserve the main 
network from overload as sending all video recordings and sensor data from several farm fields to the centralized server will create 
significant latency in the network [495], [496]. 

 



8.2.3. Smart Vehicular Network or Transportation 

The deployment of MEC improves the safety and intelligence of modern smart city roadways and transit systems. Smart roads help 
to disseminate awareness amongst road elements by utilizing an advanced traffic control system, in which cars assisted by the MEC 
services may interact with each other to preserve road traffic safeness and balance. It is also feasible to address particular road 
scenarios more effectively by using vehicle-to-thing interaction, such as in the event of a collision or the case of the movement of 
emergency automobiles (police car, ambulance), when cars are directed proactively to clear up specific road lines [497]. 

Traffic collision detection [498] constitutes one of the services that will be housed in the MEC server dependent on data acquired 
from the driving environment; underneath MEC server may instruct and adjust real-time vehicular speed and trajectory, in addition to 
lighting controls to minimize collision incidents. MEC is also used to augment road cameras with features, including vehicle tracking 
and recognition [499]. The road surface condition seems to be another concern in road safety; the project [500] envisioned deploying a 
congested surface sensor module having the capability of vehicle supervision, wherein data is gathered and processed utilizing edge 
computing nodes. 

8.2.4. Smart Grid 

A smart grid framework is an electrical system that includes energy efficiency-assuring resources, renewable energy resources, and 
smart appliances. Intelligent meters located across the network are employed to receive and send energy usage estimation. The 
intelligent meter's data is overseen through supervisory control and data acquisition (SCADA) technologies that regulate and stabilize 
the electricity grid. Furthermore, SCADA systems may be supported by dispersed intelligent meters and miniature grids that are 
interconnected with MEC. For example, MEC can balance as well as scale, the load based on information supplied by certain 
microgrids and intelligent meters [501]-[503]. 

8.2.5. Smart Industries 

MEC has been completely linked with the most prevalent industry 4.0 standards; this integration is often referred to as industrial 
edge computation. Proactive maintenance is a strategy used by emerging industries to decrease capital expenditure and operational 
expenditure. The machine is fitted with numerous IIoT (industrial IoT) sensors, such as heating, vibrations, and pressure sensors that 
collect data and send it to edge computing nodes and the data will be analyzed for forecasting machine faults and mistakes [504]. 

Furthermore, the fourth industrial revolution wants to include AI in its production processes. Since industrial enterprises cannot 
send private information to a public cloud (for example, recordings from production areas), companies have to depend on edge 
computing [505]. Several instances are available at present stating how industrial revolution 4.0 is employing edge intelligence for 
object identification with machines, autonomously guided vehicles (AGV), and human position estimation. 

Apart from the aforementioned sectors, E-commerce businesses are in serious need of real-time connection with their consumers, as 
delivering promptly with MEC represents one of the finest browsing perceptions they can give to their clients. Similarly, by improving 
their recording devices with computer vision features, MEC may assist protect in-store payment terminals [506]. 

8.2.6. E-Healthcare 

Several scholars are interested in technological advancements in the health sector. Healthcare, like other sectors, can benefit from 
MEC [507]; for example, patients afflicted with strokes may fall. As per stroke stats, someone in the United States gets a stroke every 
40 seconds [508]. Falls are prevalent in stroke victims, who typically have hypoglycemia, hypertension, muscular weakness, and other 
symptoms. According to current studies, one-third of strokes might be avoided by preventing falls as soon as possible [509]. A 
substantial amount of study has been conducted in an attempt to detect and avoid falls, for instance, by integrating human-computer 
interface devices like smartphones, smartwatches, and Google Glass, however some limits persist. 

Recently, researchers introduced a DL-based fall detection mechanism utilizing MEC technologies [510], [511]. U-fall is built on a 
fall detection system that employs acceleration magnitude measurements and non-linear time-series analysis. U-fall detects motion 
using smart device sensors including gyroscopes and motion sensors. To provide real-time identification, U-fall smartly maintains the 
integrity between both the smartphone as well as the MEC server. Furthermore, the suggested infrastructure is capable of producing 
correct findings, making it more trustworthy and dependable [512]-[514]. 

8.2.7. Smart Banking 

Blockchain, invented in 2008 is an electronic trading system that is independent of any third-party operator (banks, government, 
etc.). Transaction verification in Blockchain is performed by miners, who focus on solving a theoretically and computationally 
difficult challenge known as the verification of work. One of the main role players behind intelligent banking is Blockchain 
technology. In IoT devices, Blockchain typically cannot be directly implemented due to the computation-intensive nature of mining 
tasks. As a result, outsourcing mining jobs to the MEC server is a viable option. Furthermore, a notable Blockchain issue is pricing 
cooperative miners, since there is a requirement to boost MEC service providers’ revenue while simultaneously safeguarding miners' 
investment benefits from transferring to the MEC server [515], [516]. 



8.2.8. Infotainment 

Internet Protocol Television (IPTV) [517], [518] over Wireless to the Everything/x (WTTx) delivers wireless broadband services 
via wireless broadband communication systems (e.g., cellular networks) [519], [520]. At the moment, network connectivity and 
television (TV) infrastructure are distinct. IPTVoWTTx enables operators and over-the-top (OTT) broadcasters to replace TV 
infrastructure while saving money on infrastructure expenditure. IPTV through WTTx will enable OTT providers to deliver content 
swiftly by utilizing the existing mobile networks. IPTV has a three-tier-based design. The IPTV’s centralized cloud server or data 
center acts as a repository for Video on Demand material, which is the first tier. The second tier is just the IPTV edge server, which 
offers users with Electronic Program Schedule as well as Video on Demand features. Consumers are represented by the third layer. 
The IPTV central hub is often implemented on a regional basis, such as in a big city or significant metropolitan area. To deliver the 
finest user experience, IPTV edge servers are installed closer to users [521]. However, high mobility creates issues in dealing with the 
frequent switchover of operations and services to offer end customers uninterrupted service. 

8.2.9. Video Analytics 

In the past, security cameras are employed to send data to a centralized server. Because of the increasing prevalence of security 
cameras, the conventional client-server design may be unable to transmit footage from millions of devices, putting a strain on the 
network. In this instance, MEC will be advantageous by including cognition at the device directly, which is configured to transfer 
information through the network whenever motion is detected. Moreover, MEC-enabled video surveillance might be useful for a 
variety of systems, such as traffic control applications that can identify road congestion or an accident based on traffic patterns. The 
program can also aid facial recognition; for instance, if an individual commits an offense, his image (captured by the sophisticated 
cameras) may be sent to the edge computing server to help track down the perpetrator [478], [522]-[528]. 

8.2.10. Immersive Audiovisual Streaming (AR/VR) 

A live either indirect or direct representation of a tangible, real-world situation whose attributes are augmented (or replaced) by 
computer-generated sensory stimuli such as music, video, animations, or Global Positioning System (GPS) data is referred to as 
augmented reality (AR). AR apps can deliver extra information in real-time after processing such data. AR applications are extremely 
localized and need both low latency and extensive data computation. The exhibition video guide is a portable electronic device that 
gives thorough information on certain artifacts that cannot be readily exhibited. AR plays a crucial role in online gaming, like 
Pokémon Go, Ingress, Minecraft Earth, Jurassic World Alive, Angry Birds AR: Isle of Pigs, The Walking Dead: Our World, etc. By 
precisely evaluating the raw data, MEC enables AR service ought to have the capacity to differentiate the desired contents and 
subsequently transfer AR data to its intended subscriber. MEC-enabled AR devices have recently received a lot of interest [529]. 

AR platforms such as Junaio, Layar, Wikitude, and Google Goggles have recently incorporated mobile technology [530]. AR 
provides a real-world user experience by merging actual and virtual items that exist concurrently. Modern AR services, such as news, 
TV shows, sports, object detection, games, and so forth, have become adaptable in their audio as well as visual components. 
Metaverse is a prominent instance of such advancement of AR [531]. Yet, AR systems typically require high computational power for 
task or workload offloading, low latency for improved QoE, and high throughput to support indefinite IT services. 

MEC platforms have been identified as a potential for latency-sensitive AR technologies [532]. They enhance AR systems, for 
instance, by increasing throughput by moving cognition to the network's edge rather than depending on the main network. 
Transferring computation-intensive activities to the closest cloudlet is thus more optimal and efficient, improving user experience. 

Brain-computer interface is one instance of AR functionality that works by recognizing human brain signals [533]-[535]. 
The work [536] reviewed the escalation of mobile augmented reality (MAR), i.e. Web AR with the advancement of networking and 

computing technologies such as 5G and beyond networks and MEC. 

9. Security Aspects of MEC 

9.1. Edge Networking-Level Threats 

The edge network provides computing power, data storage, and administration services [537]. It facilitates application and service 
delivery by sharing infrastructures, platforms, and supervisory planes [538]. Nevertheless, some components, such as isolation [539], 
[540] may not provide an equivalent to cloud security needs. In a MEC integrated edge network context, applications or functions may 
not be created utilizing trusted computing techniques, which raises risk [541]. 

Privacy Leak: Unapproved accessibility to MEC nodes may jeopardize data confidentiality [542]. The MEC concept restricts the 
breadth of privacy breaches by splitting data and limiting access [543]. Edge network infrastructures, on the other hand, may exfiltrate 
confidential material and rich network contextual information, including client status details, traffic data, and local network 
circumstances, which are used by different services to provide context-aware management [544]. The work [545] presented a deep 
deterministic privacy-preserving mechanism. 



Privilege Escalation: When a malicious party takes advantage of a design flaw, bug, or configuration issue in an application or 
operating system, he or she gains elevated privileges on restricted elements that would normally be limited to that individual [546]. 
The malicious attacker can then utilize the newly obtained unauthorized rights to steal sensitive data, conduct administrative 
operations, or distribute malware, thereby causing catastrophic damage to server operations [547]. The works [548]-[550] proposed 
prevention mechanisms against this type of attack. 

Service Manipulation: Service manipulation assaults, unlike cyber-criminals who aim to steal information or grab it as hostage 
through ransomware, can be difficult to detect. Hackers can make erroneous alterations to data, which might have disastrous 
consequences [551]. A device in a cluster placed around an edge network that participates in service delivery can operate as a 
decentralized computing system, and if the device is hacked, the entire group can be affected [552]. An internal aggressor with proper 
rights can not only alter information exchange, but also launch rogue services that really can send misleading management 
information including historical data to third parties [553], [554]. The references [555] and [556] presented prevention mechanisms 
against this kind of attack. 

Rogue Data Center: The edge network seems to be more difficult to maintain and protect than traditional cloud computing settings 
[557]. In this threat scenario, an attacker might take control of a whole edge network by installing malicious equipment pretending as 
an edge networking unit (i.e., access point, routers, switches, network cards) that lies between a cloud server situated in the core 
infrastructure and user devices to affect connections with external devices [558]. Several works have proposed multiple prevention 
mechanisms against this sort of attack [559]-[561]. 

Physical Damage: Cyber-physical security combines numerous technological disciplines, such as physical, computer, and 
connectivity resources on various spatial scales, all of which are regulated by computational models [562]. Systems are frequently 
linked to an IP network. Throughout the event of an invasion, the entire ecology might be disturbed or brought to a standstill by 
physical disruption [563]. Monitoring the computational capabilities for unexpected usage or load [564] becomes a possible security 
check to protect the internal structures of the MEC servers against this attack. Several prevention mechanisms are presented in these 
works [565]-[567]. 

Resource Misuse: Malicious actors may attack consumers, companies, or other service vendors using MEC resources [568]. For 
instance, the malicious attackers can be massive-scale mechanized click fraud, for “mining” electronic currencies, or brute-force 
computer threats on credential databases [569]. A third type of attack is resource usage, for example, a rogue VM might scan the 
regional network for susceptible IoT devices as well as host botnet nodes [570]. The works [571]-[573] proposed several prevention 
schemes against this cyber attack. 

VM Manipulation: The host layer or tier or level is a significant functional aspect in MEC. It contains the MEC Platform Manager, 
Virtualized Infrastructure Manager, and MEC hosts that deploy resources and deliver functions to MEC users utilizing virtualization 
approaches including VNF and VM. Nevertheless, when deployed in MEC infrastructure, virtualization methods create various 
security concerns such as VM tampering, VM escaping, Domain Name System (DNS) escalation, VNF placement shift, security-log 
inspection, and surveillance [574], [575]. The attack vectors influence the host tier activities of orchestration elements [576]. Trusted 
Platform Manager (TPM) and Virtual Machine Introspection (VMI) are two approaches recommended for dealing with virtualization-
related security issues [577]. 

Injection Attacks: Injection attacks remain one of the most common and dangerous web application threats [578], [579]. They can 
cause data loss, data breaches, data integrity failure, denial of service (DoS), and the compromise of a system or device. Injection 
attacks are a broad class of threat vectors that allow adversaries to inject malicious code into a system, which is then processed by a 
mediator as an element of a request or instructions, causing the affected program's execution pattern to be altered [580]-[582]. 
Prevention mechanisms against this attack are mentioned in the reference works [583]-[585]. 

9.2. Access Network-Level Security Threats 

Access network safeguarding is essential for MEC platforms’ efficiency which provides a framework for safe connectivity with user 
devices and cloud infrastructure [586], [587]. Failing to deploy adequate access network security rules exposes hostile parties to 
exploit important vectors, resulting in significant network risks [588]. Infrastructure for access networks includes network components 
and systems that support information flows across devices connected towards the access network infrastructure, MEC host, as well as 
core networks. An attacker may attempt to compromise the access network infrastructures, associated devices, or communication links 
[589]. Vulnerabilities to MEC services and applications include applications or services misuse [590] and the distributed denial of 
service (DDoS) attack attempts [591]. 

Denial of Service: Access networks are subject to DoS assaults, which might take the form of DDoS attacks [592] or radio jamming 
[593]. The persistence of Virtual Machines distributed across numerous MEC hosts raises the possibility of exploited Virtual 
Machines coordination in a substantial assault, such as DDoS [594]. Whenever a service or application is hacked, the infected service 
or application uses MEC resources, i.e., network bandwidth, processing power, or memory. The attack causes a delay in an 
applications’ or services’ response or destroys the MEC node’s operation, resulting in service interruption. Security orchestrating, 
automating, and response (SOAR) mechanisms are available in the security sector to give an autonomous and preemptive security 



strategy to this sort of serious threat [595]. Sophisticated DoS/DDoS prevention architectonics are described in the reference works 
[596]-[601].  

Man-in-the-Middle: The MitM attack is typically distinguished by the existence of a malevolent third party across two or more 
interacting parties, surreptitiously relaying or intercepting their conversation [602]. A MitM attack is classified as an infrastructure 
assault in the MEC scenario, in which the malicious attacker attempts to seize a specific network section and proceeds to perform 
attacks, including phishing and eavesdropping, on linked devices [603]. Since MEC services and applications rely heavily on 
virtualization, conducting a MitM attack attempt on many Virtual Machines may have an impact on both parties or sides or victims of 
the assault [604]. Reference [605]-[607] works proposed MitM prevention mechanisms. 

Rogue Gateway: The decentralized MEC architecture enables an environment in which hostile attackers might design and install 
illegal gateways to undertake unauthorized actions. Unauthorized gateways can constitute a substantial hazard by enabling backdoor 
access to critical resources if they have access to networking equipment, programs, and edge services. Solution mechanisms against 
this issue are described in these works [608], [609]. 

Inconsistent Execution of Security Policies: The synchronization and uniform compliance of security functionalities during the 
time of mobile devices’ switch from one operator to another poses a difficulty for the providers of mobile networks. This activity 
demonstrates the necessity for telecom operators to share security policies on an adaptive scale to ensure that subscriber traffic across 
networking devices is safely managed, especially when devices’ connection shifts from the MEC of one operator to the MEC of 
another operator  [610]. 

Communication Channels: The radio channels of a wireless communication network are formed through a wireless transmission 
medium, which constitutes the most vulnerable connection in a communication network. Man-in-the-middle attack, eavesdropping, 
Sybil, replay attack, smurfing attack, spoofing, and DoS are all mobile telecommunications threat vectors [611]. There is a danger of 
unauthorized intrusion to offloaded information during the offloading procedure [612], [613]. Risk considerations emphasize 
interoperability and compatibility issues with the user devices’ connectivity to the base station. Advanced researches are ongoing to 
offer a secure communication channel for MEC services [614]-[620]. 

As a threat prevention or security assuring mechanism for access network safeguarding and establishing secure access from 
anywhere Secure Access Service Edge (SASE) emerged as a notable security solution. SASE represents a cloud architectural concept 
that integrates network with security as a service capability into a single cloud-based service [621].  SASE, in theory, expands safety 
and networking features beyond what is generally provided. This enables individuals to make use of secure web gateway, zero-trust 
network access, firewall as a service, and a slew of threat detection services.  SASE is made up of two components: Security Service 
on the Edge as well as SD-WAN. 

When correctly deployed, a SASE strategy enables enterprises to ask for secure access regardless of the location of their users, 
tasks, devices, or applications. This constitutes a major benefit in ensuring the security of distant workers.  SaaS applications are fast 
gaining traction, and data is rapidly moving between data centers, regional offices, multi- and hybrid-cloud, and edge-cloud settings.  
SASE offers secure surfing, business application accessibility, and SaaS application accessibility from anywhere. 

9.3. Core Infrastructure-Level Security Threats 

Access and edge network activities for MEC are supported and managed by core infrastructure [622]. The trustworthiness of the 
core architecture can have a knock-on effect on other systems, such as the cloud. Under this setting, it is vital to examine the credible 
threats against the fundamental or core infrastructure [623], [624]. 

Privacy Leak: Accessibility to core infrastructure raises the chance of attackers obtaining information held on edge infrastructure, 
raising worries about privacy leaks. In the case of edge network breaches the potential impact of a privacy violation is confined to the 
type of content the adversary has achieved access to [625]. “Privacy by design” represents a unique MEC security technique. The 
principles comprise privacy functionality protection built into the design, preemptive action instead of a reactive response to privacy 
breaches, and data confidentiality throughout the lifespan [626]. References [627], [628] mentioned several prevention mechanisms 
against this sort of attack on core infrastructure. 

ICT Intrusions: An ICT intrusion is defined by the attacker intending to breach into a system or device to purposefully modify data 
and manage the hardware it relies on [629], [630]. Data manipulation [631], background information [632], collusion [633], outside 
forging [634], eavesdropping [635], likability [636], Sybil [637], and identity attacks [638] are examples of such attacks. Security 
assurance mechanisms against these attacks are proposed in these works [639]-[644]. 

Software-Based Attacks (on Virtual Infrastructure): NFV security raises serious issues regarding its flexibility and the 
protection of the underlying telecommunications infrastructure [645]-[647]. It has the greatest influence on system resilience in 
addition to the entire quality of available services. The bulk of security risks target NFV infrastructure's fundamental architectural 
features, such as VNF modification, VNF location change, and information exfiltration as well as damage [648]. Fawcett et al. [649] 
offered an SDN-based conceptually centralized control solution that allows dynamism in networking security systems by collecting 
intelligence from networking devices via configurable APIs and using virtualization. In the network periphery, virtual security 
mechanisms can be used to detect possible threats, isolate vulnerable network devices, and prevent them from jeopardizing system 
security [650]. [651] proposed an advanced prevention mechanism against the attack on virtual infrastructure. 



Rogue Infrastructure: This threat implies that attackers target specific components of the core infrastructures, and a successful 
assault might enable control of services and applications found in MEC servers. Even though the possibility of an adversary 
effectively launching this attempt is extremely low, effective security controls and procedures for critical MEC systems are still 
required. Security and privacy assurance mechanisms against this issue are proposed in these works [652], [653]. 

9.4. Edge Device-Level Security Threats 

The sensitivity of user-controlled device material is considered while defining security and privacy needs [654]. Users sometimes 
become active contributors who develop data and engage in the sharing of information in addition to obtaining services. 
Unfortunately, there will be fraudulent users who will seek to disrupt functions and negatively impact the performance of edge devices 
[655]. 

Information Injection: An attacker can insert malicious data onto any hacked device to spread misleading information [656]. 
Poisoning [657] is a hostile operation in which attackers insert bogus information into an electronic system. Outside forging [658] 
happens when misleading messages containing fabricated information are created to jeopardize the confidentiality of victim modules. 
In the intelligent manufacturing arena, for example, an attacker injects erroneous pressure readings to delay valve activation to cause 
malfunctions [659]. Prevention mechanisms against these sorts of attacks are prescribed in these works [660]-[662]. 

Eavesdropping: Adversaries intercept communications across communication channels (through which the user devices are 
communicating), obtaining access to sensitive information [663]. 

Side-Channel Attacks: The goal is to obtain sensitive private information by gaining unauthorized access to user devices. 
Passcodes, login information, email, and geo-location information are the primary targets of this sort of cyber-attack [664]. An 
efficient intrusion detection system or intrusion prevention system with ML mechanisms could be a viable solution for detecting 
malware in a user device [665]-[669]. 

9.5. MEC Level Security Challenges 

9.5.1. MEC System-Level 

Global Defenses: The administration and orchestration of many security features is a difficult topic, and activating security methods 
separately on several entities does not always imply that the entire system is safe. It is necessary to strike a balance across local 
(decentralized) as well as global (centralized) defensive systems, as well as assuring accountability and flexibility. A central 
surveillance system should be put in place to provide insight into the MEC infrastructure, and all aspects ought to be verifiable. The 
end-to-end protection mechanism is required whenever possible to ensure privacy [670]-[672]. 

MEO Security: Virtualization attacks are possible against MEO [673]. A compromised MEC orchestrator (MEO) might have a 
significant influence on the whole MEC system's operation. Examples include the suspension of MEC critical programs, the 
enrollment of malicious application bundles, and uneven resource utilization of the MEC hosts. Self-analysis methods for hypervisors 
must be used; for Linux-based systems, Security Enhanced/Extended Linux (SELinux) may be useful [674], [675]. Nevertheless, 
given the quickness with which technology and assaults develop nowadays, it is deemed more appropriate to approach through 
software-programmable solutions rather than inflexible hardware (to allow for updates, changing targets, reactive attacks, and so 
forth). The issues of privacy and confidentiality in softwarization as well as virtualization do not only pertain to MEC, since adaptable 
solutions are necessary to safeguard 5G and beyond networks in general. Within the MEC-in-NFV infrastructure, solutions to 
virtualization challenges and security frameworks have been examined [676], [677]. They comprise Trusted Platform Manager 
(TPM)-based attestation and validation of MEC applications and VNFs, in addition to the Customer Facing Service (CFS) portal 
queries. Auto-configurable security features, as well as approaches to safeguard VNF in NFV settings, are suggested [678], [679]. 
Ideally, a security facilitator relying on softwarization (VNF/SDN) might eliminate the requirement for manual configuration, which is 
no longer practicable under present conditions. Yet, it is unclear how such a cybersecurity orchestrator should be designed and 
incorporated into the MEC architecture. 

Interconnection Security: OSS is subject to attacks outside the MEC infrastructure at the MEC system level because of its 
interaction with the CFS interface and user applications through the LCM proxy. It creates security vulnerabilities; for instance, the 
CFS interface is vulnerable to DDoS assaults [680]. OSS can be used to disguise adversaries that claim to have valid access. In the 
absence of suitable security controls, a large volume of queries from the OSS towards the MEC orchestrator may harm the 
performance of the MEC orchestrator [681]. 

9.5.2. MEC Host-Level  

Physical Security: MEC hosts are placed near the network's edge, near user devices, and in open surroundings. As a result, the 
physical placement of the MEC hosts gets insecure with host-level devices being even more susceptible to physical intrusions than 
system-level equipment, which is often located in a more physically safe region. Moreover, the desire to deploy a large number of 
MEC hosts to encompass a whole region creates concerns about maintaining a high degree of physical security [682]. This raises the 
danger of unwanted physical accessibility and, as a result, physical degradation or manipulation of devices, with direct repercussions 



for accessibility (e.g., DoS attack attempts) and secrecy (e.g., data leakage via both active as well as passive assaults) [683]. The 
equipment may lack the hardware security of generic servers [684], however, the MEC equipment should include anti-theft as well as 
anti-damage procedures as a kind of protection. Tamper protection is unquestionably a strong security method for preventing the 
reading of secret data (e.g., cryptography keys) and ought to be implemented in the context of MEC hardware as well. The well-
known notion of the weakest point applies in this situation: the protection of the total system is guaranteed by the safety of the weakest 
point (the attackers usually target weak points.). MEC hosts with inadequate security can quickly become targets [685]-[688]. 

Privacy of User Location: Location tracking facilitated by MEC might be viewed as both a benefit and a concern. Unauthorized 
exposure to the Location Application Program Interface (API) can pass sensitive data concerning user navigation and tracking over 
time [689], [690], comparable to unauthorized entry to radio network data in mobile communications (i.e., access to user recognition 
mechanisms, which may jeopardize the users’ confidentiality) [691], [692]. MEC hosts (and hence users) are thus directly vulnerable 
to location privacy problems [693]. To mitigate such dangers, API privacy and highly synthesized location records or 
processed/encrypted data play a significant role. Nevertheless, when GPS services are unavailable or in the case of emergencies, the 
MEC geo-location service can be useful. Reference literature performed research on location privacy [694]-[697]. 

Local Defenses: Because of their local nature, host-level assaults have a geographically limited impact on the end users. This 
enables MEC to impose security procedures and minimize assaults in the local networking segment [698]. MEC is appropriate for 
deploying a defense perimeter, such as against DDoS assaults where the attacker only targets a tinier traffic stream, and the edge may 
inform the core network well about the source of risk, resulting in overall improved reliability. MEC's remote or localized aspect can 
further improve confidentiality by preventing data from approaching centralized servers and therefore eliminating a threat to 
centralized infrastructure. For example, the processing of photographs of vehicle registration plates at the edge server and recognition 
of the registration number to just pass the number to the central server (this prevents the possibility of location leaks) [699]. 
Conversely, at the same moment, it is considered that local information transfer (as opposed to, say, transferring information via the 
internet) decreases data exposure [700], but can raise security threats when the volume of data traversing nodes is large, due to heavy 
traffic and location near the network's edge [701]. The works [702], [703] presented several security enhancement techniques for 
MEC-assisted IoT context. 

Virtualization Security: Malicious Virtual Machines might try to take advantage of their hosting [704]. Malicious insiders having 
adequate permission to access as well as harm a Virtual Machine or even a suspicious Virtual Machine with advanced privileges 
[705], [706] might be used in Virtual Machine manipulation attempts. If a Virtual Machine is operating on many servers, a typical 
DoS attack or assault may cause harm to all servers at the same time [707]. As a defense against DoS assaults, Virtual Machines' 
resource usage should be controlled, and resource usage should be balanced between servers [708], [709]. In terms of data privacy, 
subscriber information is preserved at the MEC server level, which means it might be exposed. Moreover, the possibility of data 
alteration necessitates proper backup and recovery capabilities, which are strongly linked to dependability prevention. Virtualization 
attacks may disrupt orchestrating on the host side, and an exploited Virtualized Infrastructure Manager can cause MEC services to fail 
[710]. Another kind of contamination is service manipulation, which can have serious effects including DoS or data leaking attacks 
[711]. If a system got corrupted (not only through virtualization assaults, but in a broad sense), the adversary may intervene at multiple 
levels (e.g., applications, services, resource usage) and launch a variety of attacks. 

Constrained Resources: The use of computationally complex security techniques, such as heavy encryption, can be an issue. For 
example, edge devices may have restricted connection and resources, limiting the security standards that may be implemented and 
facilitating the vulnerability of attacks. This might lead to limitations in the adoption of high-security systems, such as authentication. 
The employment of public-key cryptography, particularly, public-key infrastructure (PKI) may be problematic due to high 
computational expense and maintenance [712]. The adoption of lightweight encryption can be considered in this sense [713], [714]. 
Data deduplication technologies at the edge (detecting and deleting duplicate data or even preventing recomputations) would improve 
performance on resource or capacity-constrained devices. Nevertheless, doing this while retaining security is generally attainable with 
Fully Homomorphic Cryptography, which involves extremely high computation overhead [715]. The European Authority for 
Cybersecurity (ENISA) recognized the complexity of implementing security approaches in 5G and beyond networks (because of the 
combination of technologies like cloud computing, fog computing, and edge computing), and the necessity of efficient cryptographic 
algorithms (due to resource constraints on nodes) as major aspects in 5G and beyond security studies and developments. 

10. Lessons Learned, Challenges, and Future Directions 

This section of the paper includes lessons learned through the survey. Moreover, this section described the open issues and future 
research scope relative to MEC technology. 

10.1. Lessons Learned 

The lessons learned through this survey work are enlisted below: 

 5G Service Based/Oriented Architecture (SBA/SOA) suggested by 3GPP can enable a higher degree of service access efficiency 
and flexibility for the MEC framework. 



 Softwarization/SDN can provide enhanced scalability, accessibility, resiliency, and interoperability for MEC services. 
 Virtualization of the network can minimize the OPEX and CAPEX and can ensure more flexibility and rapid implementation of 

new services. 
 Network slicing, as one MEC enabler, can deliver the dynamic infrastructure and effective resource utilization. 
 ICN employs two conceptual designs, namely connectivity and caching, e.g., at MEC computing servers, to reduce the bandwidth 

congestion problem and enhance data delivery. 
 SFC can allow MEC to adjust a networking service function to the end user context and deliver end-to-end services. Incorporation 

of SFC within MEC is an acceptable technique for organizing service function implementation, realizing desired strategies, 
adapting applications when approaches or policies evolve, and rationally allocating resources to provide needed services. SFC 
offers a wide range of MEC applications, which can improve MEC functioning in terms of resource optimization, privacy, and 
accessibility. 

 H-CRAN can assure ease of the installation of the MEC system, taking into account the computing and storage facilities in the 
BBU pools as well as the deployment of the RRHs. By collocating MEC and H-CRAN, the expenditure on MEC implementation 
can be significantly decreased. The integration of MEC with H-CRAN can give the operational versatility and infrastructure 
reconfigurability that the virtualization of H-CRAN may deliver. 

 D2D-aided MEC can provide ad-hoc computation resources as per demand for scenarios such as IoT, V2V, V2X, etc. 
 AI/ML-based computation/communication resource allocation schemes can help to improve the efficiency of the MEC system. 
 NOMA and RSMA multiple access techniques can improve the communication resource utilization for MEC services. 
 The implementation of UAVs in MEC communication for content offloading can enable the possibility of ad-hoc implementation, 

reduces energy consumption and communication delay, and provides better coverage and therefore computational performance 
optimization. 

 The integration of SWIPT technology with MEC can enable networks to deliver computational services and energies to the device 
through the downlink and uplink at the same time. 

 The deployment of IRSs can improve the device-to-MEC data transmission rates, thus significantly minimizing their 
computation-offloading latency, particularly when the device-to-MEC LoS links are blocked. Since IRSs establish LoS links 
and/or introduce scattering and beamforming gains and improved communication channel/s can be obtained which improves 
energy efficiency. 

 Game Theory and Auction Theory can be utilized for improved computation and communication resource orchestration in the 
MEC framework. 

 Digital Twin-enabled MEC network can establish a bridge between the physical MEC facility and digital systems. It can capture 
real-time network characteristics and utilize them to make optimum network decisions instantly from a centralized standpoint. 
Therefore, it may be used to directly develop and optimize network strategies such as workload offloading, allocation of 
resources, caching, and so forth, and the connectivity schemes' effectiveness and affordability can be improved. It can enable 
computationally intensive applications like Metaverse and automated vehicles. 

 Open-source MEC can improve the accessibility and flexibility of the evolving MEC systems. Specifically, open-source-MEC 
splits the closely connected service functions into numerous separate NFs and supports them flexibly via a simpler service-based 
interface (SBI) by establishing a service-based MEC layer. The open-source MEC framework will be highly assistive to embrace 
the evolving network infrastructures. 

 Scalability, computational, and energy efficiency can be achieved by incorporating quantum computing in MEC. However, the 
research on quantum computing for MEC is still in its early stage, therefore, further research is required. 

 The fusion of MEC and PON systems can be a promising option for delivering latency-sensitive but task-intensive services to 
meet such demanding QoS requirements. 

 Applications and services such as smart cities, smart agriculture, smart industries, the e-healthcare, smart vehicular network, 
video analytics, etc. can be benefited from the escalated computational facilities of MEC. 

 State-of-the-art security or privacy-preserving mechanisms should be researched and analyzed continuously since threats against 
the MEC framework are ever-evolving and maintaining security and privacy is a significant challenging task. Especially, the 
security and privacy of the Virtual Machines should be strictly maintained otherwise confidentiality of the system and user data 
can be threatened. 

10.2. Challenges and Future Directions 

Standardization: Edge computing has evolved as an enticing and critical paradigm for scientific and industrial endeavors. Various 
standardization organizations have worked hard to develop suggestions and references for attempting to incorporate MEC from either 
the edge of the network or the MEC-5G standardized network level [716]. The International Electro-technical Commission (IEC) and 
ISO have worked hard to define cloud infrastructure, software packages, the Virtual Machine and Container maintenance, and 
orchestration. ETSI is a major participant in the 5G-MEC industry, and its various white papers have contributed to the 



standardization of MEC systems. A versatile standardization approach for the MEC paradigm is required to embrace beyond 5G, i.e., 
6G networks. In this context, frameworks like open-source MEC should be appropriately analyzed and enhanced to incorporate 
versatile 6G networking infrastructure. 

Energy Consumption: Environmental change has become one of the major urgent challenges of the twenty-first century. Global 
warming has forced the world to concentrate more on clean, renewable energy. Yet, with today's growing electricity usage owing to 
revolutionary frontier applications, there is a greater than ever necessity for utilizing renewable sources of energy as the major driver 
of MEC infrastructure. Whereas MEC promises to minimize energy consumption, there has been a growing demand for MEC servers 
to be powered by clean energy and recovered energy sources. Nonetheless, significant attempts are being made to reduce MEC 
servers’ energy use while simultaneously making offloading decisions that promote MEC powered by renewable energy [717]. 

The MEC deployment moves storage and computing facilities that were previously in the data center to the network's edge. On the 
other side, the network edge may react to user requests while also decreasing the unnecessary use of returning services. One of the 
primary areas of attention in MEC network enhancement is energy efficiency. Media caching, processing, and connectivity between 
MECs and subscribers or user devices can all result in high energy usage in the MEC transmission scheme. As a result, it is critical to 
design an effective resource optimization method to minimize system energy usage to adequately plan caching, processing, and 
communication resources. 

Moreover, there are three types of energy usage for the combined optimization of MEC-based media caching and 
encoding/decoding: caching, encoding/decoding, and signal propagation energy consumption. As a result, determining ways to 
enhance total energy efficiency while simultaneously considering caching, encoding/decoding, and transmission is a significant 
problem for future research. 

Efficiency and Scalability of Mobility Management Network Functions: During handovers, packets or data payloads may be 
delayed at the originating base station for improved mobility control [718]. The queued packets are sent from the originating base 
station to the replacement base station when the user device is switched over to another base station. Any shared anchoring switch 
linked to the source continues to multicast payloads to all potential recipient base stations. MEC hosts connected to base stations can 
cache packets, and just a high-capacity MEC server can serve as the anchoring switch. Further study is needed to improve the 
efficiency and scalability of mobility management networking functions with the help of MEC hosts. In addition to the foregoing, 
when a device is going to be handed over, observing the interactions of MEC features, such as the functionality of the targeted MEC 
host and position management, is an unexplored field. Handover may be conducted while taking MEC factors into account: for 
instance, a handover to a MEC server must be executed only when it has adequate resources [719]. 

Studies concentrating on mobility management, notably Virtual Machine migration, have largely assumed that each user device’s 
computational task/s is computed by a single computing station. As a result, the difficulty is to manage the Virtual Machine migration 
method effectively when the operation is offloaded to multiple computational nodes. Furthermore, Virtual Machine migration places a 
heavy burden on the backhaul and therefore causes significant latency, which renders it inappropriate for real-time operations. As a 
result, more improved methodologies for highly rapid Virtual Machine migration in millisecond range need to be devised. 
Nevertheless, because of the communication issues between computing servers, this approach is quite difficult. As a result, a more 
practical task is finding ways to pre-migrate the computations in advance (e.g., using certain prediction techniques) such that no 
service interruption is apparent to users. Although solutions above may reduce the Virtual Machine migrating period, stand-alone 
Virtual Machine migrating may indeed be inappropriate for real-time applications. As a result, it is crucial to direct the majority of 
studies on the collaboration of independent mobility management strategies. Dynamic management and joint integration of all 
strategies (including power management, Virtual Machine migration, compaction of migrated content, and/or route planning) should 
be explored more extensively in this respect to improve the user experience for user devices and improve the entire system 
performance for migrating users. 

MEC Service Orchestration and Programmability: Service orchestration and reconfigurability concerning distinct levels of the 
MEC system (i.e., application platform, infrastructure, and services offered on the system) remain unresolved concerns that pose 
substantial obstacles. Service orchestration must be undertaken in tandem with network resource portability, taking potential and 
Virtualized Network Function allocation into account, particularly the stretching of functions across a collection of edge-cloud 
systems. Edge-cloud systems located across separate management domains present additional impediments for service orchestration 
when considering interoperable resources, where further studies are needed for resource aggregation as well as service mapping 
mechanisms, in addition to the specification of the associated APIs. 

This article discusses various service attributes of edge-cloud coordination and reconfigurability, such as (i) service operational 
activities, i.e., allocating resources, service alignment, platform selection, and trustworthiness, (ii) continuity of service and flexibility 
within a cluster of MEC/edge computing stations, and (iii) cooperative optimization of Virtualized Network Functions as well as MEC 
services on pervasive edge computing systems to achieve effective utilization of resources and cross-layer or inter-tier optimization or 
improvement among edge-cloud services. Moreover, it provides an overview of the diverse MEC system architecture scenarios and 
specifies the prospective MEC orchestrator deployment alternatives while taking into account various SDN/NFV convergence 
opportunities that enable diverse edge-cloud resource management varieties. 



The development and standardization initiatives for providing effective MEC services are currently underway, with several hurdles 
remaining [720]. One of the main areas is the establishment of enhanced APIs that will allow third parties to purchase and coordinate 
resources on MEC systems simply and efficiently, including the related data models. Several APIs and data formats are still being 
discussed in ETSI-MEC in light of evolving usage cases, such as leveraging the mmWave scientific breakthrough to aid the MEC 
platform. Similar APIs should additionally be extended to give RAN-relevant or network-related information, allowing the application 
to observe the network. 

Multiple-MEC Coordinated Collaboration: MECs are often deployed in a dispersed fashion in edge networks, with MEC-based 
caches and computing capabilities scattered across the network. An individual MEC has limited storage capacity and computational 
power. Unnecessary caching and computation operations will cause the MEC server to become overloaded. When these activities are 
forwarded to the data center within the cloud, the expenses will rise. As a result of multi-MEC in decentralized mode, nearby MEC 
servers can work together to execute caching and computational activities. Other inactive MEC systems can be utilized to minimize 
network expenses and enhance the performance of the network when the present MEC server lacks caching or processing resources 
[721], [722]. Also, resource sharing across MEC servers becomes a significant study topic. For example, how to choose a desired 
server among several other MEC servers that cache related material when the target multimedia content demanded by the subscriber is 
not cached by a native MEC host. The transfer of local computational activities to other MEC servers whenever the native MEC 
server's processing demand is preoccupied is a notable research issue as well. The resource-sharing strategy based on decentralized 
multi-MEC collaboration has to be investigated further in the future to increase resource usage and QoE. 

Offloading Decision: The offloading approach selection is critical since it decides whether the task computing is executed locally, 
remotely, or concurrently in both places. All current researches on the offloading selection consider solely the user device's energy 
usage into account. Nevertheless, to be consistent with forthcoming green networking, overall energy usage at the MEC (such as 
computation and associated communication) should be considered further throughout the offloading decision-making process. 
Furthermore, all studies working with the offloading decisions assume completely static circumstances, in which the user devices do 
not move before or during offloading. Yet, the energy required for data transmission might be drastically altered even during 
offloading when channel quality degrades owing to fading or uneven mobility. Therefore, offloading potentially increases energy 
usage and/or execution time as compared to local computing. As a result, it is required to provide more sophisticated ways for 
offloading decision-making. Such as the deployment of prediction approaches for the improvement of transmission quality in the 
context of user mobility (at the time of task offloading). 

Moreover, recent works that focus on the partly offloading decisions ignore the prospect of offloading particular pieces to various 
edge computing nodes. Many edge computing nodes provide greater flexibility and raise the likelihood that offloading towards the 
MEC will indeed be advantageous for the end device (in terms of energy usage and task execution time). A fundamental problem, in 
this case, is the aspect of backhaul connectivity between the interacting MEC systems and the capacity to accommodate their 
fluctuating load and characteristics during the offloading selection. 

User Experience and Bandwidth Tradeoffs: User experience is a metric of a user's satisfaction or dissatisfaction with a service 
that focuses on the full service experience. The advancement of adjustable bitrate is a crucial motivation for investigating an effective 
way to improve user experience, consequently providing consumers with a distinct service to improve user satisfaction [723]. 
Furthermore, research on the balance between bandwidth efficiency and user experience optimization in MEC-dependent caching and 
encoding/decoding techniques is an important area of study. From the standpoint of video content suppliers, two critical variables 
must be addressed for system optimization: (i) the requirement to lower the expenses of caching and computation; (ii) assuring an 
improved user experience to consumers (especially, meeting the requirement of computation and communication latency). As a result, 
how to optimize the expenditure of bandwidth capacity for MEC-dependent caching and encoding with user experience is an essential 
future research path. 

Security: In every network, privacy and safety are always key concerns. As a result, data and edge infrastructure security and 
privacy are critical for computational offloading. Privacy and confidentiality problems for security setup, threat detection, threat 
mitigation, and system verification remain unresolved. To limit the security vulnerabilities on the server level, software-defined 
segregation, and trust management verification are viable alternatives [724]. While running Secure Sockets Layer (SSL) or Transport 
Layer Security (TLS) guidelines on the UE is prohibitive in some contexts [725], identifying lightweight security standards for the 
MEC system that may be utilized for user identification, access regulation, password, and credential management is still challenging. 
In the application segmentation approach, the trade-off between computation for encrypting data and the requirement to use security 
certificates should be addressed.  

Unlike standard cloud computing, MEC exhibits substantial security vulnerabilities, particularly when placed within the ground 
base stations, or in places where it is exposed to physical assaults. As a result, MEC installations increase security measures against 
on-site threats. MEC also necessitates stricter security rules since third-party partners can obtain access to the service and retrieve 
information regarding user geographic location and radio statistics. Authentication based on third-party platform access credentials 
should be evaluated. One such possibility is to use strategies focused on public-key infrastructure (PKI). 

Another significant issue is isolation between various stakeholders, namely, between hosted programs. A security assault on one 
program should not impact other apps that are running, and isolation should offer privacy while ensuring bidirectional trust among 



collaborating parties. To provide safe cooperation and interoperability across diverse resources and multiple operating parties, fine-
grained authorization with suitable encryption should be considered. In [726], a cutting-edge examination of security and privacy 
concerns related to edge cloud is undertaken, whereas [727] offers preliminary research on MEC security. With cloud computing, 
several intrusion detection approaches are in existence, but massive-scale geographically-distributed setups remain a concern for the 
forthcoming ultra-dense networks. 

Space-Air-Ground Integrated Network and MEC: UAVs have superior coverage and can deliver stable and smooth services 
utilizing LoS connections since they fly at higher altitudes. Yet, in some adverse conditions, UAVs may be unable to conduct vital 
duties on their own. As a result, help from other networks, such as satellite networks, is required [728]. Since satellites often have 
extensive coverage areas, they may transport data and control instructions between UAVs and distant ground networks. Moreover, the 
MEC workstations can indeed be integrated with satellites to improve the edge computing capacity. 

The space-air-ground interactive MEC system has various obstacles. Satellites' most prominent drawbacks are propagation loss as 
well as latency. Nevertheless, the high operational costs of satellite connectivity may preclude widespread use. Thankfully, recent 
advances in satellite technology have decreased the cost of LEO satellites significantly, and the transmission delay may be dropped to 
1-4 milliseconds because of the low orbit height [729], [730]. Yet, the rapid mobility of satellites as well as UAVs frequently alters the 
channel state, therefore, resulting in rapid handover, making management of space-air-ground unified MEC systems problematic. 
More significantly, operating satellites and UAVs in heterogeneous systems to provide reliable signaling exchanges and data transfer 
among many stakeholders is difficult. To address interoperability challenges and accomplish the promised advantages of space-air-
ground interoperable MEC systems, more research into a complete mechanism for collaborative communication and computation, 
resource allocation, and cost-effective protocol design is required [731], [732]. 

Edge Intelligence: Edge intelligence is gaining traction, allowing user devices to execute the pre-trained DL algorithm from the 
edge of the network natively. Federated Learning (FL) seems to be a potential distributed Deep Neural Network (DNN) training 
approach to enhance confidentiality. The author of [733] recommended leaving the raw information on the user device and developing 
a common framework on the edge computing server by combining locally computed or processed updates. As a result, FL is a viable 
future option to deploy edge intelligence to improve MEC functioning. 

The Accessible Business Rules Framework (ABR)-based caching solution, which is based on the DRL algorithm, is an important 
research avenue for video streaming systems [734]. Every video block throughout the adaptable bitrate streaming system includes 
numerous bitrate variants. 

Caching multiple bitrates can result in a loss in caching resource usage and an escalation of network expenses due to the capacity 
constraint of the MEC-based caching system. With the assistance of MEC, network information, such as network link conditions and 
user activity, may be observed in real-time. Furthermore, this data may be examined and processed utilizing a DRL-based approach, 
which predicts the popularity of media content as well as the bitrate level for user reactions. As a result, for audiovisual caching with 
the relevant bitrate variant, the resource allocation technique may be determined in advance, which can increase the cache hit 
percentage and caching resource usage. 

When ML methods are deployed on resource-limited MEC workstations, there is a discrepancy between computational capacity and 
learning performance. As a result, efficiently implementing an ML algorithm on a MEC server with such a huge number of 
subscribers and a massive quantity of training data is difficult. Whereas an Artificial Neural Network (ANN) has several layers (e.g., 
input/output and hidden layers), the optimizer and the stratified MEC architecture are intended to function together. An instantaneous 
layer of the complete ANN model can indeed be transferred to and handled by multiple MEC workstations (e.g., MEC at macro and 
small cells), and the outcome of edge training is then relocated to higher-tier cloud computing for further processing. The shrinking of 
training dataset size, the utilization of pervasive computing, and the protection of user data confidentiality altogether provide 
significant benefits to cooperative learning. Moreover, DL techniques may be used at MEC servers to identify tainted and/or 
fabricated data, hence enhancing data quality. In [735], Ming et al. investigated Graph-Assisted Reinforcement Learning for video 
surveillance using IoT devices. Adaptive video functionality and edge processing have been developed to increase accuracy and 
minimize latency with constrained capacity. 

Traditional ML techniques are ineffective in protecting data confidentiality. Federated Learning distributes training data among 
individual users, allowing them to develop a shared model jointly while maintaining their unique data locally. Furthermore, Federated 
Learning can address serious disadvantages of Distributed Learning [736], such as (i) a scarcity of training data and time, (ii) poor 
performance because of diverse user functionality and network connectivity states, (iii) an inconsistent quantity of training dataset, 
and (iv) data that is not autonomous and identically dispersed among subscribers. Federated Learning is projected to be a powerful 
solution for addressing a variety of issues in MEC. Consider the computation offloading issue, in which large numbers of users 
attempt to offload their operations to a MEC server for external processing. Traditionally, to decide the offloading decision, users must 
send information to the MEC server along with channel conditions, current battery status, and computation capabilities; nevertheless, 
this information can be exposed to eavesdroppers and unlawfully utilized to anticipate the user location. With Federated Learning, 
every user downloads the master template from the MEC system and then determines the offloading preference based simply on its 
local features, where the MEC is only responsible for refreshing the master template in response to specific user variations. Federated 



Learning may ensure data privacy while also providing distributed offloading choices, making it suited for large-scale MEC 
infrastructures [737]. 

11. Conclusion 

The work performed a survey on the concurrent advancements of the MEC paradigm. Under this circumstance, it reviewed the 
existing survey or review works to provide an insight into the present state of research and development progress relative to MEC 
technologies. The work then illustrated an overview of the relative cloud technologies and fundamentals of MEC and hereafter 
discussed the architectural aspects of MEC. Afterward, the survey stated the contemporary state-of-the-art enabling technologies for 
MEC, including Virtual Machines, Containers, SDN, NFV, network slicing, ICN, SFC, radio access control, such as C-RAN, F-RAN, 
H-CRAN, D2D, machine learning/artificial intelligence, etc. Further, the advancing supporting technologies such as NOMA and 
RSMA, deployment of UAVs, energy harvesting and SWIPT, implementation of IRSs, Game Theory, Auction Theory, Digital Twin 
technologies, open-source framework (open-source MEC), quantum computing, PON, etc. are discussed. Then, system-aware and 
user-oriented deployment scenarios of MEC technologies are stated. Moreover, a brief description of security issues to MEC 
infrastructure and relative prevention mechanisms are briefed. Finally, the work provided a brief description of the lessons learned 
through the survey and mentioned challenges and future scope for the further improvement of MEC technologies. Hopefully, this 
survey will be highly supportive to enthusiasts from academia and industry. 
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Appendix 

Table 3 represents the list of acronyms. 

Table 3: List of Acronyms 

Acronyms Definitions 

3GPP Third Generation Partnership Project 
4C Joint Communication, Caching, Computing, and Control 
5G Fifth Generation 
6G Sixth Generation 
ABR Accessible Business Rules 
AF Application Function 
AFA Air Fuel Alliance 
AGV Autonomously Guided Vehicle 
AI Artificial Intelligence 
AM Amplitude Modulation 
ANN Artificial Neural Network 
AP Access Point 
API Application Program Interfaces 
AR Augmented Reality 
AS Antenna Splitting 
ASP Application Service Provider 
AUSF Authenticating/Identification Server Function 
B5G Beyond 5G 
BBU Baseband Unit 
BS Base Station 
BSS Base Station Subsystem 
CAPEX Capital Expenditure 
CDMA Code Division Multiple Access 
CD-NOMA Code-Domain NOMA 
CDUS Central Unit and Decentralized Unit Segregation 



CFS Customer Facing Service 
CN Core Network 
CPS Cyber-Physical System 
CPU Central Processing Unit 
C-RAN Cloud-RAN 
CR-NOMA Cognitive Radio-NOMA 
CSI Channel-State Information 
D2D Device-to-Device 
DDL Distributed Deep Learning 
DDoS Distributed DoS 
DDPQN Double Dueling Prioritized Deep Q-Network 
DDQN Double-Deep Q-Network 
DITEN Digital Twin-Enabled Edge Network 
DL Deep Learning 
DNN Data Network Name/Deep Neural Network 
DNS Domain Name System 
DoS Denial of Service 
DRL Deep Reinforcement Learning 
DT Digital Twin 
DUD Downlink and Uplink Detaching 
E2E End-to-End 
EB Exabytes 
EBI East-Bound functionality Interface 
EC Edge Computing 
ECDU Edge Content Distribution And Update 
EEDTO Energy-Efficient Dynamic Computational Task Offloading 
EH E-Healthcare/Energy Harvesting 
EM Element Maintenance/Electromagnetic 
eMBB enhanced Mobile Broadband 
ETSI European Telecommunications Standards Institute 
EV Electric Vehicle 
FANET Flying Ad Hoc Network 
FEC Fog-Edge-Cloud 
FM Frequency Modulation 
F-RAN Fog-RAN 
GBCO Game-Based Computational Offloading 
GPS Global Positioning System 
GT Game Theory 
HAP Higher Altitude Platform 
H-CRAN Heterogeneous-CRAN 
HetNet Heterogeneous Network 
HSD Hardware/Software Detaching Or Decoupling 
HTTP Hypertext Transmission Protocol 
IaaS Infrastructure-as-a-Service 
ICI Inter-Carrier Interference 
ICN Information-Centric Networking 
ICT Information and Communication Technology 
IEEE Institute of Electrical and Electronics Engineers 
IETF Internet Engineering Task Force 
IIoT Industrial IoT 
IoT Internet of Things 
IoV Internet of Vehicles/Vehicular Internet of Things 
IPTV Internet Protocol Television 
IPTVoWTTx IPTV over WTTx 
IRS Intelligent Reflecting Surface 
ISG Industrial Specifications Group 
ISI Inter-Symbol Interference 
ITS Intelligent Transportation Systems 
ITU International Telecommunication Union 



kW Kilo Watt 
LAN Local Area Network 
LAP Lower Altitude Platform 
LAPN/LADN Local Area Packet/Data Network 
LCM Lifecycle Management 
LEO Low Earth Orbit 
LoS Line-of-Sight 
LTE Long Term Evolution 
M2M Machine-to-Machine 
MAC Media Access Control 
MACC Mobile Ad Hoc-Based Cloud Computing 
MAR Mobile Augmented Reality 
MCC Mobile Cloud Computing 
MEC Mobile Edge Computing/Multi-Access Edge Computing 
MEH MEC Host 
MEO MEC Orchestrator 
MEP MEC Platform 
MEQC Multi-Access Edge-Quantum Computing 
MIMO Multi-Input Multi-Output 
MitM Man-in-the-Middle 
ML Machine Learning 
mMIMO Massive MIMO 
MMSE Minimum Mean Squared Error 
mmWave Millimeter Wave 
MNO Mobile Network Operator 
MSN Mobile Social Networking 
MUSA Multi-User Shareable Access 
NBI North-Bound functionality Interface 
NC Non-Cooperative 
NEF Network Exposure Function 
NFC Near-Field Communications 
NFV Network Functions Virtualization 
NFV MANO NFV Management and Orchestration 
NFVI NFV Infrastructures 
NFVO NFV Operator 
NLoS Non Line-of-Sight 
NOMA Non-Orthogonal Multiple Access 
NRF Network Resource Function 
OFDMA Orthogonal Frequency-Division Multiple Access 
OMA Orthogonal Multiple Access 
OPEX Operational Expenditure 
OS Operating System/Open-Source 
OSS Operation Support Subsystem 
OTT Over-The-Top 
PaaS Platform-as-a-Service 
PCF Policy Control Function 
PCR Predictive-Collaborative-Replacement 
PD-NOMA Power-Domain NOMA 
PKI Public-Key Infrastructure 
PON Passive Optical Network 
PPP Poisson Point Process 
PS Power Splitting 
PTE Power Transfer Efficiency 
PU Primary User 
QoE Quality of Experiences 
QoS Quality of Service 
RAN Radio Access Network 
RAT Radio Access Technique/Technology 
RESTful Representational State Transfer-ful 



RF Radio Frequency 
RFID Radio Frequency Identification 
RIS Reconfigurable Intelligent Surface 
RL Reinforcement Learning 
RNI Radio Networking Information 
RRH Remote Radio Head 
RSMA Rate Splitting Multiple Access 
SaaS Software-as-a-Service 
SAGIN Space-to-Air-to-Ground Integrated Network 
SASE Secure Access Service Edge 
SBA Service Based Architecture 
SBI Service-Based Interface/South-Bound functionality Interface 
SC Superposition Coding 
SCADA Supervisory Control and Data Acquisition 
SCMA Sparse Code Multiple Access 
SDMA Space Division Multiple Access 
SDN Software Driven Networking 
SELinux Security Enhanced/Extended Linux 
SF Service Function 
SFC Service Function Chaining 
SFF Service Function Forwarder 
SIC Successive Interference Canceling 
SIMO Single-Input Multi-Output 
SINR Signal-to-Interference Plus Noise Ratio 
SLR Systematic Literature Review 
SMF Session Maintenance Function 
SOA Service Oriented Architecture 
SOAR Security Orchestrating, Automating, and Response 
SSC Sessions and Services Continuity 
SSL Secure Sockets Layer 
SU Secondary User 
SWIPT Simultaneous Wireless Information and Power Transfer 
TDM Time Division Multiplexing 
TDMA Time Division Multiple Access 
THz Terahertz 
TLS Transport Layer Security 
TPM Trusted Platform Manager 
TS Time Splitting 
UAV Unmanned Aerial Vehicle 
UCPS User Plane and Control Plane Separating 
UD User Device 
UDM Unified Data Managing 
UE User Equipment 
UPF User Plane Function 
URLLC Ultra-Reliable and Lower-Latency 
V2I Vehicle-to-Infrastructure 
V2N Vehicle-to-Network 
V2V Vehicle-to-Vehicle 
V2X Vehicle-to-Everything 
VIM Virtualized Infrastructure Manager 
VIM Virtualized/Virtual Infrastructure Manager 
VM Virtual Machines 
VMI Virtual Machine Introspection 
VNF Virtualized Network Function 
VNFM VNF Management 
VR Virtual Reality 
WAN Wide Area Network 
WDM Wavelength Division Multiplexing 
WIT Wireless Information Transmission 



WLAN Wireless Local Area Network 
WPC Wireless Power Consortium 
WPT Wireless Power Transfer 
WSN Wireless Sensing Network 
WTTx Wireless to the Everything/x 
XR Extended Reality 
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