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Abstract. In this paper we revisit the notion of grouped dispersal that have been introduced by Soubeyrand and
co-authors [14] to model the simultaneous (and hence dependent) dispersal of several propagules from a single source

in a homogeneous environment. We built a time continuous measure valued process that takes into account the

main feature of a grouped dispersal and derive its infinitesimal generator. To cope with the mutligeneration aspect
associated to the demography we introduce two types of propagules in the description of the population which is one

of the main innovations here. We also provide a rigorous description of the process and its generator. We derive

as well, some large population asymptotics of the process unveilling the degenerate ultra parabolic system of PDE
satisfied by the density of population. Finally, we also show that such a PDE system has a non-trivial solution which

is unique in a certain functional space.

1. Introduction

The notion of grouped dispersal has been introduced to analyse situations where several entities move or are
moved together from one location to another one. This dispersal mechanism has been studied mainly for animals,
e.g. juvenile tarantulas [11] and female viscachas [2], and for seeds eaten and transported by large mammals [7, 15]
or birds [10]. It also appears in epidemiological contexts to understand the creation of multiple secondary foci of
infection of airborne pathogens [14]. In particular, [14] proposes a mechanical description of this process assuming a
hierarchical structure of dependence on the “propagules” transport.

Namely, the Grouped Dispersal Model, GDM for short, introduced in [14] relies on the following assumptions:

(1) The numbers of propagules in each new group are independently generated from a counting distribution.
(2) The barycenters of groups are independently transported according to a dispersal kernel.
(3) Within each group, propagules follow independent Brownian motions, which are centered around the respec-

tive group barycenter.
(4) Each Brownian motion, representing the trajectory of a propagule, is stopped at a stopping time proportional

to the distance between the source and the deposit location of the group’s barycenter.

Starting with an initial source at 0, the above assumptions lead to consider a time discrete process where the
numbers of groups and propagules by group are generated randomly with some prescribed law and that the position
of the deposited propagule satisfies

Xjn = Xj +Bjn(ν∥Xj∥),
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where Xj is the location of the barycenter of the group j, Xjn is the location of the n-th propagule of the group j
and Bjn is a Brownian motion followed by the propagule. The stopping time is proportional to the distance of the
barycenter ∥Xj∥ by a uniform constant factor ν.

This formulation allows the formation of patchy patterns with the existence of secondary foci compatible with
observed data. However, the resulting multigeneration process induces some additional constrains: in particular, all
the propagule become sources at once, which prevents a natural identification of a continuous time version of the
GDM process, and as well, makes difficult the derivation of large population asymptotics.

In this article, we revisit the notion of grouped dispersal, and propose new modelling tools that in a sense
generalise the approach and stochastic process defined in [14]. In particular, our aim is to set up a flexible approach
describing continuous time group dispersal of particles for which large population asymptotics can be easily derived,
and that can also be extended to the description of the movement of a broader variety of geometric objects, e.g.
disks, cylinders [13]. To this end, we use the methodology introduced in [5], and in subsequent works ([4, 3, 8]), to
build a measure-valued stochastic model representing the dynamics of the particles. Then we establish some large
population asymptotics of the constructed measure value GDM stochastic process and give a proper analysis of the
ultra parabolic PDE system obtained.

Grouped dispersal Model. Unlike the GDM of [14], which assumes indistinguishable particles that are sources
of other particles and also can travel, in order to make sense to a continuous-time measure-valued version of the
GDM model we introduce two populations denoted by νs(t) and νp(t). These two populations represent respectively
a population of seeds that travels through space, and a population of plants that become new sources of seeds. We
assume that these two populations live in the spatial domain X̄ which is the closure of an open connected subset X
of Rd for some d ≥ 1. Working as in [5, 4, 3, 8], let us introduce for a Polish space X the notationMpt(X) denoting
the space of finite point measures on X endowed with the topology of weak convergence, and let us represent then
the populations νs(t) and νp(t) as finite point measures on the adequate Polish spaces as follows.

First, let us consider the population of plants νp(t) which we simply represent by means of a finite point measure
on X̄ . That is for t ≥ 0, the measure is given by

νp(t) =

Np(t)∑
i=1

δxi(t),

where

Np(t) :=

ˆ
X̄
1 · νp(t)(dx)

is the total number of plants, and

(x1(t), . . . , xNp(t)(t)) ∈ X̄
Nα(t)

corresponds to an arbitrary ordering of the Np(t) positions (the positions of plants are fixed).
Similarly, we represent the population of seeds νs(t) by means of a finite point measure, but this time on the

product space X̄ × X̄ :

νs(t) =

Ns(t)∑
i=1

δyi(t),zi(t),

where Ns(t) denotes the total number of seeds at time t, and for a seed i the first coordinate, yi(t) represents the
location of its parent plant (which is fixed in time) and the second coordinate, zi(t) denotes the location of the seed
at time t.

In addition to this point measure description, we also require that the evolution of these measures results from
the following rules:

i): The groups of seeds generated by a plant are independently generated at exponentially distributed ran-
dom times, and the number of seeds in a new group is generated according to a counting distribution
p : N ∪ {0} → [0, 1].
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ii): The barycenters of the groups at time zero after release are set according to a dispersal kernelD : X̄×X̄ → R.
Barycenters work as the initial position in space of a newly generated group of seeds. Here we can think that
for a given position x ∈ X̄ , the deposit location of the barycenter is drawn from a probability distribution
with density D(x, y) with respect to some measure D̄(dy) on X̄ .

iii): Within each group, seeds follow independent Itô’s diffusions with infinitesimal generator L given by:

Lϕ(y) = a(y) · ∇ϕ(y) + σ(y)2

2
∆ϕ(y),(1.1)

where ϕ : X̄ → R is an element of one of the following domains:

Dr(L) =

{
ϕ ∈ C2(X ) : ∂

∂n
ϕ(y) = 0, ∀y ∈ ∂X

}
,(1.2)

or

Dk(L) =
{
ϕ ∈ C2(X ) : ϕ(y) = 0, ∀y ∈ ∂X

}
.(1.3)

Notice that the first domain Dr encodes diffusion of seeds with normal reflection in the boundary of X , while
the second represents killing of seeds when touching the boundary. Moreover, we also consider the possibility
of X being the whole Rd, in which case the boundary condition on the domain is omitted.

iv): Each diffusion, representing the trajectory of a seed currently alive, is independently of each other and
stopped at an exponentially distributed random time of a given parameter function λ (for example with
mean proportional to the distance between the source and the deposit location of the group’s barycenter).
At the stopping time, the seed is assumed to mature and become a new plant with fixed position being equal
to the position of the mother seed at the time of maturity.

Infinitesimal generator. Let us consider theMpt(X )×Mpt(X 2)-valued process

{νt : t ≥ 0} = {(νp(t), νs(t)) : t ≥ 0}.
The evolution of this process can be described in terms of the infinitesimal generator:

LFϕ(ν) = LFϕ(νp, νs),

=

ˆ
X̄ 2

λ(x, y) [Fϕ(νp + δy, νs − δx,y)− Fϕ(νp, νs)] νs(dx, dy)

+
∑
κ∈N

q(κ)

ˆ
X̄ 2

D(x, y) [Fϕ(νp, νs + κδx,y)− Fϕ(νp, νs)] dy νp(dx)

+

(ˆ
X̄ 2

Lzϕs(y, z)νs(dy, dz)

)
∂zF (⟨ϕ,ν⟩) +

(ˆ
X̄ 3

(σ(z))2

2
|∇zϕs(y, z)|2νs(dy, dz)

)
∂2
zF (⟨ϕ,ν⟩),(1.4)

where:

(1.5) Fϕ(ν) := Fϕ(νp, νs) := F (⟨ϕp, νp⟩, ⟨ϕp, νp⟩),
for F ∈ C2(R2;R), and a pair of functions ϕ := {ϕp, ϕs} being such that:

• ϕα is measurable for α ∈ {p, s}.
• For every y ∈ X̄ , ϕs(y, ·) : X̄ → R is in the domain Dι(L) for ι ∈ {r, k}.

Remark 1. Thereafter, whenever we need to refer to a particular choice of cylindrical function we will just need to
specify the choice of F and the pair ϕ = {ϕp, ϕs}. Moreover, for such ϕ we introduce the additional notation

(1.6) ⟨ϕ,ν⟩ := ⟨ϕp, νp⟩X̄ + ⟨ϕs, νs⟩X̄ 2 ,

where ν = (νp, νs).

Each of the terms on the RHS of (1.4) corresponds to a type of event in the dynamics:

• The first term corresponds to maturation of seeds to become plants. This happens at rate λ(x, y), where
x ∈ X is the location of the seed that produced this seed, and y ∈ X is the current position of the seed
undergoing maturation.
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• The second terms corresponds to the release of a group of κ new seeds, which are displaced from their mother
plant’s position x ∈ X to a new position y ∈ X according to the displacement kernel D.

• The last two terms correspond to the diffusion of seeds. They come from an application of Itô’s formula to
integrals of the finite point measure νs. See for example [4].

Describing the dynamics in terms of the infinitesimal generator (1.4) is non-rigorous and requires some extra effort
to verify that the process it represents is indeed well-defined. In particular we need the following assumption:

Assumption 1. The model parameters are as follows:

(1) The counting distribution q : N→ R, has finite first and second moments, i.e.:

(1.7) µ1 :=
∑
κ∈N

q(κ)κ <∞,

and

(1.8)
√
µ2 :=

∑
κ∈N

q(κ)κ2 <∞.

(2) The dispersal kernel D(x, y) is of compact support in its second argument. Moreover, it is a probability
density with respect to some measure D̄ on X̄ .

(3) There exists λ̄ > 0 such that the diffusion stopping rate λ : X̄ × X̄ → R is uniformly bounded:

sup
(x,y)∈X̄ 2

λ(x, y) =: λ̄ <∞.

We refer to the Appendix for a rigorous description of the processes in terms of Poisson point measures.

Main Results. Before stating our main result, the following theorem verifies that indeed we have a process which
is well-defined.

Theorem 1.1. Let ν0 = (νp(0), νs(0)) be such that we have:

(1.9) E (⟨1,ν0⟩) <∞,

where

(1.10) ⟨1,ν0⟩ =
ˆ
X
1 νp(0)(dx) +

ˆ
X 2

1 νs(0)(dx, dy).

Then, under Assumption 1, part 1), the process (νt)t≥0 = (νp(t), νs(t) : t ≥ 0) satisfies:

(1.11) E

(
sup

t∈[0,T ]

⟨1,νt⟩

)
<∞.

In particular, we also have that the process νt is well-defined.

For a proof we refer to the Appendix, where we proved (1.11) for higher-order moments, and where we also showed
that the dynamics of the process (νt)t≥0 indeed corresponds to the one described by the infinitesimal generator L.

Our first main result concerns the derivation of scaling limits for the joint populations of plants and seeds. In order
to derive this result, we introduce a rescaling parameter K which will tend to infinity. This parameter represents
the order of the size of the populations and it is used to rescale our populations as follows:

(1.12) νKp (t) =
1

K

Np(t)∑
i=1

δxi(t), and νKs (t) =
1

K

Ns(t)∑
i=1

δxi(t),yi(t),

where we consider the processes νKp and νKs as taking values on the spaces 1
KMpt(X̄ ) and 1

KMpt(X̄ 2) respectively.
Additionally, we assume that the model parameters also depend on the scaling parameter K as follows:

(1.13) λK(x, y) =
1

K
λ(x, y) and DK(x, y) =

1

K
D(x, y),

where λ and D satisfy Assumption 1.
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The rescaling (1.12) can be interpreted as saying that the initial populations of plants and seeds are roughly of
the same order, namely the order K. To make this idea more precise we assume that at time zero a law of large
numbers is satisfied:

Assumption 2. Assume that the sequence of measures {ν(K)
0 }K≥1 = {(ν(K)

p (0), ν
(K)
s (0))}K≥1 converges weakly to

a deterministic measure ξ(0) = (ξp(0), ξs(0)). Moreover, assume that the measures ξp(0), and ξs(0), have densities
f0 : X → R+, and g0 : X 2 → R+, with respect to the Lebesgue measures on X , and X 2, respectively.

Under Assumption 1 and Assumption 2 we have the following result:

Theorem 1.2. Let the sequence of initial measures {ν(K)
0 }K≥1 = {(ν(K)

p (0), ν
(K)
s (0))}K≥1 be such that:

(1.14) sup
K∈N

E
[
⟨1, νp(0)(K)⟩3 + ⟨1, νs(0)(K)⟩3

]
<∞.

Then, for all T > 0, the sequence {ν(t)(K) : t ∈ [0, T ]}K≥1 = {(ν(K)
p (t), ν

(K)
s (t)) : t ∈ [0, T ]}K≥1 converges in law

in D([0, T ],MF (X ) ×MF (X 2)) to a deterministic ξt = (f(t, x) dx, g(t, x, y) dx dy), element of C([0, T ],MF (X ) ×
MF (X 2)), where f and g are the unique solution of the following system:

(1.15) ∂tf(t, x) =

ˆ
X̄
λ(z, x)g(t, z, x) dz,

and

(1.16) ∂tg(t, x, y) = L∗g(t, x, y)− λ(x, y)g(t, x, y) + µ1D(x, y)f(t, x),

with initial conditions

(1.17) f(0, x) = f0(x), g(0, x, y) = g0(x, y), ∀(x, y) ∈ X 2,

and for all t ≥ 0, x ∈ X the functions g(t, x, ·) satisfy for all y ∈ ∂X :
(1.18) ∇yg(t, x, y) · n⃗ = 0,

with n⃗ the normal of ∂X for the reflecting case, and

(1.19) g(t, x, y) = 0,

for the case in which seeds are killed in the boundary.

Of interest by itself, the degenerate PDE system obtained falls into the class of ultra-parabolic PDE system.
However, it turns out that classical theory do not apply here and an existence theory has to be established. In the
next results, we provide a first existence theorem in the particular situation of a standard diffusion with reflecting
boundary case in a bounded domain X , leading to consider the following coupled PDE system:

∂tf(t, y) =

ˆ
X
λ(z, y)g(t, z, y) dz for all t > 0, y ∈ X ,(1.20)

∂tg(t, x, y) = ∇y(A · ∇yg(t, x, y))− λ(x, y)g(t, x, y) + µ1D(x, y)f(t, x) for all t > 0, (x, y) ∈ X 2,(1.21)

∇yg(t, x, y) · n⃗ = 0 for all t > 0, x ∈ X , y ∈ ∂X ,(1.22)

f(0, x) = f0(x) for all x ∈ X ,(1.23)

g(0, x, y) = 0 for all (x, y) ∈ X 2,(1.24)

with A an elliptic matrix and X a bounded domain of Rd.

Theorem 1.3. Let X be a smooth bounded domain, with at least a C1,α boundary. Assume further that λ,D ∈
W 1,∞(X 2), f0 ∈ H1(X ) and A is an elliptic matrix. Then there exists a (f, g) such that f ∈ C1((0, T ), H1(X )),
g ∈ C1((0, T ), H1(X )×H1(X )) solution to (1.20)–(1.24). In addition, if D,λ are non negative functions, this solution
is unique in this class of function.

A careful inspection of the proofs shows that our arguments can readily be transposed to Dirichlet system and so
we have
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Theorem 1.4. Let X be a smooth bounded domain, with at least a C1,α boundary. Assume further that λ,D ∈
W 1,∞(X 2), f0 ∈ H1

0 (X ), A an elliptic matrix. Then there exists a (f, g) such that f ∈ C1((0, T ), H1
0 (X )), g ∈

C1((0, T ), H1
0 (X ) × H1

0 (X )) solution to (1.20)–(1.24). In addition, if D,λ are positive functions, this solution is
unique in this class of function.

Organization of the paper. The rest of our paper is organized as follows. In Section 2 we provide a specific example
in order to make transparent the connections of this setting with the one introduced earlier in [14]. Moreover, in the
same section by means of computer simulations we show that our modeling framework can indeed produce patchy
patterns for various common choices of dispersal kernels. In the same section we also present how our modelling
framework can be used to obtain analytical expressions for observables such as the total number of plants at a given
time. In Section 3 we prove our main theorems using the standard compactness-uniqueness approach. There, we also
include the derivation of some standard martingale properties that are used in our proofs. In Section 4, we provide
a preliminary analysis of the degenerate PDE ultra parabolic system resulting of the large population asymptotic
of the GDM process and prove the existence results. Finally, in the Appendix we include the rigorous definition of
the processes on path-space and the proof of some of the necessary propositions in order to rigorously construct a
solution to the PDE system.

2. A measure valued adaptation of the GDM

As an example of the class of processes we have just introduced, we consider the setting given in Section 4.1 in
[14] adapted to our framework. This means:

• The spatial domain is

X̄ = [−100, 100]× [−100, 100].

• The counting distribution of the number of particles is given by a negative binomial distribution with mean
µ1 and size parameter s = µ2

1/(µ2 − µ1), i.e.,

(2.1) q(κ) =
Γ(κ+ s)

Γ(s)Γ(κ+ 1)

(
µ1

µ2

)s(
1− µ1

µ2

)κ

.

• The dispersal kernel D : X̄ × X̄ → R is of exponential form, i.e., given by

(2.2) D(x, y) =
1

2πβ2
e−

∥x−y∥
β .

• At time zero the initial populations of plants and seeds are given by

(2.3) νp(0) = δ0, and νs(0) = 0.

Moreover, we will assume the seed’s maturity rate (i.e. diffusion stopping time’s rate) to be

(2.4) λ(x, y) = λ0 ∥y − x∥ ,

for some λ0 ≥ 0.

2.1. Simulations. In this section we show some simulations of our model. Let us first introduce some notation to
present an algorithm to simulate this process. The notation Exp(u) denotes an exponentially distributed random
variable of parameter u. For the measures νp(t), the notation ν⃗p(t) denotes an ordered array with the positions
of each plant. Analogously for the measure νs(t). The command RandomChoice(A,Weights= B) selects a random
element from A according to the weights given by B. For both the sake of generality and shortness of exposition,
the command Update diffusion(νs, dt) does as its names suggests, updates the position of the population of seeds
according to the relevant Itô diffusion with the specified time step.
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Algorithm 1: Simulating the measure valued group dispersal model

T0 ← 0;

νp(T0)← δ0;

Np(T0)← 1;

νs(T0)← ∅;
Ns(T0)← 0;

k ← 0;

while Tk < Tmax do
for i← 0 to Ns(Tk) do

Ri,k ←
´
λ(x, y)νs(Tk)(dx, dy)

end for

Rk ← Np(Tk) +
∑

i Ri,k;

ϵk ← Simulate(Exp(Rk));

Tk+1 ← Tk + ϵk;

θk ← Simulate(Unif([0, 1]));

if 0 ≤ θk ≤ Np(Tk)
Rk

then

p← RandomChoice(νp(Tk),Weights = [1, . . . , 1]);

n← Simulate(Progeny);

y ← Simulate(D(ν⃗p(Tk)(p));

νs(Tk)← νs(Tk) + n · δνp(Tk)(p),y;

Ns(Tk+1)← Ns(Tk) + n;

else
s← RandomChoice(νs(Tk),Weights = [Ri,k]);

(x, y)← ν⃗s(Tk)(s);

νs(Tk)← νs(Tk)− δx,y;

νp(Tk)← νp(Tk) + δy;

Ns(Tk+1)← Ns(Tk)− 1;

Np(Tk+1)← Np(Tk) + 1;

end if

νp(Tk+1)← νp(Tk);

νs(Tk+1)← Update diffusion(νs(Tk), ϵk);

k ← k + 1;

end while

The simulations that we present in this section differ in the choice of the dispersal kernel. Here we focus on the two
dimensional case, and use the following dispersal kernels: Gaussian, exponential, and inverse power law. Simulations
are run with parameters given by Table 1 below and an Itô diffusion without drift and σ2 = 5. The parameters for
the dispersal kernels are pick such that an average displacement of 10 units is enforced.

Parameter Value
X̄ [−100, 100]× [−100, 100]
q(κ) Γ(κ+s)

Γ(s)Γ(κ+1)

(
µ1

µ2

)s (
1− µ1

µ2

)κ
µi µ1 = 1 and µ2 = 25

λ(x, y) 0.05 · ∥x∥
νp(0) δ0
νs(0) 0

Table 1. Parameters used in simulations. The dispersal kernel is different in each simulation case.
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For the three cases of dispersal kernel mentioned above, we show a run of the simulations on which patchy patterns
emerge. All simulations are stopped until a total population of 2000 plants is reached. After this, a smoothing is
performed using the Gaussian kde method from the scipy library of Python3.

Exponential kernel. In this case the kernel is given by:

(2.5) D(x, y) =
1

2πβ2
e−

∥x−y∥
β

for some β > 0.

Figure 1. Patchy pattern observed in a simulation using an exponential dispersal kernel with mean dis-
placement equal to 10, and where seeds follow diffusion with killing in the boundary. Left: pattern of
particles. Right: estimated point intensity obtained by kernel smoothing with a Gaussian kernel.

Figure 2. Patchy pattern observed in a simulation using an exponential dispersal kernel with mean dis-
placement equal to 10, and where seeds follow diffusion with reflection in the boundary. Left: pattern of
particles. Right: estimated point intensity obtained by kernel smoothing with a Gaussian kernel.
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Gaussian kernel. The Gaussian kernel case is given by:

(2.6) D(x, y) =
1

2πβ2
e
− ∥x−y∥2

β2

for β > 0.

Figure 3. Patchy pattern observed in a simulation using a Gaussian dispersal kernel with mean displacement
10, and where seeds follow diffusion with killing in the boundary. Left: pattern of particles. Right: estimated
point intensity obtained by kernel smoothing with a Gaussian kernel.

Figure 4. Patchy pattern observed in a simulation using a Gaussian dispersal kernel with mean displacement
10, and where seeds follow diffusion with reflection in the boundary. Left: pattern of particles. Right:
estimated point intensity obtained by kernel smoothing with a Gaussian kernel.

Power-law kernel. For β > 0 and a > 2, the power-law kernel takes the form.

(2.7) D(x, y) =
(a− 2)(a− 1)

2πβ2
(1 +

∥x− y∥
β

)−a
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Figure 5. Patchy pattern observed in a simulation using a power-law dispersal kernel of parameters β = 5,
and a = 4 (i.e. with mean displacement 10), and where seeds follow diffusion with killing in the boundary.
Left: pattern of particles. Right: estimated point intensity obtained by kernel smoothing with a Gaussian
kernel.

Figure 6. Patchy pattern observed in a simulation using a power-law dispersal kernel of parameters β = 5,
and a = 4 (i.e. with mean displacement 10), and where seeds follow diffusion with reflection in the boundary.
Left: pattern of particles. Right: estimated point intensity obtained by kernel smoothing with a Gaussian
kernel.

2.2. Population level descriptors as observables. Here, we focus on the simple situation in which seeds mature
at constant rate, i.e., λ(x, y) = 1 for all x, y ∈ X̄ . Let us denote by Np(t) and Ns(t) the random number of plants
and seeds at time t, respectively. These two important quantities can be obtained by integration of the measures
νp(t) and νs(t) against the constant function one:

(2.8) Np(t) = ⟨1, νp(t)⟩, and Ns(t) = ⟨1, νs(t)⟩,
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where we have abused notation by representing with same symbol, ⟨·, ·⟩, integration over the spaces X and X 2.

Using the algorithm of Section 2.1, we obtain the following quantitative scenario for the expected number of plants:

Figure 7. Expected number of plants with a time horizon T = 20. Simulations were run with an exponential
dispersal kernel (truncated to [−100, 100]× [−100, 100]), and a constant maturity rate λ = 1.

Thanks to the knowledge of the generator L have the following result concerning the expectation of Np(t) and
Ns(t) when starting from a single plant at the origin.

Proposition 2.1. Let ν(0) = (δ0, 0), then we have:

ENp(t) =

(
(
√
4µ+ 1− 1)e

1
2 (

√
4µ+1−1)t + (

√
4µ+ 1 + 1)e−

1
2 (

√
4µ+1+1)t

)
2
√
4µ+ 1

,(2.9)

ENs(t) =
µ
(
e

1
2 (

√
4µ+1−1)t − e−

1
2 (

√
4µ+1+1)t

)
√
4µ+ 1

.(2.10)

where µ is given by:

(2.11) µ =
∑
κ

q(κ)κ.

3. Proofs

We will not show Theorem 1.2 directly, instead we are going to provide a formulation of it in IDE form, i.e. in
the form of Theorem 3.1 below.

3.1. Scaling limits: general statement. We first relax Assumption 2 by drooping the required existence of
densities at time zero.

Assumption 3. Assume that the sequence of measures {ν(K)
0 }K≥1 = {(ν(K)

p (0), ν
(K)
s (0))}K≥1 converges weakly to

a deterministic measure ξ(0) = (ξp(0), ξs(0)).

Under Assumption 1 and Assumption 3 we have the following result:

Theorem 3.1. Let the sequence of initial measures {ν(K)
0 }K≥1 = {(ν(K)

p (0), ν
(K)
s (0))}K≥1 be such that for all K ∈ N

we have:

(3.1) E
[
⟨1, νp(0)(K)⟩3 + ⟨1, νs(0)(K)⟩3

]
<∞.
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Then, for all T > 0, the sequence {ν(t)(K) : t ∈ [0, T ]}K≥1 = {(ν(K)
p (t), ν

(K)
s (t)) : t ∈ [0, T ]}K≥1 converges in law in

D([0, T ],MF (X ) ×MF (X 2)) to a deterministic continuous function ξt = (ξp(t), ξs(t)) being the unique solution of
the following system:

⟨ξp(t), ϕp⟩X̄ − ⟨ξp(0), ϕp⟩X̄ =

ˆ t

0

ˆ
X̄ 2

λ(x, y)ϕp(y)ξs(s)(dx, dy) ds(3.2)

⟨ξs(t), ϕs⟩X̄ 2 − ⟨ξs(0), ϕs⟩X̄ 2 =

ˆ t

0

⟨ξs(t),Lyϕs(x, y)⟩X̄ 2 ds−
ˆ t

0

ˆ
X̄ 2

λ(x, y)ϕs(x, y)ξs(s)(dx, dy) ds

+ µ1

ˆ t

0

ˆ
X̄ 2

D(x, y)ϕs(x, y)ξp(s)(dx) dy ds(3.3)

with initial conditions

(3.4) ξp(0) = ξ and ξs(0) = ξ,

and for all x with ϕs(x, ·) being in the domain of the diffusive generator L.

3.2. Martingale characterization. In this section we discuss the proofs of our main results. Let us start with some
well-known martingales associated to Markov processes. We start with a simple application of Dynkin’s theorem:

Theorem 3.2. Let ν0 = (νp(0), νs(0)) be such that for some r ≥ 2 we have:

(3.5) E (⟨1, νp(0)⟩r + ⟨1, νs(0)⟩r) <∞,

and

(3.6) µr :=
∑
κ

q(κ)κr <∞.

Let also F and ϕ, be such that there exists a C, possibly dependant on F , and ϕ, such that for all ν ∈Mp:

(3.7) |Fϕ(ν)|+ |LFϕ(ν)| ≤ C (1 + ⟨1,ν⟩r) .

Then, under Assumption 1, we have that the process

(3.8) Mt(Fϕ) = Fϕ(ν(t))− Fϕ(ν(0))−
ˆ t

0

LFϕ(ν(s)) ds

is a càdlàg martingale.

Proof. From Proposition A.3 and Dynkin’s theorem we know that Mt(Fϕ) is a local martingale. Hence, it is enough
to show that the R.H.S. of (3.8) is integrable. This is a consequence of assumption (3.7) and Proposition A.4. □

Remark 2. Simple but tedious computations show that for, 1 ≤ m ≤ r − 1, the functions

Fm
p (ν) = (⟨ϕp, νp⟩X̄ )

m
, and Fm

s (ν) = (⟨ϕs, νs⟩X̄ )
m

(3.9)

satisfy condition (3.7).

The following result is a consequence of Proposition 3.2 and Remark 2

Proposition 3.3. Let ϕp and ϕs be as in Remark 2, then under Assumption 1, we have the following cádlág
martingales:

(1) For the population of plants:

M
ϕp

t = ⟨νp(t), ϕp⟩X̄ − ⟨νp(0), ϕp⟩X̄ −
ˆ t

0

ˆ
X̄ 2

λ(x, y)ϕp(y)νs(s)(dx, dy) ds(3.10)

is a cádlág martingale with predictable quadratic variation

⟨Mϕv ⟩t =
ˆ t

0

ˆ
X̄ 2

λ(x, y)ϕp(y)
2 νs(s)(dx, dz) ds(3.11)
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(2) For the population of seeds:

Mϕs

t = ⟨νs(t), ϕs⟩X̄ 2 − ⟨νs(0), ϕs⟩X̄ 2 −
ˆ t

0

⟨νs(t),Lyϕs(x, y)⟩X̄ 2 ds

+

ˆ t

0

ˆ
X̄ 2

λ(x, y)ϕs(x, y)νs(s)(dx, dy) ds

−
∑
κ

qκ)κ

ˆ t

0

ˆ
X̄ 2

D(x, y)ϕs(x, y)νp(s)(dx) dy ds(3.12)

is a cádlág martingale with predictable quadratic variation

⟨Mϕs⟩t =
ˆ t

0

ˆ
X̄ 2

σS(y)2 |∇yϕs(x, y)|2 νs(s)(dx, dy) ds+
ˆ t

0

ˆ
X̄ 2

λ(x, y)ϕs(x, y)
2 νs(s)(dx, dz) ds

+
∑
κ

q(κ)κ2

ˆ t

0

ˆ
X̄ 2

D(x, y)ϕs(x, y)
2νp(s)(dx) dy ds(3.13)

Proof. Assume r ≥ 2. By Proposition 3.2 and Remark 2 with m = 1, we have that M
ϕp

t and Mϕs

t are cádlág
martingales. The predictable quadratic variation is also obtained by standard arguments. However, we show the
simple case ⟨Mϕp⟩t for completeness of exposition.

Using Remark 2, with q = 2, we obtain that the following is a cádlág martingale:

⟨ϕp, νp(t)⟩2 − ⟨ϕp, νp(0)⟩2 −
ˆ t

0

ˆ
X̄ 2

λ(x, y)
[
(⟨ϕp, νp(s)⟩+ ϕp(y))

2 − ⟨ϕp, νp(s)⟩2
]
νs(s)(dx, dy) ds,(3.14)

On the other hand, using Itoŝ formula on (3.29) gives the additional martingale:

⟨ϕp, νp(t)⟩2 − ⟨ϕp, νp(0)⟩2 − 2

ˆ t

0

⟨ϕp, νp(s)⟩
ˆ
X̄ 2

λ(x, y)ϕp(y) νs(s)(dx, dy) ds− ⟨Mϕp⟩t.(3.15)

We conclude using the uniqueness of the Doob-Meyer’s decomposition. □

We now present some ways on how to use Proposition and Proposition 3.3 to deduce some properties of our
process. Let us start with the latter.

3.3. Proof: expected number of plants. Thanks to the Martingale characterization, the proof of Proposition
2.1 becomes easily accessible.

Proof of Proposition 2.1. We can use the martingale characterization given in Proposition 3.3, with ϕp(·) = 1 = ϕs(·, ·),
to obtain the system

ENp(t) = 1 +

ˆ t

0

ENs(s) ds,(3.16)

ENs(t) = µ ·
ˆ t

0

ENp(s) ds−
ˆ t

0

ENs(s) ds,(3.17)

with initial conditions Np(0) = 1 and Ns(0) = 0. Solving this first order linear system finishes the proof. □

3.4. Proof of Theorem 1.2. Here we show how Theorem 1.2 is an application of Theorem 3.1 under the additional
assumption of having densities at time zero. In this section we additionally assume the following:

• The spatial diffusion to be given by standard reflected Brownian motion. This means zero drift, and σ = 1.
• The existence of densities at time zero, and the propagation of absolutely continuity for later times.

Let us first start with the equations concerning the population of plants. Under the above assumptions we can
rewrite (3.2) as follows:ˆ

X̄
ϕp(x)f(t, x) dx−

ˆ
X̄
ϕp(x)f(0, x) dx =

ˆ t

0

ˆ
X̄ 2

λ(z, x)ϕp(x) g(s, z, x) dz dx ds,(3.18)
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where f(t, x) denotes the density of plants at position x ∈ X̄ , at time t.

Differentiating with respect to time we obtainˆ
X̄
ϕp(x)∂tf(t, x) dx =

ˆ
X̄ 2

λ(z, x)ϕp(x) g(t, z, x) dz dx.(3.19)

By DuBois-Reymond lemma, we have the strong form

(3.20) ∂tf(t, x) =

ˆ
X̄
λ(z, x)g(t, z, x) dz.

Analogously for (3.3) we have the strong formulation

(3.21) ∂tg(t, x, y) =
1

2
∆yg(t, x, y)− λ(x, y)g(t, x, y) + µ1D(x, y)f(t, x).

3.5. Proof of Theorem 3.1. For the proof of Theorem 3.1 we are going to use the standard compactness-uniqueness
approach:

Step 1: show uniqueness of solutions. Let us first assume that (ξp(t), ξs(t))t≥0, and (ξ̄p(t), ξ̄s(t))t≥0 are solutions
of (3.2)-(3.3). We want to show that for α ∈ {p, s} we have:

(3.22)
∥∥ξα − ξ̄α

∥∥
α
= 0,

where for ν1α and ν2α their variation norm is given by

(3.23)
∥∥ν1α − ν2α

∥∥ = sup
ϕα∈L∞

∥ϕα∥∞≤1

|⟨ν1α − ν2α, ϕα⟩|,

where the inner products are taken in the appropriate spaces.

Let us first deal with the case α = p. Let ϕp be such that ∥ϕp∥∞ ≤ 1, by (3.2) and Assumption 1, we have∣∣⟨ξp(t)− ξ̄p(t), ϕp⟩
∣∣ ≤ λ̄

ˆ t

0

sup
ϕ≤1

∣∣⟨ξs(t)− ξ̄s(t), ϕ⟩
∣∣ ds.(3.24)

For the case α = s, we consider the semi-groups Ps(t) corresponding to the diffusion process with generator L. Let
us fix a function ϕs ∈ L∞(X 2) with ∥ϕs∥ ≤ 1, take t ∈ [0, T ], and define the following function:

(3.25) ϕs(s, x, y) = Ps(t− s)ϕs(x, y) ∀(x, y) ∈ X 2,

where the semigroup acts on the second variable of the original ϕs.

By construction ϕs(s, x, y) is a solution of the boundary problem:

∂sϕs(s, x, y) + Lϕs(s, x, y) = 0 on [0, T ]×X 2,

∇yϕs(s, x, y) · n⃗ = 0 on [0, T ]×X × ∂X ,(3.26)

lim
s→t

ϕs(s, x, y) = ϕs(x, y) on X 2.

The weak time-space formulation of (3.3), is given by

⟨ξs(t), ϕs(t, ·)⟩ − ⟨ξs(0), ϕs(0, ·)⟩ =
ˆ t

0

ˆ
X 2

(Ly + ∂s)ϕs(s, x, y)νs(t)(dx, dy) ds

−
ˆ t

0

ˆ
X̄ 2

λ(x, y)ϕs(s, x, y)νs(s)(dx, dy) ds+ µ1

ˆ t

0

ˆ
X̄ 2

D(x, y)ϕs(s, x, y)νp(s)(dx) dy ds,(3.27)

and hence ∣∣⟨ξs(t)− ξ̄s(t), ϕs(x, y)⟩
∣∣ ≤ λ̄

ˆ t

0

sup
ϕ≤1

∣∣⟨ξs(t)− ξ̄s(t), ϕ⟩
∣∣ ds+ µ1

ˆ t

0

sup
ϕ≤1

∣∣⟨ξp(t)− ξ̄p(t), ϕ⟩
∣∣ ds,(3.28)
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where we used

sup
ϕ≤1

∣∣⟨ξp(t)− ξ̄p(t), Ps(t− s)ϕ⟩
∣∣ ≤ sup

ϕ≤1

∣∣⟨ξp(t)− ξ̄p(t), ϕ⟩
∣∣ ,

which is a consequence of the maximal principle applied to (3.26).

Taking first the sup on the LHS of each case, and then summation gives the inequality:

∑
α∈{p,s}

sup
ϕ≤1

∣∣⟨ξα(t)− ξ̄α(t), ϕα⟩
∣∣ ≤ C

ˆ t

0

∑
α∈{p,s}

sup
ϕ≤1
|⟨ξα(s)− ξ̄α(s), ϕα⟩| ds

 ,

and by Gronwall’s lemma we conclude uniqueness.

Step 2: uniform estimates. Under the rescaling given by (1.12), a consequence of Proposition 3.3 is the following:

Proposition 3.4. We have the following cádlág martingales:

(1) For the population of plants,

M
K,ϕp

t = ⟨ν(K)
p (t), ϕp⟩X̄ − ⟨ν(K)

p (0), ϕp⟩X̄ −
ˆ t

0

ˆ
X̄ 2

λ(x, y)ϕp(y)ν
(K)
s (s)(dx, dy) ds(3.29)

is a cádlág martingale with predictable quadratic variation

⟨MK,ϕv ⟩t =
1

K

ˆ t

0

ˆ
X̄ 2

λ(x, y)ϕp(y)
2 ν(K)

s (s)(dx, dz) ds.(3.30)

(2) For the population of seeds,

MK,ϕs

t = ⟨ν(K)
s (t), ϕs⟩X̄ 2 − ⟨ν(K)

s (0), ϕs⟩X̄ 2 −
ˆ t

0

⟨ν(K)
s (t),Lyϕs(x, y)⟩X̄ 2 ds

+

ˆ t

0

ˆ
X̄ 2

λ(x, y)ϕs(x, y)ν
(K)
s (s)(dx, dy) ds

− µ1

ˆ t

0

ˆ
X̄ 2

D(x, y)ϕs(x, y)ν
(K)
p (s)(dx) dy ds(3.31)

is a cádlág martingale with predictable quadratic variation

⟨MK,ϕs⟩t =
1

K

ˆ t

0

ˆ
X̄ 2

σS(y)2 |∇yϕs(x, y)|2 ν(K)
s (s)(dx, dy) ds+

1

K

ˆ t

0

ˆ
X̄ 2

λ(x, y)ϕs(x, y)
2 νs(s)(dx, dz) ds

+
µ2

K

ˆ t

0

ˆ
X̄ 2

D(x, y)ϕs(x, y)
2ν(K)

p (s)(dx) dy ds.(3.32)

Notice that by (1.14), for T > 0, we have

(3.33) sup
K∈N

E

(
sup

t∈[0,T ]

⟨ν(K)
α (t), 1⟩3

)
<∞

for all α ∈ {p, s}. This in turn implies the uniform estimate:

(3.34) sup
K∈N

E

(
sup

t∈[0,T ]

⟨ν(K)
α (t), ϕα⟩3

)
<∞,

for ϕα bounded and measurable, and in particular ϕs ∈ D(L).
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Step 3: tightness. Let us consider the spaces of finite measures Mp
F := MF (X ) and Ms

F := MF (X 2), both

equipped with the vague topology. Here we show that the sequences of laws QK
α of the processes ν

(K)
α are uniformly

tight in P(D([0, T ],Mα
F )), for α ∈ {p, s}. We then use Theorem 2.1 from [12]. This means that we need to find

dense sets Dα, dense in the space of continuous functions over X , and X 2, respectively, such that the real-valued

sequences ⟨ν(K)
α , f⟩ are tight in P(D([0, T ],R) for all fα in Dα. For the sets Dα, we set them to be Cb(X ), and D(L),

respectively for α = p and α = s, respectively. By Aldous and Rebolledo’s criteria, it is enough to show:

(3.35) sup
K∈N

E

(
sup

t∈[0,T ]

|⟨να(t)(K), fα⟩|

)
<∞,

and the tightness of the quadratic variation and the drift part of the martingales given in Proposition 3.4 above.
Notice that (3.35) is already given in (3.34). The tightness of quadratic variations and the drift part are done the

same way. We then only show tightness for the quadratic variation part. Let δ > 0, and consider stopping times τ, τ ′

such that

0 ≤ τ ≤ τ ′ ≤ τ + δ ≤ T.

By Doob’s inequality and the estimate (3.33) we have

E (⟨Mα
K⟩τ − ⟨Mα

K⟩τ ′) ≤ Cδ.(3.36)

Since similar estimates can be obtain for the drift part of the martingales, we conclude the proof of uniform tightness
of the sequence QK

α .

Step 4: characterization of limit points. Now that we have shown tightness, we can assume convergence of
a sub-sequence of the laws QK

α . Let us denote by Qα the limiting law of this sub-sequence, that with an abuse of
notation we denote again by QK

α . Let us denote by Λα a process with law Qα. We need to verify that it is almost
surely strongly continuous. We follow step 5, on page 54 of [8], with a small modification due to the branching
mechanism. For j ∈ N, let us introduce

(3.37) κj = inf{κ ∈ N :

κj∑
i=1

p(i) ≥ 1− 1

2j
}.

Notice that by construction of our processes we have

(3.38) P

(
sup

t∈[0,T ]

sup
f≤1

∣∣∣⟨ν(K)
α (t), f⟩ − ⟨ν(K)

α (t−), f⟩
∣∣∣ ≤ κj

K

)
≥ 1− 1

2j
.

Similar arguments to those in [8], together with the continuity of the mapping ν 7→ supt∈[0,T ]

∣∣⟨ν(t), f⟩ − ⟨ν(t−), f⟩∣∣
on path space, verify that indeed Λα is a.s. strongly continuous. The rest of the characterization is a standard use
of the martingales given in (3.4), and follows the lines of [5, 8, 4].

4. Properties of the PDE system

Let us now look a bit more at the properties of the PDE system satisfied by the population of seeds and plants,
respectively g and f .To have a tractable analysis, we restrict our analysis to bounded domain X and we will present
our argument with A(x) = Id. All the arguments we use can be applied to a general elliptic matrix at the price of
more complex notations. In this simplified situation, f and g satisfy

∂tf(t, y) =

ˆ
X
λ(z, y)g(t, z, y) dz for all t > 0, y ∈ X(4.1)

∂tg(t, x, y) = ∆yg(t, x, y)− λ(x, y)g(t, x, y) + µ1D(x, y)f(t, x) for all t > 0, (x, y) ∈ X 2(4.2)

∇yg(t, x, y) · n⃗ = 0, for all t > 0, x ∈ X , y ∈ ∂X(4.3)

f(0, x) = f0(x) for all x ∈ X(4.4)

g(0, x, y) = 0 for all (x, y) ∈ X 2(4.5)
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In the first two subsections we prove that such problem has a non-trivial solution which is unique in a certain
functional space. Then, we derive a reduced version of the model that may have some practical interest to exhibit
some relevant parameters that explain exponential explosion of the solution.

4.1. Existence of a non trivial solution. From the equation satisfied by mature plants f (4.1) -(4.4), we have
for x ∈ X :

f(t, x) = f0(x) +

ˆ t

0

ˆ
X
λ(z, x)g(s, z, x) dzds,

and we then have a single equation for the moving seed population for (x, y) ∈ X 2, namely

∂tg(t, x, y) = ∆yg(t, x, y)− λ(x, y)g(t, x, y) + µ1D(x, y)

(
f0(x) +

ˆ t

0

ˆ
X
λ(z, x)g(s, z, x) dzds

)
.

Observe that the above equation has some degeneracy in the variable x that makes its resolution non standard.
Without the nonlocal term, such type of equation are usually called ultra parabolic equation in the literature [16].

A possible way to construct a solution, is to use a viscosity solution approach. Namely, let ε > 0, and introduce
the approximation operator

Lε := ε∆x +∆y,

and the associated approximation problem:

∂tfε(t, x) =

ˆ
X
λ(z, x)gε(t, z, x) dz for all t > 0, x ∈ X ,(4.6)

∂tgε(t, x, y) = Lε[ gε ](t, x, y)− λ(x, y)gε(t, x, y) + µ1D(x, y)fε(t, x) for all t > 0, (x, y) ∈ X 2,(4.7)

∇x,ygε(t, x, y) · n⃗ = 0, for all t > 0, (x, y) ∈ ∂X 2,(4.8)

f(0, x) = f0(x) for all x ∈ X ,(4.9)

g(0, x, y) = 0 for all (x, y) ∈ X 2,(4.10)

where n⃗ is a normal vector of ∂(X 2), i.e. n⃗ = (n⃗′, n⃗) with n⃗ a normal vector of ∂X .
For any ε > 0, provide λ and D are smooth functions, we will show that the above system has indeed a solution.

Proposition 4.1. Let X be a smooth bounded domain, with at least a C1 boundary. Assume further that f0 ∈ H1(X ),
f0 ≥ 0, λ,D ∈ W 1,∞(X 2) non negative functions. Then for all T > 0, there exists a couple of function (fε, gε)
satisfying fε ∈ C1((0, T ), H1(X )), gε ∈ C1((0, T ), H1(X )×H1(X )) such that fε and gε are positive and (fε, gε) is a
solution to

∂tfε(t, x) =

ˆ
X
λ(z, x)gε(t, z, x) dz for all 0 < t < T, x ∈ X ,

∂tgε(t, x, y) = Lε[ gε ](t, x, y)− λ(x, y)gε(t, x, y) + µ1D(x, y)fε(t, x) for all 0 < t < T, (x, y) ∈ X 2,

∇x,ygε(t, x, y) · n⃗ = 0, for all 0 < t < T, (x, y) ∈ ∂X 2,

fε(0, x) = f0(x) for all x ∈ X ,
gε(0, x, y) = 0 for all (x, y) ∈ X 2.

Having the existence of a positive solution of the regularised problem at hand, the trick is now to see whether we
can extract a solution of the sequence fε, gε as ε → 0. To do so, we first establish a uniform estimate independent
of ε.

Proposition 4.2. Let X be a smooth bounded domain, with at least a C1 boundary. Assume further that f0 ∈
H1(X ), f0 ≥ 0, λ,D ∈ W 1,∞(X 2) are non negatives functions. Let fε, gε be positive functions satisfying fε ∈
C1((0, T ), H1(X )), gε ∈ C1((0, T ), H1(X )×H1(X )) and such that (fε, gε) is a solution to (4.6)–(4.10). Then fε and
gε are increasing in time, and there exists C0, C1 independent of ε such that

∥fε∥2 ≤ ∥f0∥2eC0t
2

and ∥gε∥2 ≤ C1∥f0∥2
ˆ t

0

eC0τ
2

dτ.
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Proof. For convenience, in the rest of the proof we drop the subscript ε of fε, gε and consider f, g. Since f, g are
positive, due to (4.6) the monotone increasing character of f is trivial. The monotone character of g is a consequence
of the monotone character of f and the parabolic comparison principle. Indeed, for any real h > 0, let us define
wh(t, x, y) := g(t + h, x, y) − g(t, x, y). By straightforward computation, since f is monotone increasing in time, we
can check that for any h > 0, wh satisfies for all t > 0, (x, y) ∈ X 2:

∂twh(t, x, y) = Lε[wh ](t, x, y)− λ(x, y)wh(t, x, y) + µ1D(x, y)(f(t+ h, x)− f(t, x)) ≥ Lε[wh ](t, x, y)− λ(x, y)wh(t, x, y)

∇x,ywh(t, x, y) · n⃗ = 0,

wh(0, x, y) = g(h, x, y) ≥ 0.

As a consequence, by the Parabolic maximum principle, we get wh > 0 for all t, meaning that g(t+h, x, y) ≥ g(t, x, y).
The argument being true for any h > 0, this means that g is monotonic increasing in time.

Let us now obtain the estimate. First, let us multiply (4.7) by g and integrate over X 2. We then obtain,

1

2

d

dt

(
∥g∥22

)
=

ˆ
X2

g∆yg + ε

ˆ
X2

g∆xg −
ˆ
X 2

λ(x, y)g2 + µ1

ˆ
X2

D(x, y)f(t, x)g(t, x, y)

Since g satisfies (4.8) and ∂X 2 = ∂X ×X ∪X × ∂X ∪ ∂X × ∂X , integrating by part the two first integral of the right
hand side, we then get

1

2

d

dt

(
∥g∥22

)
= −

ˆ
X 2

|∇yg|2 − ε

ˆ
X 2

|∇xg|2 −
ˆ
X 2

λ(x, y)g2 + µ1

ˆ
X 2

D(x, y)f(t, x)g(t, x, y)

and thus, using Cauchy-Schwarz inequality,

1

2

d

dt

(
∥g∥22

)
≤ µ1

ˆ
X 2

D(x, y)f(t, x)g(t, x, y) ≤ µ1∥g∥2
(ˆ

X
f2(t, x)

(ˆ
X
D2(x, y) dy

)
dx

) 1
2

≤ µ1

√
∥D̄∥∞∥g∥2∥f∥2,

By simplifying by ∥g∥2, and setting C1 := µ1

√
∥D̄∥∞ we get,

d

dt
(∥g∥2) ≤ C1∥f∥2,

and therefore

(4.11) ∥g∥2(t) ≤ C1

ˆ t

0

∥f∥2(τ) dτ.

On the other hand, by multiplying by f the equation satisfied by f and integrating it over X , we then get, using
Cauchy-Schwarz and Jensen’s inequality,

1

2

d

dt

ˆ
X
f2(t, x) dx ≤ λ̄∥f∥2∥g∥2.

Since f > 0 for all t, dividing the above inequality by ∥f∥22 and using the estimate (4.11) yield, after simplification,

d

dt
(ln(∥f∥2) ≤ λ̄µ1

√
∥D̄∥∞

ˆ t

0

∥f∥2(τ)
∥f∥2(t)

dτ.

Since f is monotone increasing and positive for all t > τ > 0, ∥f∥2(τ)
∥f∥2(t)

≤ 1 and we get

d

dt
(ln(∥f∥2) ≤ λ̄µ1

√
∥D̄∥∞t,

which then implies that

(4.12) ∥f∥2 ≤ ∥f0∥2eC0t
2

,
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with C0 := 1
2 λ̄C1. The estimates on g is a straightforward consequence of (4.11) that is

(4.13) ∥g∥2 ≤ C1∥f0∥2
ˆ t

0

eC0τ
2

dτ.

□

For any sequence εn → 0, the estimate is unfortunately insufficient to make sequences (fεn , gεn)n∈N pre-compact
in a reasonable functional space. To gain some compactness, provided some extra assumptions on λ and D, we obtain
H1 bounds independent of ε. Namely, we have

Proposition 4.3. Let X be a smooth bounded domain, with at least a C1 boundary. Assume further that f0 ∈
H1(X ), f0 ≥ 0, λ,D ∈ W 1,∞(X 2) are non negative functions. Let fε, gε be positive functions satisfying fε ∈
C1((0, T ), H1(X )), gε ∈ C1((0, T ), H1(X )×H1(X )) and such that (fε, gε) is a solution to (4.6)–(4.10).

Then there exists positive constants C0, C1, C2, C3, C4, C5 independent of ε such that

∥fε∥H1 ≤ ∥∇f0∥2 + ∥f0∥2
(
eC0t

2

+ C0
ˆ t

0

ˆ τ

0

eC0s
2

dsdτ + C1
ˆ t

0

ˆ τ

0

ˆ s

0

eC0σ
2

dσdsdτ

)
.

and

∥gε∥H1 ≤ C1∥∇f0∥t+ ∥f0∥2
(
C2
ˆ t

0

eC0τ
2

dτ + C3
ˆ t

0

ˆ τ

0

eC0s
2

dsdτ

+ C4
ˆ t

0

ˆ τ

0

ˆ s

0

eC0σ
2

dσdsdτ + C5
ˆ t

0

ˆ τ

0

ˆ s

0

ˆ σ

0

eC0ω
2

dωdσdsdτ

)
.

Moreover, for all T > 0, along any sequence εn → 0 there exists a subsequence (εnk
)k∈N such that

fεnk
≥ f0 and ∥gεnk

∥2(t) ≥
1

2
∥g1∥2(t) for 0 < t < T,

where g1 is the unique solution of the ultra-parabolic equation

∂tg1(t, x, y) = ∆yg1(t, x, y)− λ(x, y)g1(t, x, y) + µ1D(x, y)f0(x) for all t > 0, (x, y) ∈ X 2,

∇yg1(t, x, y) · n⃗ = 0, for all t > 0, x ∈ X , y ∈ ∂X ,
g1(0, x, y) = 0 for all (x, y) ∈ X 2.

The proof of this proposition is rather standard knowing the estimate of Proposition 4.2 and can be founded in
the appendix.

From these H1 estimates, for all T > 0, we can check that gε is uniformly bounded in H1((0, T ), H1(X 2))
independently of ε. As well, we get that fε is uniformly bounded in H1((0, T ), H1(X )) independently of ε. Therefore,
along any sequence εn → 0, by a diagonal extraction process, we can extract a convergent subsequence (fn, gn)n,∈N
such that fn, gn → f∗, g∗ in C((0, T ), L2(X )), C((0, T ), L2(X 2)) and such that (f∗, g∗) satisfies (4.1) – (4.5) in the
sense of distribution. Up to extraction of a subsequences, we also have

f∗ ≥ f0, and ∥g∗∥2(t) ≥
1

2
∥g1∥2(t), for t > 0.

By using the partial regularity of the singular system (4.1) – (4.5), using Sobolev embedding and bootstrap arguments,
we conclude that f∗ ∈ C1((0, T ), H1(X )), g∗ ∈ C1((0, T ), H1(X 2)).

To complete the construction, we need to prove the singular system (4.1) – (4.5) have some uniqueness of the
solution.

Uniqueness of solutions. Here we show that the solution obtain is unique in H1. More precisely, we show

Proposition 4.4. Let X be a smooth bounded domain, with at least a C1 boundary. Assume further that λ,D ∈
W 1,∞(X 2) and λ,D are non negative functions. Then the system (4.1)–(4.5) has a unique solution f, g such that
f ∈ C1((0, T ), H1(X )), g ∈ C1((0, T ), H1(X )×H1(X )).
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Proof. Let us assume that there exists (f1, g1) and (f2, g2) belonging to C1(R+, H1(X))×C1(R+, H1(X 2)) that are
two solution of (4.1) – (4.5). Thanks to the regularity of λ andD, the functions fi, gi are continuous in x ∈ X , (x, y)X 2

for all t > 0. Let us define w := g1 − g2, then thanks to (4.2), we can check that w satisfies

∂tw(t, x, y) = ∆yw(t, x, y)− λ(x, y)w(t, x, y) + µ1D(x, y)

ˆ t

0

ˆ
X
λ(z, x)w(s, z, x) dz

∇yw(t, x, y) · n⃗ = 0,

w(0, x, y) = 0.

For any γ ∈ R, let us consider w̃ := eγtw. A trivial computation shows that w̃ satisfies

∂tw̃(t, x, y) = ∆yw̃(t, x, y)− (λ(x, y)− γ)w̃(t, x, y) + µ1D(x, y)

ˆ t

0

eγ(t−s)

ˆ
X
λ(z, x)w̃(s, z, x) dz

∇yw̃(t, x, y) · n⃗ = 0,

w̃(0, x, y) = 0.

Take now ε > 0 and consider the function hε(t, x, y) := w̃(t, x, y)+ ε. At t = 0, hε(0, x, y) = ε > 0 and by continuity,
hε is positive for later times, says for t ≤ tε. We claim that

Claim 4.5. hε(t, x, y) > 0 for all t > 0, (x, y) ∈ X 2.

Assume for the moment that the claim holds true, we are then done. Indeed, from the above claim we deduce
that w̃(t, x, y) ≥ −ε for all t > 0, (x, y) ∈ X 2 and since ε is arbitrary chosen this implies w̃(t, x, y) ≥ 0 for all
t > 0, (x, y) ∈ X 2. By linearity this argument holds true for −w̃ and thus w̃ ≡ 0 for all t > 0, (x, y) ∈ X 2 showing
thus the uniqueness of the solution. □

Let us now prove the claim.

Proof. The result will follow from a form of maximum principle. First, a quick computation shows that hε satisfies

∂thε(t, x, y) = ∆yhε(t, x, y)− (λ(x, y)− γ)hε(t, x, y) + µ1D(x, y)

ˆ t

0

eγ(t−s)

ˆ
X
λ(z, x)hε(s, z, x) dz

+ ε(λ(x, y)− γ)− εD(x, y)λ̄(x)

ˆ t

0

eγ(t−s) ds.

By taking γ << −1 so that γ2 ≥ ∥D∥∞∥λ̄∥∞ we get,

∂thε(t, x, y) ≥ ∆yhε(t, x, y)− (λ(x, y)− γ)hε(t, x, y) + µ1D(x, y)

ˆ t

0

eγ(t−s)

ˆ
X
λ(z, x)hε(s, z, x) dz

∇yhε(t, x, y) · n⃗ = 0,

hε(0, x, y) = ε.

Recall that hε is a smooth function in t and continuous in x, y and that hε(0, x, y) = ε > 0. So by continuity there
exists tε > 0 such that hε > 0 for all t ∈ (0, tε) and (x, y) ∈ X 2. Let us define

t∗ := sup{t > 0, |h(s, x, y) > 0,∀s ≤ t, (x, y) ∈ X 2}.
Now, if t∗ = +∞ we are done. So assume by contradiction that t∗ < +∞. By definition of t∗, since µ1, D, λ and hε

are non negative quantities we have for all t ≤ t∗,

∂thε(t, x, y) ≥ ∆yhε(t, x, y)− (λ(x, y)− γ)hε(t, x, y) ≥ ∆yhε(t, x, y)− σhε(t, x, y)

∇yhε(t, x, y) · n⃗ = 0,

hε(0, x, y) = ε.

where σ := |λ|∞ + |γ|. To obtain a contradiction, our aim is to show that hε(t
∗, x, y) > 0 for all (x, y) ∈ X̄ 2. To do

so, let us denote by ω(t, x, y) := εe−σt − hε(t, x) then a quick computation shows that
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∂tω(t, x, y) ≤ ∆yω(t, x, y)− σω(t, x, y) for all t ∈ (0, t∗), x ∈ Xy ∈ X
∇yω(t, x, y) · n⃗ = 0 for all t ∈ (0, t∗), x ∈ Xy ∈ ∂X
ω(0, x, y) = 0

Let us now multiply by ω+ the above inequality and integrate over X 2. After a straightforward computation we get,

1

2

d

dt

(ˆ
X 2

(ω+)2(t, x, y) dxdy

)
≤ −

ˆ
X 2

|∇ω+|2(t, x, y) dydx− σ

ˆ
X 2

(ω+)2(t, x, y) ≤ 0.

Hence, for all t ≤ t∗, we have

0 ≤
ˆ
X 2

(ω+)2(t, x, y) dxdy ≤
ˆ
X 2

(ω+)2(0, x, y) dxdy = 0.

Therefore we achieve for all t ≤ t∗, ω+(t, x, y) = 0 for almost every (x, y) ∈ X 2 meaning in particular that

hε(t
∗, x, y) ≥ εe−σt∗ > 0 almost everywhere.

From the continuity of hε, it then follows that the inequality holds true for all (x, y) ∈ X 2 and thus

hε(t
∗, x, y) ≥ εe−σt∗ > 0 for all (x, y) ∈ X 2.

From the later by using the continuity of hε with respect to time and space, we can then find t′ > t∗ such that for
all t ≤ t′, hε(t, x, y) > 0 contradicting the definition of t∗.

□

4.2. A reduced model. From a population dynamics point of view, a pertinent quantity to look at, is

ḡ(t, y) :=

ˆ
X
g(t, x, y) dx

representing the population of all seeds at the position y. A quick computation shows that

∂tf(t, x) =

ˆ
X
λ(z, x)g(t, z, x) dz for all t > 0, x ∈ X ,

∂tḡ(t, y) = ∆y ḡ(t, y)−
ˆ
X
λ(x, y)g(t, x, y) dx+ µ1

ˆ
X
D(x, y)f(t, x) dx for all t > 0, y ∈ X ,

or equivalently

∂tḡ(t, y) = ∆y ḡ(t, y)−
ˆ
X
λ(x, y)g(t, x, y) dx+ µ1

ˆ
X
D(x, y)

(
f0(x) +

ˆ t

0

ˆ
X
λ(z, x)g(s, z, x) dzds

)
dx,

which for seed’s maturity rates λ(x, y) only dependent of the deposit position, i.e. λ(x, y) = λ(y), reduces to

∂tf(t, x) = λ(x)ḡ(t, x) for all t > 0, x ∈ X

∂tḡ(t, y) = ∆y ḡ(t, y)− λ(y)ḡ(t, y) + µ1

ˆ
X
D(x, y)f(t, x) dx for all t > 0, y ∈ X .

This can also be rewritten as

∂tḡ(t, y) = ∆y ḡ(t, y)− λ(y)ḡ(t, y) + µ1

ˆ t

0

ˆ
X
D(x, y)λ(x)ḡ(s, x) dxds+ F0(y) for all t > 0, y ∈ X ,

where

F0(y) := µ1

ˆ
X
D(x, y)f0(x) dx.

By using that D is a probability density, and since x and y are interchangeable variable we may write the above
equation as

∂tḡ(t, y) = ∆y ḡ(t, y) + λ(y)

(
µ1

ˆ t

0

ḡ(s, y) ds− ḡ(t, y)

)
+ µ1

ˆ t

0

ˆ
X
D(x, y) [λ(x)ḡ(s, x)− λ(y)ḡ(s, y)] dxds+ F0(y).
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Observe that a first natural time t0 appears above which the population of moving seed will increase exponentially

fast, t0 being the times for which the ”cumulative production rate of seed” by plant

ˆ t

0

ḡ(s, y)

ḡ(t, y)
ds exceeds 1

µ1
.

Appendix A. Rigorous definition of the model

A.1. Path-wise construction. We want to rigorously define a process {νt : t ≥ 0} with generator L given by (1.4).
In order to do so, we consider the process {νt : t ≥ 0} as an element of the path-space of right-continuous process
D([0,∞),MF ), taking values in MF := MF (X̄ ) ×MF (X̄ 2). In the vein of [5], we will construct this process in
terms of Poisson measures. Hence, we introduce the following probabilistic objects:

Definition A.1. Let (Ω,F ,P) be a sufficiently large probability space. On this probability space we consider the
following independent random elements:

i): AnMF -valued random variable ν0 of the form (νp(0), νs(0)), i.e., the initial distribution of plants and seeds.
ii): A Poisson random measures Qdep(ds, di, dθ) on [0,∞)× N× R+, with intensity measure:

l(ds)⊗ (
∑
j≥1

δj(di))⊗ l(dθ),

where l denotes the Lebesgue measure on R+.
iii): A Poisson random measure Qdis(ds, dk, dy, di, dθ) on [0,∞)× N× X̄ × N× R+, with intensity measure:

l(ds)⊗ (
∑
j≥1

p(j)δj(dk))⊗ D̄(dy)⊗ (
∑
j≥1

δj(di))⊗ dθ,

where p and D̄ are given as in Assumption 1.

Moreover, we enlarge the original probability space (Ω,F ,P) to the filtered probability space (Ω,F ,Ft,P) , where
(Ft)t≥0 is the canonical filtration generated by these processes.

We then introduce the following measures which are useful representing the main events as follows:

• Seeds maturing and becoming plants

νdep(t) =

ˆ
[0,t]×N∗×R+

(
δyi(s−),−δxi(s−),yi(s−)

)
1{i≤Ns(s−)}1{θ≤λ(yi(s−),zi(s−))}Qdep(ds di dθ).

• Plants dispersing new groups of seeds

νdis(t) =
∑
k

p(k)

ˆ
[0,t]×X×N×R+

(
0, kδxi(s−),y

)
1{i≤Np(s−)}1{θ≤D(xi(s−),y)}Qdis(ds, dy, di, dθ).

We are now able to define our process as a solution of the following integral equation:

Definition A.2. An Ft-adapted stochastic process (νt)t≥0 = (νp(t), νs(t) : t ≥ 0) is called measure-valued GDM
process, if we have that almost surely:

⟨ϕ,ν(t)⟩ = ⟨ϕ,ν(0)⟩+ ⟨ϕ,νdep(t)⟩+ ⟨ϕ,νdis(t)⟩+
ˆ t

0

(⟨Lϕsp,ν(s)⟩+ ⟨Lϕs, νs(s)⟩) ds

+

ˆ t

0

Np(s−)∑
i=1

Ns(s−)∑
j=1

σ(zj(s−))∇zϕs,p(xi(s), yj(s−), zj(s−)) · dW i
s +

ˆ t

0

Ns(s−)∑
j=1

σ(zj(s−))∇zϕs(yi(s−), zi(s−)) dx · dW i
s ,

(A.1)

for all t ≥ 0, and all ϕ = {ϕp, ϕs}.

The following proposition shows that the process given by (A.1) coincides with the process with infinitesimal
generator L.
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Proposition A.3. Let (νt)t≥0 = (νp(t), νs(t) : t ≥ 0) be a solution of (A.1) such that for all T > 0

(A.2) E

(
sup

t∈[0,T ]

(⟨1, νp(t)⟩+ ⟨1, νs(t)⟩)2
)

<∞.

Then, under Assumption 1, the process (νt)t≥0 is Markov with infinitesimal generator L given by (1.4).

Proof. The proof of this proposition is standard. We refer the reader to [5] or [1] for a proof in similar contexts. □

It remains to show that starting from controlled initial conditions at time zero, we can extend this control for
later times.

Proposition A.4. Let ν0 = (νp(0), νs(0)) be such that for some p ≥ 1 we have

(A.3) E ((⟨1, νp(0)⟩+ ⟨1, νs(0)⟩)p) <∞.

Assume that the counting distribution has finite p-th moment:

(A.4) µp :=
∑
κ

p(κ)κp <∞.

Then, under Assumption 1, the process (νt)t≥0 = (νp(t), νs(t) : t ≥ 0) satisfies

(A.5) E

(
sup

t∈[0,T ]

(⟨1, νp(t)⟩+ ⟨1, νs(t)⟩)p
)

<∞.

Proof. Let us use a stopping time argument to show this proposition. Define the following sequence:

(A.6) τn = inf{t ≥ 0 : ⟨1, νp(t)⟩+ ⟨1, νs(t)⟩ ≥ n}.

Let us also consider Fp given by the choice:

(A.7) Fp(ν) = ⟨1, νp⟩p + ⟨1, νs⟩p.

Hence, by (A.1) we have:

sup
s∈[0,t∧τn]

⟨1, νp(s)⟩p + ⟨1, νs(s)⟩p ≤ ⟨1, νp(0)⟩p + ⟨1, νs(0)⟩p

+
∑
k

p(k)

ˆ t∧τn

0

ˆ
X×N×R+

[(⟨1, νs(s−)⟩+ k)p − ⟨1, νs(s−)⟩p] 1{i≤Np(s−)}1{θ≤D(xi(s−),y)}Qdis(ds, dy, di, dθ),(A.8)

where the diffusion terms vanished due to the presences of derivatives of the constant function 1, and we have dropped
the integral term related to maturation since it has a negative contribution.

Taking expectation we obtain

E

[
sup

s∈[0,t∧τn]

⟨1, νp(s)⟩p + ⟨1, νs(s)⟩p
]
≤ E [⟨1, νp(0)⟩p + ⟨1, νs(0)⟩p]

+ CE

[ˆ t∧τn

0

Np(s−)
∑
k

p(k) [(⟨1, νs(s−)⟩+ k)p − ⟨1, νs(s−)⟩p]

]
ds,(A.9)

where the constant C incorporates the bounds given by Assumption 1.

Using (A.4) and the simple inequality (x+ 1)p − xp ≤ Cp(1 + xp−1) we obtain

E

[
sup

s∈[0,t∧τn]

⟨1, νp(s)⟩p + ⟨1, νs(s)⟩p
]
≤ E [⟨1, νp(0)⟩p + ⟨1, νs(0)⟩p] + CE

[ˆ t

0

Np(s ∧ τn)
[
1 + ⟨1, νs(s ∧ τn)⟩p−1

] ]
ds,

(A.10)
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where the constant C has changed its value again. Moreover, using the equality

(A.11) Np(s) = ⟨1, νp(s)⟩,

we obtain

E

[
sup

s∈[0,t∧τn]

⟨1, νp(s)⟩p + ⟨1, νs(s)⟩p
]
≤ Cp

(
1 + E

[ˆ t

0

⟨1, νp(s)⟩p + ⟨1, νs(s)⟩p ds
])

,(A.12)

where again the constant Cp changed its value incorporating new constants.

By Gronwalls inequality we then have

(A.13) E

[
sup

s∈[0,t∧τn]

⟨1, νp(s)⟩p + ⟨1, νs(s)⟩p
]
≤ Cpe

Bt,

for some constant B independent of n. From (A.13) we can deduce that τn goes to a.s. to infinity as n → ∞. We
can then apply Fatou’s lemma to conclude.

□

For existence the well-definedness of the process νt one has to construct the process step by step, where the time
steps are given by a sequence of jump instants Tn exponentially distributed with law

(A.14) R(νn−1)e
−R(νn−1)t,

and where the total jump rate R(ν) is bounded by Assumption 1. It is then enough to check that the sequence Tn

goes to infinity almost surely. This follows from

E

(
sup
t≤T

∑
α∈X
⟨να(t), 1⟩pDα

)
<∞,

which is a consequence of (A.5) when p = 1. However, for the martingale characterization of {ν(t)}t≥0 higher values
of p are needed.

Appendix B. Estimate on the PDE system

In this section, we prove Proposition 4.1 and establish some estimates on the solution to the regularised problem.
Let us start with the proof of Proposition 4.1.

Proof. Let us introduce the following sequence of functions (fn, gn)n∈N, where (f0(t, x), g0(t, x)) = (f0(x), 0), and for
all n > 0, fn and gn are respectively solution of the following equations:

∂tfn(t, x) =

ˆ
X
λ(z, x)gn(t, z, x) dz for all t > 0, x ∈ X(B.1)

∂tgn(t, x, y) = Lε[ gn ](t, x, y)− λ(x, y)gn(t, x, y) + µ1D(x, y)fn−1(t, x) for all t > 0, (x, y) ∈ X 2(B.2)

∇x,ugn(t, x, y) · n⃗ = 0, for all t > 0, (x, y) ∈ ∂X 2(B.3)

fn(0, x) = f0(x) for all x ∈ X(B.4)

gn(0, x, y) = 0 for all (x, y) ∈ X 2.(B.5)

Since, for all n > 0, gn satisfies a parabolic equation, the sequence (fn, gn) is then well defined for all t as soon as
for all n, we show that fn(t, x) ∈ L2(X ) for all t > 0. We claim that

Claim B.1. For all n ≥ 0 and t > 0, fn(t, x) ∈ L2(X ).

Proof. To prove such claim we will use a induction argument. Since by definition f0(t, x) = f0(x) for all t the results
is trivial for n = 0. Let us assume that for some n ≥ 0, for all t > 0, fn(t, ·) ∈ L2(X ) and fn ≥ 0 let us prove that
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for all t > 0, fn+1(t, ·) ∈ L2(X ) and fn+1(t, x) ≥ 0. Observe that since fn ∈ L2(X ) for all t > 0, and D̄(x) ∈ L∞(X )
we haveˆ

X 2

F 2
n(t, x, y) dxdy =

ˆ
X 2

µ2
1D

2(x, y)f2
n(x) dydx = µ2

1

ˆ
X

(
f2
n(t, x)

ˆ
X
D2(x, y) dy

)
dx ≤ C

ˆ
X
f2
n((x) dx,

and therefore gn+1 satisfies a parabolic equation with a right hand side Fn(t, x, y) ∈ L2(X 2). From standard parabolic
theory [6, 9, 16], since X is smooth, gn+1 is well defined for all t > 0 and gn+1 ∈ C1(R+, H1(X 2)). Now observe

that since gn ∈ C1(R+, H1(X 2)) and λ ∈ L∞(X 2), the function hn+1(t, x) :=

ˆ
X
λ(x, z)gn+1(t, z, x) dz belongs to

C1(R+, L1(X )) and from the equation satisfied by fn+1(t, x), we straightforwardly get that fn+1 is well defined for
all times t > 0 and fn+1 ∈ C1(R+, L1(X )). Moreover, we have

(B.6) fn+1(t, x) = f0(x) +

ˆ t

0

ˆ
X
λ(z, x)gn+1(s, z, x) dzds.

By Young’s and Jensen inequalities, we get that

f2
n+1(t, x) ≤ C

(
f2
0 (x) + λ̄

ˆ t

0

ˆ
X
g2n+1(s, z, x) dsdz

)
,

and therefore fn+1(t, ·) ∈ L2(X ) for all t > 0. Note that as a side result of the claim we get that for all n ≥ 0
(fn(t, x), gn(t, x, y)) is well defined for all t > 0, x ∈ X ,y ∈ X and moreover, for all n, gn ∈ C1(R+, H1(X 2)) and
fn − f0 ∈ C2(R+, H1(X )). □

Now, to conclude to the existence of a solution, we need to check that (fn(t, x), gn(t, x))n∈N converges in a certain
sense. Before that, let us show that the sequences fn and gn are monotone increasing

Claim B.2. For all n > 0 and t > 0, fn+1(t, x) ≥ fn and gn+1(t, x, y) ≥ gn(t, x, y) for all x, y ∈ X .

Proof. Observe by the relation (B.6) we get the monotone behaviour of the sequence (fn)n∈N directly from the one
of (gn)n∈N∗ .

To obtain the behaviour of the sequences fn, gn, we will argue by induction. But before let us observe that thanks
to (B.6) we have f1 ≥ f0 if we can prove that g1 ≥ 0. The positivity of g1, is a straightforward consequence of the
parabolic maximum principle. Indeed, since, f0, D, λ and µ1 are positive quantities, by definition of g1, it satisfies
for all t > 0, (x, y) ∈ X 2:

∂tg1(t, x, y) = Lε[ g1 ](t, x, y)− λ(x, y)g1(t, x, y) + µ1D(x, y)f0(x) ≥ Lε[ g1 ](t, x, y)− λ(x, y)g1(t, x, y),

∇x,yg1(t, x, y) · n⃗ = 0,

g1(0, x, y) = 0,

which from the parabolic maximum principle entails that g1(t, x, y) ≥ 0 for all t ≥ 0 and (x, y) ∈ X 2.
As a consequence f1 ≥ f0, we can check that w = g2 − g1 satisfies for all t > 0, (x, y) ∈ X 2:

∂tw(t, x, y) = Lε[w ](t, x, y)− λ(x, y)w + µ1D(x, y)(f1(t, x)− f0(x)) ≥ Lε[w ](t, x, y)− λ(x, y)w(t, x, y),

∇x,yw(t, x, y) · n⃗ = 0,

w(0, x, y) = 0,

which again by the parabolic maximum principle entails that w(t, x, y) ≥ 0 for all t ≥ 0 and (x, y) ∈ X 2, meaning
that g2 ≥ g1 and by (B.6), f2 ≥ f1.

Let us now argue by induction, and let us assume there exists k ≥ 2 such that for all 0 < n ≤ k, fn ≤ fn+1 and
gn ≤ gn+1. Let us prove that these inequality are still true for k + 1. Note that thanks to our induction assumption
we only need to show that fk+1 ≤ fk+2 and gk+1 ≤ gk+2. Define now w = gk+2 − gk+1. Thanks to the definition of
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gn and using that fk+1 ≥ fk we deduce that for all t > 0, (x, y) ∈ X 2

∂tw(t, x, y) = Lε[w ](t, x, y)− λ(x, y)w + µ1D(x, y)(fk+1(t, x)− fk(x)) ≥ Lε[w ](t, x, y)− λ(x, y)w(t, x, y),

∇x,yw(t, x, y) · n⃗ = 0,

w(0, x, y) = 0.

By using once again the parabolic maximum principle, we get w ≥ 0, for all t ≥ 0 and (x, y) ∈ X 2, meaning that
gk+2 ≥ gk+1. We then ensure that fk+2 ≥ fk+1 by using (B.6).

Since from the above computation, the induction assumption is true for k = 2, we are done.
□

We are now in position to show that (fn(t, x), gn(t, x))n∈N converges. From the monotone behaviour of the
sequence,to ensure the convergence, we only need to obtain a uniform upper bound independent of n.

To do so, since fn ∈ L2(X ), let us multiply (B.1) by fn and integrate over X . We then get using Jensen inequality

1

2

d

dt

ˆ
X
f2
n(t, x) dx =

ˆ
X

(
fn(t, x)

ˆ
X
λ(z, x)gn(t, z, x) dz

)
dx ≤ λ̄∥fn∥2∥gn∥2.

Therefore we get

d

dt
∥fn∥2 ≤ λ̄∥gn∥2,

leading to

∥fn∥2 ≤ ∥f0∥0 + λ̄

ˆ t

0

∥gn∥2(s) ds.

Now let us multiply (B.2) by gn and integrate over X 2, a short computation shows that

d

dt
∥gn∥2 ≤ C

(ˆ
X
f2
n−1(t, x)

(ˆ
X
D2(x, y) dy

)
dx

) 1
2

≤ C∥fn−1∥2.

Thus, we get

∥gn∥2(t) ≤ C

ˆ t

0

∥fn−1∥2(s) ds

leading to

∥fn∥2 ≤ ∥f0∥2 + λ̄C

ˆ t

0

ˆ s

0

∥fn−1∥2(τ) dτ.

By a recursive argument, for all n ≥ 0 we achieve

∥fn∥2 ≤ ∥f0∥2
n∑

i=0

(Ct2)i

2i!
,

and so we obtain the bound

∥fn∥2 ≤ ∥f0∥2eCt2 .

The latter enforces also the following bound on gn

∥gn∥2 ≤ C

ˆ t

0

∥fn−1∥2(s) ds ≤ C∥f0∥2
ˆ t

0

eCs2 ds.

To obtain H1 estimate, let us observe that since λ,D ∈W 1,∞, then we can check that ∇xfn and ∇ign with i = x
or i = y respectively satisfies
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∂t∇yfn(t, y) =

ˆ
X
∇yλ(z, y)gn(t, z, y) dz +

ˆ
X
λ(z, y)(∇ygn)(t, z, y) dz for all t > 0, y ∈ X

∂t∇ign(t, x, y) = Lε[∇ign ](t, x, y)−∇i(λ(x, y)gn(t, x, y)) +∇i (µ1D(x, y)fn−1(t, x)) for all t > 0, (x, y) ∈ X 2

∇yfn(0, y) = ∇yf0(y) for all y ∈ X
∇ign(0, x, y) = 0 for all (x, y) ∈ X 2.

By multiplying the first equality by ∇yfn and the second by ∇ign and integrate respectively on X and X 2, we get
after straightforward computations using the estimates on fn, gn above

∂t∥∇fn∥2 ≤ C∥f0∥2
ˆ t

0

eCs2 ds+ C∥∇ygn∥2 for all t > 0,

∂t∥∇ygn∥2 ≤ C∥f0∥2
(
eCt2 +

ˆ t

0

eCs2 ds

)
for all t > 0,

∂t∥∇xgn∥2 ≤ C∥f0∥2
(
eCt2 +

ˆ t

0

eCs2 ds

)
+ C∥∇fn−1∥2 for all t > 0.

We then obtain the desired H1 estimates by exploiting the above differential relations and the estimates on fn and
gn.

Now, for all t ≤ T the sequence (gn, fn − f0) is uniformly bounded in C1,1((0, T ), H1(X 2))×C1,1((0, T ), H1(X )),
so, up to extraction of a subsequence, there exists a convergent subsequence in C1((0, T ), L2(X )) to some functions
(ḡ, f̄) which is a weak solution to

∂tf(t, x) =

ˆ
X
λ(z, x)g(t, z, x) dz for all 0 < t < T, x ∈ X

∂tg(t, x, y) = Lε[ g ](t, x, y)− λ(x, y)g(t, x, y) + µ1D(x, y)f(t, x) for all 0 < t < T, (x, y) ∈ X 2

∇x,yg(t, x, y) · n⃗ = 0, for all 0 < t < T, (x, y) ∈ ∂X 2

f(0, x) = f0(x) for all x ∈ X
g(0, x, y) = 0 for all (x, y) ∈ X 2.

Thanks to elliptic and parabolic regularity estimates, we can check that ḡ, f̄ is indeed a strong solution to the above
equation. To complete the construction, we need to verify that ḡ, f̄ is non trivial which is straightforward, since
(fn)n∈N and (gn)n∈N are monotone increasing sequences. □

Next, we obtain some useful estimate and prove Proposition 4.3 that we recall below.

Proposition B.3. Let X be a smooth bounded domain, with at least a C1 boundary. Assume further that f0 ∈
H1(X ), f0 ≥ 0, λ,D ∈ W 1,∞(X 2) are non negative functions. Let fε, gε be positive functions satisfying fε ∈
C1((0, T ), H1(X )), gε ∈ C1((0, T ), H1(X )×H1(X )) and such that (fε, gε) is a solution to (4.6)–(4.10).

Then there exists positive constants C0, C1, C2, C3, C4, C5 independent of ε such that

∥fε∥H1 ≤ ∥∇f0∥2 + ∥f0∥2
(
eC0t

2

+ C0
ˆ t

0

ˆ τ

0

eC0s
2

dsdτ + C1
ˆ t

0

ˆ τ

0

ˆ s

0

eC0σ
2

dσdsdτ

)
,

and

∥gε∥H1 ≤ C1∥∇f0∥t+ ∥f0∥2
(
C2
ˆ t

0

eC0τ
2

dτ + C3
ˆ t

0

ˆ τ

0

eC0s
2

dsdτ

+ C4
ˆ t

0

ˆ τ

0

ˆ s

0

eC0σ
2

dσdsdτ + C5
ˆ t

0

ˆ τ

0

ˆ s

0

ˆ σ

0

eC0ω
2

dωdσdsdτ

)
.
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Moreover, for all T > 0, along any sequence εn → 0 there exists a subsequence (εnk
)k∈N such that

fεnk
≥ f0 and ∥gεnk

∥2(t) ≥
1

2
∥g1∥2(t) for 0 < t < T,

where g1 is the unique solution of the ultra-parabolic equation:

∂tg1(t, x, y) = ∆yg1(t, x, y)− λ(x, y)g1(t, x, y) + µ1D(x, y)f0(x) for all t > 0, (x, y) ∈ X 2,

∇yg1(t, x, y) · n⃗ = 0, for all t > 0, x ∈ X , y ∈ ∂X ,
g1(0, x, y) = 0 for all (x, y) ∈ X 2.

Proof. To obtain now the estimate on the H1 norm, we need to get uniform L2 estimates on the ∇f,∇xg and ∇yg.
To do so, let us observe that since λ,D ∈ W 1,∞, f ∈ H1(X ) and g ∈ H1(X 2), from (4.7) we can check that ∇yg
satisfies, in the sense of distribution,

∂t∇yg(t, x, y) = Lε[∇yg ](t, x, y)−∇yλ(x, y).g(t, x, y)− λ(x, y)∇yg(t, x, y) + µ1f(t, x)∇yD(x, y).

By multiplying the above equation by ∇yg and integrating over X 2, we get, using the coercivity of Lε and Cauchy-
Schwarz inequality,

1

2

d

dt

ˆ
X 2

|∇yg(t, x, y)|2 dxdy = ⟨Lε[∇yg ](t, x, y),∇yg(t, x, y)⟩ −
ˆ
X 2

g∇yλ∇yg −
ˆ
X 2

λ|∇yg|2 + µ1

ˆ
X 2

f∇yD∇yg

≤ ∥∇yg∥2

(
∥∇yλ∥∞∥g∥2 + µ1

√ˆ
X
f2(t, x)

(ˆ
X
|∇yD(x, y)|2 dy

)
dx

)
,

which after simplification by ∥∇yg∥2, gives

d

dt
∥∇yg∥2 ≤ C2∥g∥2 + C3∥f∥2,

where C2 := ∥λ∥1,∞ and C3 := µ1

√
supx∈X

´
X |∇yD(x, y)|2 dy.

Using the estimates (4.12) and (4.13), we achieve

d

dt
∥∇yg∥2 ≤ C2C1∥f0∥2

ˆ t

0

eC0τ
2

dτ + C3∥f0∥2eC0t
2

,

which after integration in time yields the L2 bound

(B.7) ∥∇yg∥2 ≤ C2C1∥f0∥2
ˆ t

0

ˆ τ

0

eC0s
2

dsdτ + C3∥f0∥2
ˆ t

0

eC0τ
2

dτ.

Let us now obtain a L2 bound for ∇f . Since λ ∈ W 1,∞, f ∈ H1(X ) and g ∈ H1(X 2), from (4.6) we can check
that ∇f satisfies, in the sense of distribution,

d

dt
∇f(t, y) =

ˆ
X
∇yλ(z, y)g(t, z, y) dy +

ˆ
X
λ(z, y)∇yg(t, z, y) dz.

By multiplying the later equality by ∇f and integrating over X , it yields, using Cauchy-Schwarz inequality and
λ ∈W 1,∞,

1

2

d

dt

ˆ
X
|∇f(t, y)|2 dy =

ˆ
X
∇f(t, y)

(ˆ
X
∇yλ(z, y)g(t, z, y) dy +

ˆ
X
λ(z, y)∇yg(t, z, y) dz

)
dy,

≤ ∥∇f∥2 (∥∇yλ∥∞∥g∥2 + ∥λ∥∞∥∇yg∥2)
≤ ∥∇f∥2C2 (∥g∥2 + ∥∇yg∥2) .
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After simplification by ∥∇f∥2, we get

d

dt
∥∇f∥2 ≤ C2(∥g∥2 + ∥∇yg∥2).

Integrating in time and using (4.13) and (B.7), then yields

(B.8) ∥∇f∥2 ≤ ∥∇f0∥2 + C2(C3 + C1)∥f0∥2
ˆ t

0

ˆ τ

0

eC0s
2

dsdτ + C2C1∥f0∥2
ˆ t

0

ˆ τ

0

ˆ s

0

eC0σ
2

dσdsdτ.

Last we obtain a L2 bound for ∇xg. As for ∇yg from (4.7) we can check that ∇xg satisfies, in the sense of
distribution,

∂t∇xg(t, x, y) = Lε[∇xg ](t, x, y)−∇xλ(x, y).g(t, x, y)−λ(x, y)∇xg(t, x, y)+µ1f(t, x)∇xD(x, y)+µ1D(x, y)∇f(t, x).
By multiplying the above equation by ∇xg and integrating over X 2, we get, using the coercivity of Lε and Cauchy-
Schwarz inequality,

1

2

d

dt

ˆ
X 2

|∇xg|2 dxdy = ⟨Lε[∇xg ],∇xg⟩ −
ˆ
X 2

g∇xλ∇xg −
ˆ
X 2

λ|∇xg|2 + µ1

ˆ
X 2

f∇xD∇xg + µ1

ˆ
X 2

D∇f∇xg

≤ ∥∇xg∥2

[
∥∇xλ∥∞∥g∥2 + µ1

√ˆ
X
f2(t, x)

(ˆ
X
|∇xD(x, y)|2 dy

)
dx+ µ1

√
∥D̄∥∞∥∇f∥2

]

≤ ∥∇xg∥2

[
C2∥g∥2 + µ1

√ˆ
X
f2(t, x)

(ˆ
X
|∇xD(x, y)|2 dy

)
dx+ C1∥∇f∥2

]
.

After simplification by ∥∇xg∥2, and setting C4 := µ1

√
supx∈X

(´
X |∇xD(x, y)|2 dy

)
we get

d

dt
∥∇xg∥2 ≤

[
C2∥g∥2 + µ1

√ˆ
X
f2(t, x)

(ˆ
X
|∇xD(x, y)|2 dy

)
dx+ C1∥∇f∥2

]
,

≤ [C2∥g∥2 + C4∥f∥2 + C1∥∇f∥2] ,
which after integrating in time and using (4.13), (B.8), then yields

(B.9) ∥∇xg∥2 ≤ C1∥∇f0∥2t+ C4∥f0∥2
ˆ t

0

eC0τ
2

dτ + C2C1∥f0∥2
ˆ t

0

ˆ τ

0

eC0s
2

dsdτ

+ C1C2(C3 + C1)∥f0∥2
ˆ t

0

ˆ τ

0

ˆ s

0

eC0σ
2

dσdsdτ + C2C
2
1∥f0∥2

ˆ t

0

ˆ τ

0

ˆ s

0

ˆ σ

0

eC0ω
2

dωdσdsdτ.

Collecting (4.12), (B.8), (4.13), (B.7) and (B.9), then get the desired estimate.
To obtain the estimate from below, we just have to observe that since for all ε, gε is positive, the first assertion

is then trivial. Now since fε(t, x) ≥ f0 for all ε, we have for all t > 0, (x, y) ∈ X 2

∂tgε(t, x, y) = Lε[ gε ](t, x, y)−λ(x, y)gε(t, x, y)+µ1D(x, y)fε(t, x) ≥ Lε[ gε ](t, x, y)−λ(x, y)gε(t, x, y)+µ1D(x, y)f0(x),

and for all ε, we have by the parabolic comparison principle, gε(t, x, y) ≥ g1,ε(t, x, y). To obtain the last part of
the estimate from below, we need to characterised the convergence of g1,ε with respect to ε. Such characterisation
follows as consequence of uniform H1 bounds on g1,ε that can be obtained in a similar fashion as the one obtained
for gε. The uniqueness of the limit solution follows also from a standard argument on the L2 norm. □
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