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Abstract

High-dimensional linear regression has been thoroughly studied in the context of indepen-
dent and identically distributed data. We propose to investigate high-dimensional regression
models for independent but non-identically distributed data. To this end, we suppose that
the set of observed predictors (or features) is a random matrix with a variance profile and
with dimensions growing at a proportional rate. Assuming a random effect model, we study
the predictive risk of the ridge estimator for linear regression with such a variance profile.
In this setting, we provide deterministic equivalents of this risk and of the degree of free-
dom of the ridge estimator. For certain class of variance profile, our work highlights the
emergence of the well-known double descent phenomenon in high-dimensional regression for
the minimum norm least-squares estimator when the ridge regularization parameter goes to
zero. We also exhibit variance profiles for which the shape of this predictive risk differs from
double descent. The proofs of our results are based on tools from random matrix theory in
the presence of a variance profile that have not been considered so far to study regression
models. Numerical experiments are provided to show the accuracy of the aforementioned de-
terministic equivalents on the computation of the predictive risk of ridge regression. We also
investigate the similarities and differences that exist with the standard setting of independent
and identically distributed data.

Keywords: High-dimensional linear ridge regression; Non-identically distributed data; Degrees of
freedom; Double descent; Variance profile; Heteroscedasticity; Random Matrices; Deterministic
equivalents.

1 Introduction

High-dimensionality is a subject of interest in the field of statistics, especially in regression
problems, driven by the advent of massive data sets. This context gives rise to unexpected
phenomena and contradictions with established statistical heuristics when the dimension p of
the predictors is fixed and the number n of observations tends to infinity. These phenomena
particularly appear in the context of linear regression. Indeed, as the sample size and dimension
of acquired data increase, the study of this model is different from the classical framework. In
the asymptotic regime where min(n, p)→ +∞ and p

n → c > 0, one can notably mention the oc-
currence of the double descent phenomenon corresponding to estimators that both interpolates
the data and show good generalization performances [BHMM19]. In this asymptotic setting,
using tools from random matrix theory (RMT), many authors have therefore focused on the con-
sequences of high-dimensionality on linear regression, see e.g. [DW18, Bac24, HMRT22, LC18]
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and references therein. In this paper, we focus on the linear regression model

Yn = Xnθ∗ + εn, (1.1)

where Xn is n × p matrix of random predictors, εn ∈ Rn is a noise vector independent of Xn

with E[εn] = 0 and E[εnε
t
n] = σ2In, θ∗ ∈ Rp is a vector of unknown parameters, and Yn ∈ Rn is

the vector of observed responses.

Classically, the predictors are assumed to be independent and identically distributed (iid)
data, meaning that the rows of the matrix Xn are independent vectors sampled from the same
probability distribution. In this paper, we propose to depart from this assumption by considering
the setting where the rows of Xn are independent but non-identically distributed. To this end,
we suppose that Xn is expressed in the following form

Xn = Υn ◦ Zn,

where ◦ denotes the Hadamard product between two matrices, Zn = (Zij) has iid centered

entries with variance one, and Υn = (γ
(n)
ij ) is a deterministic matrix. To simplify the notation,

we shall sometimes write γ
(n)
ij = γij and thus drop the (possibly) dependence of γij on n. The

matrix
Γn = (γ2

ij) ∈ Rn×p

governs the variance of the entries of Xn, and it is called a variance profile.

In the RMT literature, there exist various works on the analysis of the spectrum of large
random matrices with a variance profile [Shl96, HLN07, ACD+21, BM20, EYY12, AEK17a]. In
particular, we rely on results from [HLN07] to obtain a deterministic equivalent of the spectral
distribution of a data matrix Xn = Υn◦Zn with a variance profile matrix Γn. The motivation for
studying linear regression using such a variance profile is to consider the setting where one has n
independent pairs of observations (Yi, Xi)1≤i≤n (with Xi = (Xij)1≤j≤p) that are not necessarily
identically distributed. Note that in the standard setting of iid data, one that

γij = γj for all 1 ≤ i ≤ n, and 1 ≤ j ≤ p.

The main goal of this paper is then to understand how assuming such a variance profile
for Xn influences the statistical properties of ridge regression in the linear model (1.1) when
compared to the standard assumption of iid observations. In this setting, our approach also
allows to analyze the performances of the minimum norm least-squares estimator when the
ridge regularization parameter goes to zero.

We consider the high-dimensional context (with p growing to infinity at a rate proportional
to n) for which the least squares estimator is possibly not uniquely defined. Thus, we focus our
analysis on the ridge regression estimator that is the minimizer of the following loss function

θ̂λ = arg min
θ∈Rp

1

n
‖Yn −Xnθ‖2 + λ‖θ‖2,

for some regularization parameter λ > 0. Regardless of the ratio between n and p, this estimator
has the following explicit expression

θ̂λ = (Xt
nXn + nλIp)

−1Xt
nYn = Xt

n(XnX
t
n + nλIn)−1Yn. (1.2)

Our analysis also includes the study of the minimum least-square estimator defined as

θ̂ = arg min
θ∈Rp

{
‖θ‖ : θ minimizes

1

n
‖Yn −Xnθ‖2

}
,
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to which the ridge regression estimator converges when λ tends to zero. The estimator θ̂
is also known to be the solution found by gradient descent when initialized to zero, see e.g.
[HMRT22][Proposition 1].

To study the statistical performances of the ridge regression estimator, we analyse its pre-
dictive risk defined as

r̂λ(Xn) = E[(Ỹ − X̃tθ̂λ)2|Xn], (1.3)

where (Ỹ , X̃) ∈ R× Rp is independent from (Yn, Xn) and satisfies

Ỹ = X̃tθ∗ + ε̃, with E[ε̃] = 0, E[ε̃2] = σ2 and X̃, ε̃ independent.

In the above formula, X̃ = S̃
1/2
p Z̃ with Z̃ ∈ Rp a random vector with iid centered entries and

variance one, and
S̃p = E[X̃X̃t] = diag(γ̃2

1 , . . . , γ̃
2
p)

denotes the variance profile of X̃. Note that the risk r̂λ(Xn) is conditioned on the predictors
Xn, and it is thus a random variable.

Following [DW18], we focus on a random-effect hypothesis by assuming that the components
of the vector θ∗ are drawn independently at random. As argued in [DW18], this assumption
corresponds to an average case analysis over a set of dense regression coefficients as opposed
to the “sparsity hypothesis” [HTW15] or the “manifold hypothesis” [LHT23] that are other
popular assumptions in high-dimensional linear regression. More precisely, the following random
coefficients assumption is made throughout the paper.

Assumption 1.1. The vector θ∗ of regression coefficients is random, independent from Xn, X̃,
εn and ε̃, with E[θ∗] = 0 and

E[θ∗θ
t
∗] =

α2

p
Ip.

The above coefficient α > 0 represents the average amount of signal strength in model (1.1).
Under Assumption 1.1, the expectation in (1.3) used to define the predictive risk is thus taken
with respect to both the randomness of the vector of coefficients θ∗, the vector X̃ and the
additive noise εn and ε̃.

1.1 Main contributions

Recall that the estimation of Yn by ridge regression is

Ŷλ = Xnθ̂λ = AλYn, where Aλ = Xn(Xt
nXn + nλIp)

−1Xt
n.

Then, the so-called degrees of freedom (DOF) of the estimator θ̂λ that is defined as

d̂f1(λ) = Tr[Aλ] = Tr[Σ̂n(Σ̂n + λIp)
−1], where Σ̂n =

1

n
Xt
nXn,

represents the so-called effective dimension of the linear estimator Ŷλ. The DOF is widely used
in statistics to define various criteria for model selection among a collection of estimators, see
e.g. [Efr04].

Inspired by recent results from [Bac24] in the setting of iid data, a first contribution of this
work is to prove the following deterministic equivalence of the DOF

d̂f1(λ) ∼ df1(λ), where df1(λ) = Tr[Σn(Σn + κ(λ))−1], (1.4)
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where

Σn = E[Σ̂n] =
1

n
diag

(
n∑
i=1

γ2
i1, . . . ,

n∑
i=1

γ2
ip

)
,

and κ(λ) is diagonal matrix that depends upon the regularization parameter λ and the variance
profile matrix Γn.

Throughout the paper, the meaning of the equivalence notation An ∼ Bn between two
random variables is

lim
n→∞, p/n→c

|An −Bn| = 0, almost surely.

Hence, the equivalence relation (1.4) indicates that the DOF of the ridge regression estima-
tor for the empirical covariance matrix Σ̂n corresponds to the DOF computed with its expected
version Σn (the usual population covariance matrix for iid data), and another additive regular-
ization structure than λIp that is given by the diagonal matrix κ(λ) whose explicit expression
is given in Section 3.

Then, the second and main contribution of the paper is to derive a deterministic equivalent
of the predictive risk r̂λ(Xn) in the case where the number of samples n and the dimension p
tend to infinity at a proportional rate, that is lim

n→+∞
p
n = c > 0. This deterministic equivalent

allows us to understand the influence of the ratio c on the predictive risk and to also analyze the
effect of the signal strength α. We also study the convergence of the predictive risk as λ tends to
0 to analyze the statistical properties the minimum norm least square estimator. In this setting,
it appears a phenomenon arising from the curse of dimensionality that is commonly known as
double descent for iid data. This phenomenon contradicts the consensus heuristic that, when a
model becomes over-parameterized, then the predictive risk increases due to overfitting of the
training data and the model is no longer capable of generalizing. This double descent has been
thoroughly studied in the case of high-dimensional linear regression using tool from RMT, see
e.g. [HMRT22, Bac24, BHX20] and references therein. In this paper, we show that it also occurs
for non iid data with a variance profile. Our deterministic equivalent of the predictive risk also
allows to derive the asymptotic behavior of an optimal choice for the regularization parameter
and to compare it to the one obtained for iid data in [DW18].

As a third contribution, using synthetic data and various illustrative examples of variance
profile, we conduct numerical experiments to verify the accuracy of our deterministic equivalent
of the predictive risk using finite samples. We also investigate the similarities and differences
that exist between the standard setting of iid data and the one of non-identically distributed
data with a variance profile.

For example, if the variance profile is assumed to be quasi doubly stochastic in the sense
that

1

n

p∑
j=1

γ2
ij =

p

n
, for all 1 ≤ i ≤ n, and

1

n

n∑
i=1

γ2
ij = 1, for all 1 ≤ j ≤ p,

then, we prove in this paper that

lim
n→∞, p/n→c

r̂0(Xn) =

{
σ2 c

1−c + σ2 if c < 1

α2
(
1− 1

c

)
+ σ2 1

c−1 if c > 1
, almost surely. (1.5)

The above result corresponds to the known asymptotic limit of the predictive risk of the minimum
norm least squares estimator for iid data when the entries ofXn are independent centered random
variables with variance 1, see e.g. [HMRT22], which is referred to as a constant variance profile
in this paper (that is γij = 1). In this setting, the predictive risk of θ̂ is thus increasing with p
up to p/n < 1 and then decreasing for p > n (that is beyond the interpolation threshold p = n)
which is classically referred to as the double descent phenomenon as illustrated in Figure 1(a).
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(a) (b)

Figure 1: Predictive risk for several variance profiles with λ = 0. (a) Comparison of constant
and quasi doubly stochastic variance profiles with α = σ = 1, n = 100 and p varying from 10 to
200. (b) Piecewise constant variance profile with γ2

1 = 0.0005, γ2
2 = 1, α = σ = 1, n = 100 and

p varying from 10 to 600.

By going beyond the quasi doubly stochastic assumption (1.5), the results of this paper,
on the asymptotic limit of the predictive risk, also allow to exhibit variance profiles for which
the predictive risk has a shape that differs from double descent. This is illustrated in Figure
1(b), where the deterministic equivalent of the predictive risk has a triple descent behavior (as
a function of p/n) for the following piecewise constant variance profile

Γn =

[
γ2

11n/41
t
p/4 γ2

21n/41
t
3p/4

γ2
213n/41

t
p/4 γ2

113n/41
t
3p/4

]
,

where 1q denotes the vector of length q with all entries equal to one, and γ1, γ2 are positive con-
stant such that γ2 � γ1. Note that Figure 1(b) also illustrates the accuracy of the deterministic
equivalent of the predictive risk that is proposed in this paper.

1.2 Organisation of the paper

In Section 2, we review various works related to the analysis of high-dimensional linear regression
and the study of random matrices with a variance profile. The main results are presented and
discussed in Section 3. Numerical experiments are then reported in Section 4. A conclusion and
some perspectives are proposed in Section 5. All proofs using tools from the theory of random
matrices and operator-valued Stieltjes transforms are deferred to an Appendix where we also
discuss the use of random matrices with a variance profile in free probability.

1.3 Publicly available source code

For the sake of reproducible research, a Python code is available at the following address:

https://github.com/Issoudab/RidgeRegressionVarianceProfile

to implement the experiments carried out in this paper.
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2 Related works

In this section, we review the literature on the analysis of high-dimensional regression using
tools from RMT. We also discuss existing works on linear regression for non-iid data, and the
use of random matrices with a variance profile in statistics and RMT.

2.1 High-dimensional linear regression from the random matrix perspective

When the sample size is comparable to the dimensionality of the observations, recent advances
in RMT have been successfully applied to various inference problems in high-dimensional mul-
tivariate statistics, see e.g. [NPW21] for a recent overview. Many works have considered the
high-dimensional analysis of the linear model using tools from RMT for iid data with a general
covariance structure Σ ∈ Rp×p (assumed to be a positive semi-definite matrix) that is for

Xn = ZnΣ1/2, for an n× p matrix Zn with iid centered entries having variance one.

In particular, for such data, the study of the minimum norm least-square estimator and the
double descent behavior of the predictive risk has been considered in [HMRT22, Bac24, BHX20,
RMR21]. The analysis of the predictive risk of ridge regression using iid data with a general
covariance structure has been studied in [DW18, Bac24], while previous works on the statistical
analysis of ridge regression from the RMT perspective include [EK18, Dic16] and [CD11, TV04]
for applications in wireless communication.

2.2 Linear regression for independent but non-identically distributed data

While the statistical analysis of linear regression for iid data with a general covariance structure
is very well understood, the literature on the study of the linear model for non-identically
distributed predictors appears to be scarcer. A first analysis of maximum likelihood estimation
in standard models (including linear regression) for independent but non-identically distributed
data dates back to [Ber82]. More recent works [BBK+19, KBB+20], on statistical inference in
linear regression in the so-called model-free framework, allow to consider the setting on non-
identically distributed predictors. However, to the best of our knowledge, the high-dimensional
analysis of the linear model using non-identically distributed data has not considered so far.

2.3 The use of variance profile in RMT

RMT allows to describe the asymptotic distribution of the eigenvalues of large matrices with
random entries, see e.g. [BS10]. In particular, the well-known Marchenko-Pastur theorem char-
acterizes the limiting spectral distribution of the covariance matrix Σ̂n = 1

nX
t
nXn for a data

matrix Xn = ZnΣ1/2 with iid rows in the asymptotic setting lim
n→+∞

p
n = c > 0.

However, in many applications, such as photon imaging [SHDW14], network traffic analysis
[BMG13], ecology [AGB+15, AT15], neurosciences [ASS15, ARS15] or genomics for microbiome
studies [CZL19], the amount of variance in the observed data matrix may significantly change
from one sample to the other, that is between the rows of Xn. The literature on statistical
inference from high-dimension matrices with heteroscedasticity has thus recently been growing
[BM20, BDF17, LDS18, UHZB16, ZCW22, JFL22]. Modeling data as a random matrix Xn =
Υn ◦Zn with a variance profile to handle the setting of non-iid data has also found applications
in the analysis of the performances of wireless digital communication channels [HLN07]. In the
RMT literature, Hermitian random matrices with centered entries but non-equal distribution are
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referred to as generalized Wigner matrices for which many asymptotic properties are now well
understood. For example, for Hermitian random matrices with a variance profile that is doubly
stochastic (namely its rows and columns elements sump up to one), bulk universality at optimal
spectral resolution for local spectral statistics have been established in [EYY12] and they are
shown to converge to those of a standard Wigner matrix (that is with iid sub-diagonal entries).
The case of a generalized Wigner matrix with a variance profile that is not necessarily doubly
stochastic has been studied in [AEK17a], and non-herminitian random matrices with a variance
profile have been considered in [CHNR18, HLN07, HLN06] using the notion of deterministic
equivalent that consists in approximating the spectral distribution of a random matrix by a
deterministic function. A recent work [BHX23] considers the analysis of approximate message
passing for statistical estimation problems involving a data matrix with a variance profile, and
an application to ridge regression to characterize the non-asymptotic distribution of the ridge
estimator is proposed.

Let us now recall the key notion of Stieltjes transform.

Definition 2.1. Let µ be a probability measure supported on R. Then, its Stieltjes transform is
defined as

gµ(z) =

∫
R

1

t− z
dµ(t), for t ∈ C+,

where C+ = {z ∈ C,=(z) > 0} and =(·) denotes the imaginary part of a complex number.

Then, we build upon results from [HLN07] to construct deterministic equivalents (when
limn→+∞ p/n→ c > 0) of the Stieltjes transforms

gµ̂n(z) =
1

p
Tr[(Σ̂n − zIp)−1], for z ∈ C \ R+,

and

gµ̃n(z) =
1

n
Tr[(Σ̃n − zIn)−1], for z ∈ C \ R+,

of the empirical eigenvalue distribution µ̂n of Σ̂n, and the empirical eigenvalue distribution µ̃n
of Σ̃n = 1

nXnX
t
n respectively.

To obtain these deterministic equivalents, the following assumptions will be needed, on mild
moment conditions on the Zij ’s and boundedness hypotheses on the entries of the variance profile
matrix.

Assumption 2.1. There exists δ > 0 such that, E[|Zij |4+δ] < +∞, for all 1 ≤ i ≤ n and
1 ≤ j ≤ p.

Assumption 2.2. There exists γmax > 0 such that, sup
n≥1

max
1≤i≤n
1≤j≤p

|γ(n)
ij | < γmax.

Assumption 2.3. There exists γmin > 0 such that, ∀n ≥ 1, min
1≤i≤n
1≤j≤n

|γ(n)
ij | ≥ γmin.

Assumption 2.4. There exists d∗ > 0 such that, | pn − 1| ≥ d∗ for all values of n and p.

Throughout the paper, we also assume that X̃ = S̃
1/2
p Z̃ with

E[|Z̃j |4+δ] < +∞, max
1≤j≤p

|γ̃(n)
j | ≤ γmax and min

1≤j≤n
|γ̃(n)
j | ≥ γmin

and for all n ≥ 1. Then, using [HLN07][Theorem 2.5], the following result holds.
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Proposition 2.1. Under Assumptions 2.1-2.4, the following limit holds true almost surely

lim
n→∞, p/n→c

(
gµ̂n(z)− 1

p
Tr[Tp(z)]

)
= 0, for all z ∈ C \ R+,

lim
n→∞, p/n→c

(
gµ̃n(z)− 1

n
Tr[T̃n(z)]

)
= 0, for all z ∈ C \ R+,

where

Tp(z) = diag(T (1)
p (z), . . . , T (p)

p (z)) and T̃n(z) = diag(T̃ (1)
n (z), . . . , T̃ (n)

n (z)),

are diagonal matrices of size p×p and n×n respectively, whose diagonal elements are the unique
solutions of the deterministic system of p+ n equations

T (j)
p (z) =

−1

z(1 + (1/n) Tr[D̃j T̃n(z)])
for 1 ≤ j ≤ p, (2.1)

T̃ (i)
n (z) =

−1

z(1 + (1/n) Tr[DiTp(z)])
for 1 ≤ i ≤ n, (2.2)

where
D̃j = diag(γ2

1j , . . . , γ
2
nj) and Di = diag(γ2

i1, . . . , γ
2
ip).

Moreover, 1
p Tr[Tp(z)] and 1

n Tr[T̃n(z)] are the Stieltjes transforms of probability measures denoted
as νn and ν̃n respectively.

The measures νn and ν̃n, defined in Proposition 2.1, are called the deterministic equivalents
of the empirical eigenvalue distributions µ̂n and µ̃n respectively. By a slight abuse of notation,

we may also denote by Tp(z) the vector of size p whose entries are the coefficients T
(j)
p (z)

for 1 ≤ j ≤ p solutions of the fixed point equations (2.1). Currently, a classical method to
numerically approximate the value of Tp(z) is to solve the nonlinear system of deterministic
equations (2.1) written in a vector form that is referred to as the Dyson equation in [AEK17a,
AEK19, AEK17b, AEK18]. Indeed, as stated in [AEK17b][Theorem 2.1], the vector Tp(z) is
known to be the unique solution of the Dyson equation

1

Tp(z)
= −zIp +

1

n
Γtn

1

1 + 1
nΓnTp(z)

, (2.3)

that corresponds to equations (2.1) and (2.2) written in a vector form, where 1/v has to be
understood as taking the inverse of the elements of the vector v entrywise. Similarly, the vector

T̃n(z) = (T̃
(i)
n (z))1≤i≤n satisfies the Dyson equation

1

T̃n(z)
= −zIn +

1

n
Γn

1

1 + 1
nΓtnT̃n(z)

.

In this paper, we sometimes consider, as an illustrative example, a specific class of variance
profiles said to be quasi doubly stochastic in the following sense.

Definition 2.2. The variance profile Γn is called quasi doubly stochastic when its rows and
columns sum up to constant values (that are necessarily different when n 6= p), namely

1

n

p∑
j=1

γ2
ij =

p

n
, for all 1 ≤ i ≤ n, and

1

n

n∑
i=1

γ2
ij = 1, for all 1 ≤ j ≤ p.

8



The fixed point equation (2.3) typically does not have an explicit expression, and one has
to rely on numerical methods to solve it as done in Section 4. Nevertheless, when the variance
profile is quasi doubly stochastic, the solution of the Dyson equation is a vector Tp(z) having
constant entries equal to mp(z) ∈ C (or equivalently Tp(z) = mp(z)Ip is a scalar matrix) that
satisfies

1

mp(z)
= −z +

1

1 + p
nmp(z)

, for all z ∈ C \ R+. (2.4)

The above equality corresponds to the well-known fixed point equation satisfied by the Stieltjes
transform mp(z) of the Marchenko-Pastur distribution [BS10]. One also has that T̃n(z) =
m̃n(z)In with m̃n(z) satisfying

1

m̃n(z)
= −z +

p/n

1 + m̃n(z)
, for all z ∈ C \ R+.

3 Main results

In this section, we derive deterministic equivalents for the DOF and the predictive risk of ridge
regression. We also obtain a deterministic equivalent of the predictive risk of minimum norm
least square estimation when the ridge regularization parameter tends to zero. We compare these
results to those that are already known in the standard setting of iid data, and we highlight the
emergence of the double descent phenomenon for non-iid data. Throughout this section, it is
supposed that Assumptions 2.1-2.4 hold true.

3.1 Degrees of freedom

In this section, we prove that the quantity df1(λ) introduced in Section 1.1 is a deterministic
equivalent of the DOF d̂f1(λ) .

Proposition 3.1. For any λ > 0, the following holds

lim
n→∞, p/n→c

|d̂f1(λ)− df1(λ)| = 0, almost surely, (3.1)

with df1(λ) = Tr[Σn(Σn + κ(λ))−1], and

κ(λ) = diag(κ1(λ), . . . , κp(λ)), where κj(λ) =
Tr[D̃j ]

Tr[D̃j T̃n(−λ)]
, for 1 ≤ j ≤ p. (3.2)

When the variance profile is quasi doubly stochastic, one has that Tr[D̃j ] = n. Moreover, as

remarked in Section 2.3, the matrix T̃n(−λ) = m̃n(−λ)In is scalar, implying that

Tr[D̃j T̃n(−λ)] = nm̃n(−λ), for all 1 ≤ j ≤ p.

Moreover, in this setting, Σn = Ip. Consequently, if Γn is quasi doubly stochastic, one has that

κ(λ) =
1

m̃n(−λ)
Ip,

and the deterministic equivalent of the DOF is

df1(λ) = Tr
[
Σn (Σn + κ(λ))−1

]
= p

(
1 +

1

m̃n(−λ)

)−1

.

The above equality corresponds to the formula of a deterministic equivalent of the DOF derived
in [Bac24] for iid data when the entries of the features matrix Xn are made of iid centered
random variables with variances equal to 1.
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3.2 Predictive risk

We first express the predictive risk in a more convenient way. To this end, for any square matrix
A, we denote by ∆[A] the diagonal matrix whose diagonal entries are those of A.

Lemma 3.1. For any λ > 0, the predictive risk r̂λ(Xn) = E[(Ỹ − X̃tθ̂λ)2|Xn] has the following
expression

r̂λ(Xn) = σ2 +
σ2

n
Tr
[
S̃p∆[Qp(−λ)]

]
+ λ

(
λα2

p
− σ2

n

)
Tr
[
S̃p∆[Q′p(−λ)]

]
. (3.3)

Moreover, we can exhibit the following Bias-Variance decomposition for r̂λ(Xn) :

r̂λ(Xn) = σ2 + Bias(θ̂λ) + Var(θ̂λ),

with

Bias(θ̂λ) = E
[
(E[θ̂λ|Xn, θ∗]− θ∗)tS̃p(E[θ̂λ|Xn, θ∗]− θ∗)

∣∣Xn

]
=

λ2α2

p
Tr
[
S̃p∆[Q′p(−λ)]

]
,

and

Var(θ̂λ) = E
[
(θ̂λ − E[θ̂λ|Xn, θ∗])

tS̃p(θ̂λ − E[θ̂λ|Xn, θ∗])
∣∣Xn

]
=

σ2

n
Tr
[
S̃p∆[Qp(−λ)]− λS̃p∆[Q′p(−λ)]

]
,

where
Qp(z) = (Σ̂n − zIp)−1 for z ∈ C \ R+,

is the resolvent of the matrix Σ̂n, and Q′p denotes the derivative of Qp with respect to z.

We can now give a deterministic equivalent of the predictive risk r̂λ(Xn) that is obtained
in a simple way by replacing the diagonal matrix ∆[Qp(z)] with the deterministic matrix Tp(z)
in the expression (3.3) of the predictive risk. All proofs of the following results are given in
Appendix A.3.

Theorem 3.1. A deterministic equivalent of the predictive risk is

rλ(Υn) = σ2 +
σ2

n
Tr[S̃pTp(−λ)] + λ

(
λα2

p
− σ2

n

)
Tr[S̃pT

′
p(−λ)], (3.4)

in the sense that it satisfies

lim
n→∞, p/n→c

|r̂λ(Xn)− rλ(Υn)| = 0, almost surely,

where T ′p(z) denotes the derivative of Tp(z) with respect to z.

A key argument to derive the computation of rλ(Υn) is to prove that the matrix Tp(z) is a
relevant deterministic equivalent of the diagonal matrix ∆[Qp(z)] for an appropriate notion of
asymptotic equivalence between matrices of growing size. This is the purpose of Apppendix A.2
where we derive a stronger convergence result than the one stated in Proposition 2.1 which only
shows that 1

p Tr[Tp(z)] is a deterministic equivalent of gµ̂n(z) = 1
p Tr[Qp(z)].
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Lemma 3.2. If p
n < 1 then Tp(−λ) and its derivative, T ′p(−λ) admit a limit when λ tends to 0.

Indeed, there exists a constant τ > 0 such that

lim
λ→0, λ>0

Tp(−λ) =

∫ +∞

τ

µ(dw)

w
and lim

λ→0, λ>0
T ′p(−λ) =

∫ +∞

τ

µ(dw)

w2
,

where µ = (µij) is a positive p× p matrix valued-measure such that µii is a probability measure
and µij is a null measure if i 6= j. We denote these limits by Tp(0

−) = lim
λ→0

Tp(−λ) and

T ′p(0
−) = lim

λ→0
T ′p(−λ).

On the other hand, if p
n > 1 then κ(λ) and its derivative κ′(λ) also admit a limit when λ

tends to 0 and we denote these limits by

κ(0+) = lim
λ→0, λ>0

κ(λ) and κ′(0+) = lim
λ→0, λ>0

κ′(λ),

were κ(λ) is the diagonal matrix defined in Equation (3.2).

Corollary 3.1. Suppose that the variance profile Γn is quasi doubly stochastic. Then, if p
n < 1,

one has that
Tp(0

−) = mp(0)Ip,

and, if p
n > 1,

κ(0+) =
1

m̃n(0)
Ip and κ′(0+) =

m̃′n(0)

m̃2
n(0)

Ip,

where mp(.), resp. m̃n(.), is the Stieltjes transform of the Marchenko-Pastur distribution with
parameter p/n, resp. n/p.

Then, Theorem 3.1 allows us to understand the behavior of rλ(Υn) when λ→ 0 and λ→ +∞
through the following corollary.

Corollary 3.2. As λ→ +∞, the limit of the deterministic equivalent rλ(Υn) of the predictive
risk is

lim
λ→+∞

rλ(Υn) =
α2

p
Tr[S̃p] + σ2.

Moreover, as λ→ 0, the limit of the deterministic equivalent rλ(Υn) is as follows

- if p
n < 1 then

lim
λ→0, λ>0

rλ(Υn) =
σ2

n
Tr[S̃pTp(0

−)] + σ2,

- if p
n > 1 then

lim
λ→0, λ>0

rλ(Υn) =
α2

p
Tr[S̃pκ(0+)(Σn+κ(0+))−1] +

σ2

n
Tr[κ′(0+)S̃pΣn(Σn+κ(0+))−2] +σ2,

where κ′(λ) denotes the derivative with respecto to λ of the diagonal matrix κ(λ) defined
in Equation (3.2).

In the case λ → 0, Corollary 3.2 yields a deterministic equivalent of the predicitve risk of
the mininum norm least-square estimator θ̂. Then, it can be seen that the risk r0(Υn) exhibit
two different behaviors depending on the value of the ratio p/n with respect to one.

11



If p/n < 1, then θ̂ is equivalent to the ordinary least-square estimator (Xt
nXn)−1Xt

nYn which
is known to be unbiased, and the risk r0(Υn) is thus only composed of a variance term. Moreover,
if the variance profile is assumed to be quasi-bistochastic, then, given that

Tp(0
−) = mp(0)Ip and mp(0) =

1

1− p/n
,

it follows that

r0(Υn) =
σ2

1− p/n
× 1

n
Tr[S̃p] + σ2 = σ2 p/n

1− p/n
+ σ2 → σ2 c

1− c
+ σ2, as n→∞, p/n→ c,

which corresponds, when c < 1, to the known asymptotic limit of the predictive risk of least
squares estimation for iid data when the entries of the features matrix Xn are iid centered
random variables with variances equal to 1, see e.g. [HMRT22][Proposition 2].

If p/n > 1, then the deterministic equivalent of the predictive risk is composed of a bias
term and a variance term. If the variance profile is assumed to be quasi-bistochastic, the values
of these two terms can be made more explicity as follows. In this setting, given that Σn = Ip,

m̃p(0) = 1
p/n−1 and m̃′p(0) = p/n

(p/n−1)3
, one has that

κ(0+) = (p/n− 1)Ip and κ′(0+) =
p/n

p/n− 1
Ip.

Hence, using that 1
nTr[S̃p] = p/n, we finally obtain that

r0(Υn) = α2

(
1− n

p

)
+ σ2 1

p/n− 1
→ α2

(
1− 1

c

)
+ σ2 1

c− 1
, as n→∞, p/n→ c,

which corresponds, when c > 1, to known results on the bias-variance decomposition of the asy-
motitic limit of the predictive risk of the minimum norm least squares estimator for iid data when
the entries of Xn are iid centered random variables with variance 1, see e.g. [HMRT22][Theorem
1].

Beyond the assumption of a quasi-stochastic variance profile, it is difficult to analytically
determine the shape of the preditive risk r0(Υn) as a function of the ratio p/n. Indeed, this
requires to at least know upper and lower bounds on the magnitude of the diagonal elements
of Tp(0

−) and κ(0+) (and its derivative). As shown by Lemma 3.2 when p/n < 1, this issue
amounts to finding upper and lower bounds of the support of the matrix-valued measure µ
satisfying

Tp(−0) =

∫ +∞

τ

µ(dw)

w
.

Hence, upper and lower bounding Tp(−0) is related to understanding the value of the constant
τ and the size of the support of the limiting spectral distribution of the covariance matrice Σn

which remains (to the best of our knowledge) an open problem for random matrices with an
arbitrary variance profile.

Nevertheless, in Section 4, we use Corollary 3.2 and computational methods to evaluate
Tp(0

−) and κ(0+) to report numerical experiments illustrating that the double descent phe-

nomemum for the predictive risk of θ̂ also holds in the high-dimensional model (1.1) with more
general variance profile than a quasi-bistochastic one. In Section 4, we also exhibit variance
profiles for which the predictive risk has a shape that differs from double descent.

Corollary 3.3. The function λ 7→ r̂λ(Xn) reaches its minimium at λ∗ = σ2p
α2n

meaning that

r̂λ∗(Xn) ≤ r̂λ(Xn), (3.5)

for any λ > 0.
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Note that although r̂λ(Xn) depends on the variance profile, this is not the case of the optimal
value of λ∗ that minimizes the predictive risk as shown by Corollary 3.3. Moreover, the optimal
value λ∗ is also the one minimizing λ 7→ r̂λ(Xn) in the framework of [DW18] with a matrix Xn

of features made of iid rows.

4 Numerical experiments

In this section, we illustrate the results of this paper with numerical experiments. Although we
do not have an explicit formula for Tp(z), this matrix-valued function satisfies the fixed-point
equation (2.3). This allows us to approximate Tp(z) numerically using a fixed-point algorithm.
In this manner, we are thus able to obtain a numerical approximation of the deterministic
equivalent rλ(Υn) of the predictive risk. In this section, we consider several variance profiles
that we normalize such that

1

n

n∑
i=1

p∑
j=1

γ2
ij

p
= 1.

Apart from the constant, quasi doubly stochastic, and piecewise constant variance profiles men-
tioned earlier, we will use the following examples of variance profiles:

- The alternated columns variance profile satisfying γij = γ1 if j is even and γij = γ2 if j is odd.

- The polynomial variance profile satisfying γ2
ij =

∣∣∣ i−j
min(n,p)

∣∣∣6 + τ for some τ > 0.

- The block variance profile

Γn =

 γ2
11n/41

t
p/4 γ2

21n/41
t
p/3 1n/41

t
5p/12

γ2
21n/31

t
p/4 γ2

11n/31
t
p/3 γ2

31n/31
t
5p/12

15n/121
t
p/4 γ2

315n/121
t
p/3 γ2

115n/121
t
5p/12

 ,
for some sufficiently different constants γ1, γ2, γ3.

- A variance profile referred to as the Berlin Photo for which γij is equal to the value of the
coordinate (i, j) of the pixel of the image depicted in Figure 2. The original image being
of size 1250× 850, it is rescaled according to the values of n and p used in the numercial
experiments thanks to the function resize from the Python module PIL.Image.

The values of the predictive risk and its deterministic equivalent are compared for various vari-
ance profiles in Figure 3 with λ ranging from 0.1 to 10, n = 400 and p = 600. The curves dis-
played in Figure 3 confirm that rλ(Υn) is a very accurate estimator of r̂λ(Xn) in high-dimension
since the dashed and solid lines coincide. These variance profiles also provide curves of predictive
risks having similar shapes (up to a vertical translation). The curves representing the cases of
constant and quasi doubly stochastic variance profile coincide, confirming the comment made
in Section 1.1 on the doubly stochastic profile and its similarities with the setting of iid data.
Moreover, the minimum of rλ(Υn) is indeed reached at the optimal value λ∗ for any variance
profile as shown by Corollary 3.3.

We illustrate the appearance of a double or triple descent phenomenon for several variance
profiles in Figure 4 (a), (c) and (e). These figures represent the predictive risk and its approx-
imation by a deterministic equivalent for various values of the ratio p/n with λ = 0. The solid
lines depicts r0(Υn) whereas the dashed lines represent r̂0(Xn). For every variance profile, the
solid and dashed lines coincide which confirms that r0(Υn) is a relevant deterministic equivalent
of r̂0(Xn). For the constant and quasi doubly stochastic variance profiles, we observe the well
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Figure 2: The Berlin Photo variance profile whose entries correspond to the the green channel
of the pixels of a RGB picture taken in Berlin.

Figure 3: Comparison of r̂λ(Xn) and rλ(Υn) for several variance profiles , α = 1, σ = 1, n = 400
and p = 600. The dashed lines correspond to the predictive risk while the solid lines correspond
to the deterministic equivalent.
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known double descent phenomenon as illustrated by Figure 4 (a) since the curves are increasing
for p/n < 1 and decreasing for p/n > 1. This is related to Corollary 3.2 which states that
the expression of limλ→0 rλ(Υn) depends upon the value of the ratio p/n with respect to one.
Nevertheless, for other variance profiles, the shape of the predictive risk can be very different
from one variance profile to another, and it differs from the usual double descent. For some
variance profiles a phenomenon of triple descent arises, notably for the piecewise constant and
block cases, as shown in Figure 4 (c) and (e). We also remark the appearance of a quadruple
descent in the case of the polynomial profile, as shown in Figure 4 (e).

As already remarked at the end of Section 3, it is difficult to analytically explain these
phenomenon for an arbitrary variance profile since we do not have an explicit formula for Tp(z) in
the general case. Nevertheless, as nicely discussed in [SKR+23], the double descent phenomenon
is very much related to the distance from zero of the smallest non-negative eigenvalue of Σ̂n.
Having this eigenvalue close to zero causes double descent. In Figure 4 (b), (d) and (f), we
thus represent the smallest non-zero eigenvalue τmin(Σ̂n) of Σ̂n for many variance profiles as a
function of p/n. It can be observed that all the curves p/n → τmin(Σ̂n) reach their minima
at a value close to zero when p = n where the double descent occurs, which is consistent with
previous assertions in [SKR+23]. These curves in the constant and quasi doubly stochastic cases
behave in a similar same way. However, one can remark from Figure 4 (f) that, for the piecewise
constant and polynomial variance profiles, the value of τmin(Σ̂n) stay much closer to 0 when p/n
is between 0.25 and 3 than in the constant or quasi doubly stochastic cases. The fact that these
curves have a plateau near zero for p/n ∈ [0.25, 3] may be related to the appearance of the triple
and quadruple descent phenomenon that is observed in Figure 4 (e).

5 Conclusion

In this paper, we have derived a deterministic equivalent of the DOF and the predictive risk
of ridge (less) regression in a high-dimensional framework with a variance profile to handle the
setting of non-iid data. In order to achieve this result, we had to use ingredients from RMT to
determine a deterministic equivalent of the diagonal of Qp(z). We have shown that results on
the values of the DOF and the predictive that are already known for a constant variance profile,
notably those of [DW18] and [Bac24], also hold in the case of a quasi doubly stochastic profile.
However, there are variance profiles that cause a behavior of the predictive risk of the minimum
norm least square estimator that differs from the double descent phenomenon as classically
observed in the case of a constant variance profile. The numerical experiments that we have
conducted confirm that our deterministic equivalent accurately estimates the predictive risk in
high-dimension. Our results also allow to understand how assuming such a variance profile for
the data influences the statistical properties of ridge regression when compared to the standard
assumption of iid observations. We hope that our approach on the use of variance profiles may
lead to further research works on the statistical analysis of other estimators than ridge regression
in more complex models with non-iid data.

Appendix

In this appendix, we give all the proofs of the results of the paper. We also discuss the link be-
tween random matrices with a variance profile and the notion of R-transform in free probability.
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(a) (b)

(c) (d)

(e) (f)

Figure 4: Left : Double descent phenomenon for several variance profiles with α = σ = 1,
n = 100 and p varying from 10 to 600. Right : Smallest non-zero eigenvalue of Σ̂n for several
variance profiles with α = σ = 1, n = 300 and p varying from 30 to 1800.
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A.1 Proofs of Proposition 3.1 and Lemma 3.1

Proof of Proposition 3.1. Recall that 1
p d̂f1(λ) = 1

p Tr[Σ̂n(Σ̂n+λIp)
−1], for λ > 0. Thus by using

µ̂n the empirical eigenvalue distribution of Σ̂n we have this new expression of the degree of
freedom

1

p
d̂f1(λ) =

∫
R

t

t+ λ
dµ̂n(t).

Moreover, µ̂n being a probability measure one can notice from Definition 2.1 that

1

p
d̂f1(λ) =

∫
R

1− λ

t+ λ
dµ̂n(t) = 1− λgµ̂n(−λ).

Thanks to Proposition 2.1, one has that

1

p
d̂f1(λ) ∼ 1− λgνn(−λ). (A.1)

Let us now remark that, by Proposition 2.1, one has that

gνn(z) =
1

p
Tr[Tp(z)] = −1

p

p∑
j=1

1

z
(

1 + (1/n) Tr[D̃j T̃n(z)]
) ,

implying that

1− λgνn(−λ) = 1− 1

p

p∑
j=1

1(
1 + (1/n) Tr[D̃j T̃n(−λ)]

)
=

1

p

p∑
j=1

(1/n) Tr[D̃j T̃n(−λ)](
1 + (1/n) Tr[D̃j T̃n(−λ)]

) .
Then, recall that Σn = 1

n diag(Tr[D̃1], . . . ,Tr[D̃p]), which implies that

1− λgνn(−λ) =
1

p

p∑
j=1

(1/n) Tr[D̃j ]

(1/n) Tr[D̃j ] + κj(λ)
=

1

p
Tr[Σn(Σn + κ(λ))−1], (A.2)

where

κj(λ) =
Tr[D̃j ]

Tr[D̃j T̃n(−λ)]
, for 1 ≤ j ≤ p,

and
κ(λ) = diag(κ1(λ), . . . , κp(λ)).

Consequently, by combining Equations (A.1) and (A.2), we obtain the deterministic equivalent
for the DOF stated in Equation (3.1), which completes the proof of Proposition 3.1.

Proof of Lemma 3.1. Let us consider the following decomposition of the predictive risk. Since
X̃ and ε̃ are independent from Xn, we can pursue the following computations to get a new
expression for r̂λ(Xn) :

r̂λ(Xn) = E[(X̃tθ̂λ − X̃tθ∗ − ε̃)2|Xn]

= E[Tr[θ̂λθ̂
t
λX̃X̃

t + θ∗θ
t
∗X̃X̃

t + ε̃2 − 2θ∗θ̂
t
λX̃X̃

t − 2ε̃θ̂tλX̃ + 2ε̃θt∗X̃]|Xn]

= σ2 + Tr[E[(θ̂λθ̂
t
λ + θ∗θ

t
∗ − 2θ∗θ̂

t
λ)|Xn]S̃p]

= σ2 + E[Tr[(θ̂λ − θ∗)(θ̂λ − θ∗)tS̃p]|Xn]

= σ2 + E[(θ̂λ − θ∗)tS̃p(θ̂λ − θ∗)|Xn] = σ2 + R̂(θ̂λ, θ∗),
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with R̂(θ̂λ, θ∗) = E[(θ̂λ − θ∗)tS̃p(θ̂λ − θ∗)|Xn]. Then by using (1.1) and (1.2), we get

θ̂λ − θ∗ = −λ(Σ̂n + λIp)
−1θ∗ + (Σ̂n + λIp)

−1X
t
nεn
n

.

Therefore, we can rewrite

R̂(θ̂λ, θ∗) = E[λ2θt∗Qp(−λ)S̃pQp(−λ)θ∗ +
εtnXn

n
Qp(−λ)S̃pQp(−λ)

Xt
nεn
n

−2λθt∗Qp(−λ)S̃pQp(−λ)
Xt
nεn
n
|Xn]

= λ2Tr[Qp(−λ)S̃pQp(−λ)E[θ∗θ
t
∗]]

+
1

n2
Tr[S̃pQp(−λ)Xt

nE[εnε
t
n]XnQp(−λ)]

=
λ2α2

p
Tr[Qp(−λ)S̃pQp(−λ)] +

σ2

n
Tr[S̃pQp(−λ)Σ̂nQp(−λ)]

=
λ2α2

p
Tr[Qp(−λ)S̃pQp(−λ)] +

σ2

n
Tr[S̃pΣ̂nQ

′
p(−λ)].

Note that Σ̂n and Qp(−λ) are commuting, one has that Q2
p(−λ) = Q′p(−λ), and moreover,

Σ̂nQ
′
p(−λ) = Qp(−λ)− λQ′p(λ). Then we get the following Bias-Variance decomposition of the

predictive risk

R̂(θ̂λ, θ∗) = Bias(θ̂λ) + Var(θ̂λ),

where

Bias(θ̂λ) =
λ2α2

p
Tr[Qp(−λ)S̃pQp(−λ)] =

λ2α2

p
Tr[S̃pQ

′
p(−λ)]

and

Var(θ̂λ) =
σ2

n
Tr[S̃pΣ̂nQ

′
p(−λ)] =

σ2

n
Tr[S̃p(Qp(−λ)− λQ′p(−λ))].

From these computations, we finally deduce the following formula of the predictive risk

r̂λ(Xn) = σ2 +
σ2

n
Tr[S̃pQp(−λ)] + λ

(
λα2

p
− σ2

n

)
Tr[S̃pQ

′
p(−λ)],

Then, Equation (3.3) directly follows from these computations since S̃p is a diagonal matrix,
which completes the proof of Lemma 3.1.

A.2 Deterministic equivalents of operator-valued Stieltjes transforms

One can remark that the deterministic equivalent given in Equation (3.4) is obtained by replacing
∆[Qp(−λ)] with Tp(−λ) in Equation (3.3). As argued in Section 3.2, even though Proposition
2.1 states that 1

n Tr[Qp(−λ)] ∼ 1
n Tr[Tp(−λ)], this equivalence is not sufficient to prove Theorem

3.1. We need to find a deterministic matrix that is a good approximation of the diagonal of
the resolvent ∆[Qp(z)] in a high-dimensional sense. To this end, we first define the following
equivalence relation in order to specify an appropriate notion of deterministic equivalent for the
matrix ∆[Qp(−λ)].

Definition A.1. Let A = (Ap)p≥1 and B = (Bp)p≥1 be a family of square complex random
matrices such that for all p ≥ 1, Ap, Bp ∈ Cp×p. Then, the two families of matrices A and B
are said to be equivalent, denoted by A ∼ B, if

lim
n→∞, p/n→c

∣∣∣∣1pTr[ApUp]−
1

p
Tr[BpUp]

∣∣∣∣ = 0, almost surely,
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for all family of deterministic matrices (Up)p≥1 satisfying :

∀p ≥ 1, Up ∈ Rp×p and ∃K > 0, sup
p≥1

max
i∈[p]
|U (i)
p | ≤ K, (A.3)

where U
(i)
p denotes the i-th diagonal entry of Up.

Then, using Definition A.1, we prove that Tp(z) is a relevant deterministic equivalent of
Qp(z) in the following sense.

Theorem A.1. Let us define the following families of matrices ∆[Q(z)] = (∆[Qp(z)])p≥1,
∆[Q′(z)] = (∆[Q′p(z)])p≥1, T(z) = (Tp(z))p≥1 and T′(z) = (T ′p(z))p≥1. Then, the following
equivalences hold:

∆[Q(z)] ∼ T(z) and ∆[Q′(z)] ∼ T′(z), for all z ∈ C \ R+.

Theorem A.1 is inspired by results from [HLN07], and it constitutes a key element in the
proof of Theorem 3.1. In order to prove Theorem A.1, we introduce the diagonal matrices

Rp(z) = diag
1≤j≤p

(R
(j)
p (z)) defined by

R(j)
p (z) =

−1

z
(

(1 + (1/n) Tr[D̃jQ̃n(z)]
) for z ∈ C \ R+,

with Q̃n(z) =
(

Σ̃n − zIn
)−1

is the resolvent matrix of Σ̃n = 1
nXnX

t
n.

Lemma A.1. Let us define ∆[Q(z)] as in Theorem A.1 and denote by R(z) the family of
matrices (Rp(z))p≥1. Then, the following equivalences hold:

∆[Q(z)] ∼ R(z),

for all z ∈ C+ = {z ∈ C,=(z) > 0}.

Proof of Lemma A.1. This proof is based on [HLN07][Lemma 6.1] which asserts that there exists

a constant K1 > 0 such that E
[∣∣∣1p Tr[(Qp(z)−Rp(z))Up]

∣∣∣2+δ/2
]
≤ K1

p1+δ/4
, where (Up)p≥1 denotes

a family of deterministic matrices satisfying (A.3). We deduce from this inequality that

E

∑
p≥1

∣∣∣∣1p Tr[(Qp(z)−Rp(z))Up]
∣∣∣∣2+δ/2

 ≤∑
p≥1

K1

p1+δ/4
< +∞.

The serie being finite, we obtain that P

[∑
p≥1

∣∣∣1p Tr[(Qp(z)−Rp(z))Up]
∣∣∣2+ε/2

< +∞

]
= 1, which

finally gives us :

P
[

1

p
Tr[(Qp(z)−Rp(z))Up] −−−−−→

n→+∞
0

]
≥ P

∑
p≥1

∣∣∣∣1p Tr[(Qp(z)−Rp(z))Up]
∣∣∣∣2+ε/2

< +∞

 = 1.

This concludes the proof of Lemma A.1.

Then, Lemma A.1 needs to be combined with the following one in order to prove Theorem
A.1.
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Lemma A.2. Let us define T(z) and R(z) as in Theorem A.1 and Lemma A.1. Then, the
following equivalences hold:

R(z) ∼ T(z),

for all z ∈ D = {z ∈ C+, |z|
|=(z)| < 2, |=(z)| > 4dγ2

max}.

Proof of Lemma A.2. Since Tp(z) and Rp(z) are diagonal matrices, the following equations hold
true

Tr[(Rp(z)− Tp(z))Up] =

p∑
i=1

(R(i)
p (z)− T (i)

p (z))U (i)
p ,

where (Up)p≥1 denotes a family of deterministic matrices satisfying (A.3), and

(R(i)
p (z)− T (i)

p (z)) = R(i)
p (z)T (i)

p (z)(1/R(i)
p (z)− 1/T (i)

p (z)).

We know from [HLN07][Proposition 5.1], that |R(i)
p (z)T

(i)
p (z)| ≤ 1

|=(z)|2 . Moreover [HLN07][Equation

(6.15)] states that

sup
1≤i≤p

E[|(1/R(i)
p (z)− 1/T (i)

p (z))|2+δ/2] ≤ K2

n1+δ/4
.

Therefore, we obtain from these inequalities and (A.3) that

E

∑
p≥1

∣∣∣∣1p Tr[(Tp(z)−Rp(z))Up]
∣∣∣∣2+δ/2

 ≤
∑
p≥1

1

p

p∑
i=1

|U (i)
p |2+δ/2E

[
|T (i)
p (z)−R(i)

p (z)|2+δ/2
]

≤
∑
p≥1

K2+δ/2K2

|=(z)|2p1+δ/4

≤
∑
p≥1

K̃

p1+δ/4

< +∞,

with K̃ = K2+δ/2K2
16d2γ4max

, since z ∈ D. Therefore, arguing as in the proof of Lemma A.1, we obtain

that

P
[

1

p
Tr[(Tp(z)−Rp(z))Up] −−−−−→

n→+∞
0

]
= 1,

and this concludes the proof of Lemma A.2.

Proof of Theorem A.1. Since the equivalence relation introduced in Definition A.1 is transitive,
we deduce from Lemma A.1 and Lemma A.2 that

1

p
Tr[Qp(z)Up] ∼

1

p
Tr[Tp(z)Up], (A.4)

for z ∈ D. It remains to prove that this equivalence is true for z ∈ C \ R+. To this end, let us
define the function

fp(z) =
1

p
Tr[Qp(z)Up]−

1

p
Tr[Tp(z)Up]

for z ∈ C\R+. Proving that (A.4) holds for z ∈ C\R+ is equivalent to prove that fp(z) converges
uniformly to zero. This function is analytic on z ∈ C \ R+ since Qp(z) and Tp(z) are analytic

[HLN07][Proposition 5.1]. For 1 ≤ i ≤ p, T (i)
p (z) is a Stieltjes transforms [HLN07][Theorem 2.4],
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then we can state that |T (i)
p (z)| ≤ 1

dist(z,R+)
with z ∈ C \ R+, according to [HLN07][Proposition

2.2]. Moreover, we deduce from [HLN07][Proposition 2.3] and [HS12][Theorem 5.8] that |Q(i)
p (z)| ≤‖

Qp(z) ‖sp≤ 1
dist(z,R+)

, where ‖ . ‖sp is the spectral norm, Q
(i)
p (z) denotes the i-th diagonal entry

of Qp(z) and z ∈ C \ R+. Thus, using (A.3), we have proved that

|1
p

Tr[Qp(z)Up]| ≤
K

dist(z,R+)
and |1

p
Tr[Tp(z)Up]| ≤

K

dist(z,R+)
. (A.5)

Hence, for each compact subset C ⊂ C \ R+, fp is uniformly bounded on C,

|fn(z)| ≤ 2K

δC
,

where δC is the distance between C and R+. Then, by the normal family Theorem [Rud87][Theorem
14.6] there exists a sub-sequence fpk which uniformly converges to f∗ that is an analytical func-
tion on C \ R+. Let (zk)k∈N be a sequence with an accumulation point in D. Then, for each k,
fp(zk)→ 0 with probability one as p tends to +∞. This implies that f∗(zk) = 0 for each k. We
finally obtain that f∗ is identically zero on C \ R+. Therefore fp converges uniformly to zero
which proves that (A.4) holds for z ∈ C \ R+.

Now, it remains to prove that

1

p
Tr[Q′p(z)Up] ∼

1

p
Tr[T ′(z)Up]. (A.6)

The functionsQp(z) and Tp(z) being analytic on C\R+ [HS12][Theorem 1.2],[HLN07][Proposition
5.1], the Cauchy integral formula yields that

T ′p(z) =
1

2πi

∫
ρ

Tp(w)

(w − z)2
dw and Q′p(z) =

1

2πi

∫
ρ

Qp(w)

(w − z)2
dw,

where ρ is a path around z in C \ R+. Hence, we have that

1

p
Tr[Q′p(z)Up]−

1

p
Tr[T ′p(z)Up] =

1

p
Tr

[∫
ρ

Qp(w)− Tp(w)

(w − z)2
dw Up

]

=

∫
ρ

1

p

Tr[(Qp(w)− Tp(w))Up]

(w − z)2
dw.

Since we have proved that (A.4) holds on C \ R+, we obtain that for all w ∈ ρ

lim
n→∞, p/n→c

1

p
Tr[(Qp(w)− Tp(w))Up] = 0.

Moreover, for w ∈ C \ R+, we have from (A.5) that

1

p

|Tr[(Qp(w)− Tp(w))Up]|
|w − z|2

≤ 2K

dist(z,R+)|w − z|2
≤ 2K

dist(ρ,R+)|w − z|2
.

As 2K
dist(ρ,R+)|w−z|2 is integrable on ρ, using the dominated convergence theorem, we obtain that

(A.6) holds for z ∈ C \ R+ which completes the proof of Theorem A.1.

A.3 Proof of the main results

We have now all the ingredients needed to prove Theorem 3.1.
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Proof of Theorem 3.1. Since Assumption 2.2 hold true for the variance profile S̃p, it follows that

(S̃p)p≥1 satisfy (A.3). Thus, we deduce from Theorem A.1 that

1

p
Tr[Qp(z)S̃p] ∼

1

p
Tr[Tp(z)S̃p] and

1

p
Tr[Q′p(z)S̃p] ∼

1

p
Tr[T ′(z)S̃p]. (A.7)

Hence Equation (3.4) directly follows from (A.7) and (3.3) which concludes the proof of Theorem
3.1.

Proof of Lemma 3.2. We assume that Assumptions 2.1 and 2.2 hold true in all this proof. Ac-
cording to [HLN07][Theorem 2.4], Tp(−λ) can be expressed as follows for λ > 0

Tp(−λ) =

∫
R+

µ(dw)

w + λ
, (A.8)

where µ = (µij) is a positive p × p matrix valued measure such that µij(R+) = δij . Moreover,
λ 7→ 1

w/λ+1 is differentiable for w ∈ R+, its derivative w 7→ w
(w+λ)2

is measurable for λ > 0 and

| w
(w+λ)2

| ≤ 1, thus Tp(−λ) is differentiable and

T ′p(−λ) =

∫
R+

µ(dw)

(w + λ)2
.

As stated in Proposition 2.1 1
pTr[Tp(z)] is a Stieltjes transform

1

p
Tr[Tp(z)] =

∫
R+

νp(dw)

w + λ
, (A.9)

where there exists π∗ ∈ [0, 1] and π : (0,+∞) → [0,+∞) a locally Hölder-continuous function
such that νp(dw) = π∗δ0(dw) + π(dw)1w>0dw [AEK17b][Theorem 2.1].

Under the additional Assumptions 2.3 and 2.4, [AEK17b][Theorem 2.9] asserts that there
exists τ > 0 such that π((0, τ ]) = 0 and if p < n then π∗ = 0. Hence we get from Equation (A.8)
that ∫ τ

0

1
pTr(µ(dw))

w + λ
=

∫ τ

0

νp(dw)

w + λ
= 0. (A.10)

Since 1
w+λ > 0 for λ > 0 and w ≥ 0, we deduce from Equation (A.10) that 1

p

∑p
i=1 µii((0, τ ]) = 0.

Which gives us µii((0, τ ]) = 0 for 1 ≤ i ≤ p because (µii)1≤i≤p are positive measures. Hence

Tp(−λ) =
π∗
λ

+

∫ +∞

τ

µ(dw)

w + λ
.

Let’s focus on the case p < n, we then have

Tp(−λ) =

∫ +∞

τ

µ(dw)

w + λ
.

Moreover, | 1
w+λ | ≤

1
τ for λ > 0 and w ≥ τ , thus by the dominated convergence theorem Tp(−λ)

admits a limit when λ tends to 0, we denote Tp(0
−) =

∫ +∞
τ

µ(dw)
w this limit. A similar proof

allows us to state that T ′p(−λ) admits a limits when λ tends to 0, we denote T ′(0−) =
∫ +∞
τ

µ(dw)
w2

this limit.
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Proof of Corollary 3.1. As stated in Section 2.3, in the case of a quasi doubly stochastic variance
profile, Tp(z) is a scalar matrix. Especially, Tp(z) = mp(z)Ip where mp(z) is the Stieltjes
transform of the Marchenko-Pastur distribution. Moreover, following Equation (A.9) we get

mp(z) =

∫
R+

νp(dw)

w + λ
,

with νp(dw) = π∗δ0(dw) + π(dw)1w>0dw. We have seen in the previous proof that there exists
τ > 0 such that νp((0, τ ]) = 0 and if p < n then π∗ = 0. This implies that 0 belongs to the
domain of definition of mp(.). Hence lim

λ→0
Tp(−λ) = lim

λ→0
mp(−λ) = mp(0) and consequently

Tp(0
−) = mp(0).

We prove symmetrically that if p > n then 0 belongs to the domain of definition of m̃n(.).
Moreover, we have seen in Section 3.1 that in the case of a quasi doubly stochastic variance
profile κ(z) = 1

m̃n(z)In. Note that m̃n(0) =
∫ +∞
τ̃

ν̃n(dw)
w is positive. Hence we conclude that

κ(0+) = 1
m̃n(0)In. We prove κ′(0+) = m̃′n(0)

m̃2
n(0)

In the same way.

Proof of Corollary 3.2. We assume that Assumptions 2.1 and 2.2 hold true in all this proof. We
first focus on the limit with λ → +∞. According to [HLN07][Theorem 2.4], Tp(−λ) can be
expressed as follows for λ > 0

Tp(−λ) =

∫
R+

µ(dw)

w + λ
=

1

λ

∫
R+

µ(dw)

w/λ+ 1
,

where µ = (µij) is a p × p matrix valued measure such that µ(R+) = Ip. Since w 7→ 1
w/λ+1 is

a measurable function for λ > 0, lim
λ→+∞

1
w/λ+1 = 1 for w ∈ R+ and | 1

w/λ+1 | ≤ 1, we deduce from

the dominated convergence theorem that∫
R+

µ(dw)

w/λ+ 1
−−−−→
λ→+∞

Ip.

Which finally gives us

Tp(−λ) −−−−→
λ→+∞

0p. (A.11)

Moreover, λ 7→ 1
w/λ+1 is differentiable for w ∈ R+, its derivative w 7→ w

(w+λ)2
is measurable for

λ > 0 and | w
(w+λ)2

| ≤ 1, thus Tp(−λ) is differentiable and

T ′p(−λ) =

∫
R+

µ(dw)

(w + λ)2
.

We can prove the following limits the same way we proved (A.11)

λT ′p(−λ) −−−−→
λ→+∞

0p and λ2T ′p(−λ) −−−−→
λ→+∞

Ip. (A.12)

Hence by combining (A.11) and (A.12), we get the limit of the predictive risk for large λ:

lim
λ→+∞

rλ(Υn) =
α2

p
Tr[S̃p] + σ2.

Let’s now compute the limit of the predictive risk for small λ. Considering the definition of
Tp(0

−) and T ′p(0
−) given in Lemma 3.2, we directly get the limit of rλ(Υn) when p < n

lim
λ→0, λ>0

rλ(Υn) = σ2 +
σ2

n
Tr[S̃pTp(0

−)].
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Let’s now suppose that p > n. We have from (2.1) that

T (j)
p (−λ) =

κj(λ)

λ( 1
nTr[D̃j ] + κj(λ))

, for 1 ≤ j ≤ p,

with κj(λ) =
Tr[D̃j ]

Tr[D̃j T̃n(−λ)]
. Let’s denote κ(λ) = diag(κj(λ))

1≤j≤p
, we then have a new expression of

Tp(−λ)

Tp(−λ) =
1

λ
κ(λ)(Σn + κ(λ))−1. (A.13)

This equation allows us to derive a new formula for the predictive risk

rλ(Υn) = σ2 +
α2

p
Tr[S̃pκ(λ)(Σn + κ(λ))−1] +

(
σ2

n
− λα2

p

)
Tr[κ′(λ)S̃pΣn(Σn + κ(λ))−2].

Moreover, according to Lemma 3.2 κ(λ) and κ′(λ) admit limits when λ tends to 0. Thus we
finish this proof by getting considering the definitions of κ(0+) and κ′(0+) from Lemma 3.2.

lim
λ→0, λ>0

rλ(Υn) =
α2

p
Tr[S̃pκ(0+)(Σn + κ(0+))−1] +

σ2

n
Tr[κ′(0+)S̃pΣn(Σn + κ(0+))−2] + σ2.

Proof of Corollary 3.3. Let us prove Equation (3.5). The function g : λ 7→ r̂λ(Xn) is differen-
tiable for λ > 0, with

g′(λ) = 2
(λα2

p
− σ2

n

)
Tr[ΣnΣ̂nQp(λ)3]

Since the symmetric and positive semi-definite matrices Σ̂n and Qp(λ)3 are commuting, then
ΣnΣ̂nQp(λ)3 is also symmetric positive semi-definite.

Thus Tr[ΣnΣ̂nQp(λ)3] ≥ 0 which means that the sign of g′(λ) only depends on
(
λα2

p −
σ2

n

)
.

Indeed, if λ ≤ λ∗ then g′(λ) ≤ 0, and if λ ≥ λ∗ then g′(λ) ≥ 0. This proves that Equation (3.5)
holds true, and this concludes the proof of Corollary 3.3.

A.4 Random matrices with a variance profile in free probability

We conclude this section by relating the computation of Tp(z) to the notion of R-transform in
operator-valued free probability. The study of the spectral distribution of a generalized Wigner
matrix (that is with a variance profile) dates back to [Shl96], where, using Voiculescu’s notion
of asymptotic freeness [VDN92], Shlyakhtenko proved that independent generalized Wigner
matrices are asymptotically free with amalgamation over the diagonal. This property has then
further been studied in [ACD+21, Mal20] for independent permutation invariant matrices with
variance profiles.

More formally, let Dp(C)+ (resp. Dp(C)−) denotes the set of diagonal matrices Z of size p
with diagonal complex entries having positive (resp. negative) imaginary parts. Recall that, for
any square matrix A, we denote by ∆[A] the diagonal matrix whose diagonal entries are those
of A. The operator-valued Stieltjes transform GA of a Hermitian matrix A is then defined as the
map

GA : Dp(C)− → Dp(C)+

Z 7→ ∆
[
(A−Z)−1

]
,

(A.14)
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and it is sometimes defined as −GA. The operator-valuedR-transformRA of a Hermitian matrix
A is the unique analytic map satisfying,

GA(Z) =
(
−Z +RA

(
− GA(Z)

))−1
, (A.15)

for all Z in Dp(C)− whose diagonal entries have imaginary parts large enough in absolute value.
An efficient way to produce a deterministic equivalent for a random matrix A is then to find
a simple approximation R�

A of RA. In this manner, one can then approximate the operator-
valued Stieltjes transform of A by the solution of the fixed point equation (A.15) where RA is
replaced by R�

A. This method also allows us to compute the spectrum of perturbations of A by
independent matrices, see for instance [BM20].

For a generalized Wigner matrix Wp of size p × p with a symmetric variance profile Γp,
Shlyakhtenko proves [Shl96] that a good approximation of RWp is the deterministic linear map

R�
Wp

(Z) = deg

(
1

p
ΓpZ

)
, for all Z ∈ Dp(C)−,

where for a matrix A, we denote by deg(A) the diagonal matrix, whose k-diagonal element is
the sum of the entries of the k-row of A.

To the best of our knowledge, apart from generalized Wigner matrices, there does not exist
any other class of random matrices for which a simple approximation of the diagonal-valued
R-transform is known yet. Nevertheless, we ca now remark that, for Z = zIp with z ∈ C \ R+,
the diagonal matrix Tp(z) solution of the Dyson equation (2.3) can be written as satisfying the
fixed-point equation

Tp(z) =
(
−zIp +R�

Σn(−Tp(z))
)−1

,

where R�
Σn

is the non-linear map

R�
Σn(Z) = deg

(
1

n
Γtn

[
In − deg

(
1

n
ΓnZ

)]−1
)
, for all Z ∈ Dp(C)−.

This suggests that R�
Σn

is indeed a simple approximation of the operator-valued R-transform of
Σn.

References
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