
HAL Id: hal-04556790
https://hal.science/hal-04556790

Submitted on 23 Apr 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

A Posteriori Local Subcell Correction of High-Order
Discontinuous Galerkin Scheme for Conservation Laws

on Two-Dimensional Unstructured Grids
François Vilar, Rémi Abgrall

To cite this version:
François Vilar, Rémi Abgrall. A Posteriori Local Subcell Correction of High-Order Discontinuous
Galerkin Scheme for Conservation Laws on Two-Dimensional Unstructured Grids. SIAM Journal on
Scientific Computing, 2024, 46 (2), pp.A851-A883. �10.1137/22M1542696�. �hal-04556790�

https://hal.science/hal-04556790
https://hal.archives-ouvertes.fr


A POSTERIORI LOCAL SUBCELL CORRECTION OF HIGH-ORDER
DISCONTINUOUS GALERKIN SCHEME FOR CONSERVATION LAWS ON

TWO-DIMENSIONAL UNSTRUCTURED GRIDS

FRANÇOIS VILAR ∗ AND RÉMI ABGRALL†

Abstract. In this paper, we present the two-dimensional unstructured grids extension of the a posteriori local subcell
correction (APLSC) of discontinuous Galerkin (DG) schemes introduced in [42]. The technique is based on the reformulation
of DG scheme as a finite volume (FV) like method through the definition of some specific numerical fluxes referred to as
reconstructed fluxes. High-order DG numerical scheme combined with this new local subcell correction technique ensures
positivity preservation of the solution, along with a low oscillatory and sharp shocks representation.
The main idea of this correction procedure is to retain as much as possible the high accuracy and the very precise subcell
resolution of DG schemes, while ensuring the robustness and stability of the numerical method, as well as preserving physical
admissibility of the solution. Consequently, an a posteriori correction will only be applied locally at the subcell scale where
it is needed, but still ensuring the scheme conservativity. Practically, at each time step, we compute a DG candidate solution
and check if this solution is admissible (for instance positive, non-oscillating, . . . ). If it is the case, we go further in time.
Otherwise, we return to the previous time step and correct locally, at the subcell scale, the numerical solution. To this end,
each cell is subdivided into subcells. Then, if the solution is locally detected as bad, we substitute the DG reconstructed flux
on the subcell boundaries by a robust first-order numerical flux. For subcell detected as admissible, we keep the high-order
DG reconstructed flux which allows us to retain the very high accurate resolution and conservation of the DG scheme. As a
consequence, only the solution inside troubled subcells and its first neighbors will have to be recomputed, elsewhere the solution
remains unchanged. Another technique blending in a convex combination fashion DG reconstructed fluxes and first-order FV
fluxes for admissible subcells in the vicinity of troubled areas will also be presented and prove to improve results in comparison
to the original algorithm introduced in [42]. Numerical results on various type of problems and test cases will be presented to
assess the very good performance of the designed correction algorithm.

Key word. a posteriori correction, subcell correction, arbitrary high-order, DG subcell FV formulation, positivity-
preserving scheme, hyperbolic conservation laws, subcell conservative scheme

1. Introduction. This paper is devoted to the extension of the a posteriori local subcell correction
(APLSC) method introduced in [42] to the two-dimensional unstructured case. It is well known that hyper-
bolic partial differential equations generally lead, in finite time, to discontinuous weak solutions. In numerical
simulations, this aspect has to be dealt with, and this issue has been one of the main questions to address in
the design of numerical methods for hyperbolic problems. Another core problem is the one of accuracy. The
last one is that the problem is well set only if the solution belongs to an admissibility set called invariant
domain. For example, for the gas dynamics Euler equations, the density and the internal energy must stay
positive. It is particularly difficult to address, simultaneously, these three questions together, because those
constraints are antagonistic. These questions have been at the center of algorithmic developments since
decades, one may mention [3, 41, 18, 23, 52] and the reference herein.
The Discontinuous Galerkin (DG) method is one of the most widely used numerical scheme, especially in the
context of computational fluid dynamics. Cockburn, Shu et al. in a series papers (see [7] and the reference
therein)have paved the road to efficient methods for fluid dynamics. DG methods allow to reach any arbitrary
order of accuracy, while keeping the stencil compact, along with other good properties such as built-in entropy
stability and hp-adaptivity. However, though recent progress have been done [37], designing methods that
are oscillation free and compliant with the invariant domain is not a trivial matter. Controlling spurious
oscillations has been studied in many papers, among which [2, 4, 25, 50, 22, 28, 33]. Staying in the invariant
domain has also been made possible, see for example [52, 49, 15]. However, this is often achieved to the cost
of enlarging the width of the discontinuous patterns, and some time a loss of accuracy.
Other methods have recently gained in popularity, the so-called subcell techniques. Here the idea is to
subdivide the bad cells, and to adopt a special procedure with the hope of curing the negative aspects of
the original scheme. Some examples of this strategy can be found in [20, 40]. For example, [20], the authors
use a convex combination between high-order DG schemes and first-order Finite-Volumes (FV) on a subgrid,
allowing them to retain the very high accurate resolution of DG in smooth areas and ensuring the scheme’s
robustness in the presence of shocks. Similarly, in [40], after having detected the troubled zones, cells are
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then subdivided into subcells, and a robust first-order finite volume scheme is performed on the subgrid in
troubled cells. Alternatively, some robust high-order scheme as MUSCL or WENO could either be used to
avoid too much accuracy discrepancy. Note that in general this methods are tuned for Cartesian meshes.
Another approach which is worth to be mentioned is the so-called MOOD technique, [6, 8, 9]. Through this
procedure, the order of approximation of the numerical scheme is locally reduced in an a posteriori sequence
until the solution becomes admissible, i.e oscillation free and the solution lives in the invariant domain. In
[11, 10], a subcell FV technique similar to the one presented in [40] has been applied to the a posteriori
paradigm. In practice, if the numerical solution in a cell is detected as bad, the cell is then subdivided into
subcells and a first-order finite volume, or alternatively other robust scheme (second-order TVD FV scheme,
WENO scheme, . . . ), is applied on each subcell. Then, through these new subcell mean values, a high-order
polynomial is reconstructed on the primal cell. This correction procedure has the benefit to be very simple
and robust, and is able to preserve the high accuracy of DG schemes in smooth areas.
In all these aforementioned limitation techniques, a priori and a posteriori, the high-order DG polynomial
is either globally modified in the cell, or even discard as it is in the (H)WENO limiter or any a posteriori
correction technique in troubled cells. Since one of the main advantage of high-order scheme is to be able to
use coarse grids while still being very precise, one can see that there is a waste of information here, as well
as unnecessary computational effort made. This problem was addressed for the one-dimensional case in [42].
This new technique relies on the reformulation of DG schemes as a FV-like scheme defined on a subgrid. First,
as the number of subcells matches the dimension of the polynomial solution space, the numerical solution
inside a cell can be uniquely defined by either a high degree polynomial, or as a piecewise constant solution
through its different subcell mean values; the connection between the two being done via a projector. Second,
by means of particular basis functions introduced in [42], which are nothing but the L2 projection over the
polynomial space of the subcells indicator function, the DG volume and boundary terms can be rewritten
as flux differences. Such theoretical analysis is relatively simple in one dimension in space, but much more
challenging in two dimensions.
The format of the paper is as follows. Extending the theoretical analysis introduced in [42] and using ideas
from [36], we first reinterpret unstructured grid DG scheme as a subgrid FV-like scheme, through the definition
of particular fluxes that we referred to as reconstructed fluxes. These DG reconstructed fluxes are analytically
computed, and the analysis shows how those fluxes are connected to the interior polynomial flux and the jump
at the cell interface between the interior flux and the DG numerical flux. Let us emphasize that reformulation
of DG scheme as a subcell finite-volume method can be performed regardless the form of the element: this
is thus not limited to quadrilateral nor triangular cells, but can be done on general polygonal elements. This
theoretical part is done in section 2, where a discussion on the type of subcells is also provided. Using this
equivalent formulation, we can proceed by means of an a posteriori paradigm as follows: at each time step,
we compute a DG candidate solution and check if this solution is admissible. If it is the case, we go further in
time. Otherwise, we return to the previous time step and correct locally, at the subcell scale, the numerical
solution. In the subcells where the solution was detected as bad, we substitute the DG reconstructed flux on
the subcell boundaries by a robust first-order numerical flux. For subcells detected as admissible, we keep the
high-order reconstructed flux which allows us to retain the very high accurate resolution and conservation
property of DG schemes. Consequently, only the solution inside troubled subcells and their first neighbors
will have to be recomputed. Elsewhere, the solution remains unchanged. This correction procedure is then
extremely local. Another technique blending in a convex combination fashion DG reconstructed fluxes and
first-order FV fluxes for admissible subcells in the vicinity of troubled areas will also be presented and prove
to improve results in comparison to the original algorithm. This procedure and all the technical details are
described in section 3. Section 4 provides numerical results, and a conclusion follows.

2. DG method as a subcell FV scheme. This section is devoted to the demonstration of the
equivalency between DG schemes and a FV-like method on a subgrid provided the definition of particular
fluxes. To remain as simple as possible, two-dimensional Scalar Conservation Laws (SCL) will be considered.
Let u = u(x, t), for x ∈ ω ⊂ R2 and t ∈ [0, T ], be the solution of the following system,

(2.1a)

(2.1b)

{
∂t u(x, t) +∇x � F (u(x, t)) = 0, (x, t) ∈ ω × [0, T ],

u(x, 0) = u0(x), x ∈ ω,
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where u0 is the initial data and F (u) the 2D flux function. For the subsequent discretization, let us introduce
the following notation. Let {ωc}c be a generic partition of the domain ω into non-overlapping cells, with |ωc|
being the size of ωc. We also partition the time domain in intermediate times (tn)n with ∆tn = tn+1 − tn

the nth time step. In the DG frame, the numerical solution is considered piecewise polynomial over the
domain, and hence developed on each cell onto P k(ωc), the set of polynomials of degree up to k defined on
cell ωc. This space approximation theoretically leads to a (k + 1)th space order accurate scheme. Let uch be
the restriction of uh, the piecewise polynomial approximation of the solution u, over the cell ωc

uch(x, t) =

Nk∑

m=1

ucm(t)σc
m(x),(2.2)

where the ucm are the Nk successive components of uch over the polynomial basis {σc
m}m. We recall that in

the two-dimensional case Nk = (k+1)(k+2)
2 . The coefficients ucm present in (2.2) are the solution’s moments to

be computed through a local variational formulation on ωc. To this end, one has to multiply equation (2.1a)
by ψ ∈ P k(ωc), a polynomial test function, and then integrate then on ωc. By means of an integration by
parts and substituting the solution u by its approximated polynomial counterpart uch, one gets

∫

ωc

∂ uch
∂t

ψ dV =

∫

ωc

F (uch) �∇xψ dV −
∫

∂ωc

ψ Fn dS, ∀ψ ∈ Pk(ωc).(2.3)

The numerical solution uch is then the unique polynomial function defined in P k(ωc) satisfying equation
(2.3) for all function ψ ∈ Pk(ωc). In (2.3), the numerical flux function Fn, in addition to ensure the scheme
conservation, is the cornerstone of any finite volume or DG scheme regarding fundamental considerations as
stability, positivity and entropy among others. In this context, this numerical flux is defined as a function of
the two states on the left and right of each interface

Fn = F
(
u−, u+,n

)
,(2.4)

with u− = lim
ϵ→ 0+

uch(xi − ϵn, t) and u+ = lim
ϵ→ 0+

uvh(xi + ϵn, t), where ωv is a face neighboring cell of ωc,

while xi and n respectively stand for a point and the unit outward normal of the separating interface. From
now on, we refer Vc to as the set containing the face neighboring cells of ωc. Function F is generally obtained
through the resolution of an exact or approximated Riemann problem. In the remainder of this paper, for
sake of simplicity, we make use of the very well-known global Lax-Friedrichs numerical flux which reads

F(u, v,n) =

(
F (u) + F (v)

)

2
� n− γ

2
(v − u),(2.5)

where γ = sup
w

(∥dw F (w)∥2).

Now, taking in (2.3) the test function ψ among the polynomial basis functions leads to the following linear
system allowing the calculation of the solution moments ucm

Nk∑

m=1

ducm
dt

∫

ωc

σc
m σc

p dV =

∫

ωc

F (uch) �∇xσ
c
p dV −

∫

∂ωc

σc
p Fn dS, ∀ p ∈ [1, Nk].(2.6)

The terms
∫
ωc

F (uch) �∇xσ
c
p dV and

∫
∂ωc

σc
p Fn dS are respectively referred to as volume and surface integrals.

In (2.6), we identify
∫
ωc
σc
m σc

p dV = (Mc)mp as the generic coefficient of the symmetric mass matrixMc. The

scheme (2.6) can then be reformulated in a compact matrix-vector form as follows

Mc
dUc

dt
= Φc,(2.7)

with (Uc)m = ucm the solution vector filled with the polynomial moments, and where the so-called DG

residuals Φc write

(Φc)m =

∫

ωc

F (uch) �∇xσ
c
m dV −

∫

∂ωc

σc
m Fn dS.(2.8)

3



Similarly to what has been done in the one-dimensional case in [42], let us now demonstrate the equivalency
between discontinuous Galerkin schemes and a finite volume like method on a subgrid, and exhibit the
corresponding subcell numerical fluxes that will be referred to as high-order reconstructed fluxes. To do
so, we first need to subdivide the mesh cells into subcells. Let us emphasize that to obtain a relation of
equivalency, one would need the same number of Degrees of Freedom (DoF) as number of subcells. Even
if the choice of the cells subdivision may have an effect of the DG correction technique, for the following
theoretical part it has no influence what so ever. The only constrain is that the projection matrix Pc further
introduced in (2.11) has to been non-singular. Many subdivisions can be found in the literature for other
methods relying on subgrid, as spectral volume methods for instance [47, 16] or subcell shock capturing
technique as [20]. In Figure 1, three types of subdivision are displayed for both a triangular cell and a
polygonal cell, in the case of a 4th-order DG scheme. Let us note that the one depicted in Figure 1(b) is the
most widely used in triangle mesh subgrid techniques, and has the advantages to be invariant by rotation and
can be generated for any order of accuracy. For numerical applications, this subdivision will be compared to
a way simpler one, Figure 1(a), which has the benefits to be extremely simple to implement and where the
subcells normals are nothing but the primal triangular cell ones.

S1 S2 S3 S4

S5 S6 S7

S8 S9

S10

(a)

S1 S2 S3 S4

S5

S6

S7

S8

S9

S10

(b)

S1

S2

S3
S4

S5 S6

S7S10

S9
S8

(c)

Fig. 1. Examples of subdivision for a P3 DG scheme.

Even if only triangular grids are considered for numerical applications, let us emphasize that the following
demonstration as well as the subcell correction technique presented in this paper are not limited to this case.
Any grid made of generic polygonal cells can be considered. An example of a possible subdivision for P3-DG
scheme is displayed in Figure 1(c). Curvilinear meshes with curvilinear cell subdivision could also be used,
and will be the topic of a near future paper.
That being said, let us consider a cell ωc and its subdivision into Nk subcells Sc

m, for m ∈ [1, Nk]. For any
function ψ ∈ L2(ωc), we define the corresponding subcell mean values, also referred to as submean values

ψ
c

m =
1

|Sc
m|

∫

Sc
m

ψ dV.(2.9)

Let us now reformulated DG as a FV-like scheme provided the definition of the so-called reconstructed fluxes.

2.1. Reconstructed flux through residuals. Applying definition (2.9) to ∂tu
c
h and by means of (2.2)

ducm
dt

=
1

|Sc
m|

Nk∑

q=1

ducq
dt

∫

Sc
m

σc
q dV,(2.10)

which can be put into into a matrix-vector form as
dUc

dt
= Pc

dUc

dt
where the projection matrix Pc, which

has to be invertible for the subdivision to be admissible, is defined as

(Pc)mp =
1

|Sc
m|

∫

Sc
m

σc
p dV.(2.11)
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The vector Uc contains the cell submean values, i.e. (Uc)m = ucm. Now, by means of DG scheme definition

(2.7), it follows that
dUc

dt
= PcM

−1
c Φc. To express this relation as a FV-like scheme, we now introduce the

DG reconstructed flux F̂n such that

ducm
dt

= − 1

|Sc
m|

∫

∂Sc
m

F̂n dS.(2.12)

By introducing V c
m, the set of face neighboring subcells of Sc

m, this last expression rewrites

ducm
dt

= − 1

|Sc
m|

∑

Sv
p ∈V c

m

∫

fc
mp

F̂n dS,(2.13)

where f cmp denotes the face between subcells Sc
m and Sv

p . Let us emphasize that Sv
p ∈ V c

m can either be
inside cell ωc or in one of its neighbors ωv with v ̸= c. This situation is displayed in Figure 2 where Sc

m would
be colored red, while its faces neighboring subcells would be colored green. Now, similarly to what has been
done in the 1D case, we impose that on the boundary of cell ωc the reconstructed flux coincides with the DG
numerical flux

F̂n|∂ωc
= Fn.(2.14)

Expression (2.13) rewrites as

ducm
dt

= − 1

|Sc
m|




∑

Sc
p ∈

(

V c
m

∫

fc
mp

F̂n dS +

∫

∂Sc
m∩∂ωc

Fn dS


 ,(2.15)

where

(

V c
m stands for the set containing only the face neighboring subcells of Sc

m inside ωc. For now on,
an orientation will be assigned to each face. Then, taking two subcells Sc

m and Sv
p , we introduce the sign

function εcmp defining the orientation of face f cmp

(2.16) εcmp =





1 if Sv
p ∈ Vc

m and v ̸= c,

1 if Sv
p ∈ Vc

m with v = c and m < p,
−1 if Sv

p ∈ Vc
m with v = c and m > p,

0 if Sv
p /∈ Vc

m.

Obviously, ∀Sc
p ∈

(

Vc
m, we have εcpm = −εcmp. Now, unlike the 1D case where a pointwise definition of the

reconstructed flux was given inside the cell, we make use here of a face integrated version of the high-order
DG reconstructed flux. Indeed, for a face f cmp, let F̂mp be defined as follows

∫

fc
mp

F̂n dS = εcmp F̂mp.(2.17)

Since the face orientation has been carried through εcmp, the face integrated quantity F̂mp is then continuous,

i.e. ∀Sc
p ∈

(

Vc
m, F̂pm = F̂mp. Now, denoting by N c

f the number of subcells’ faces inside ωc, meaning not

belonging to ∂ωc (see Fig. 1 where those interior faces are colored green), let us introduce F̂c ∈ RNc
f the

vector containing all the interior faces reconstructed fluxes. The subcell mean values governing equations
(2.15) then yield the following system

−Ac F̂c = Dc
dUc

dt
+Bc,(2.18)
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where Ac ∈ MNk×Nc
f
, defined as (Ac)mp = εcmp, stands for the adjacency matrix, the subcells volume matrix

Dc = diag
(
|Sc

1|, . . . , |Sc
Nk

|
)
and (Bc)m =

∫

∂Sc
m∩∂ωc

Fn dS carries the cell boundary contribution. Finally, we get

−Ac F̂c = Dc PcM
−1
c Φc +Bc.(2.19)

To solve such system, and obtain an explicit expression of the reconstructed fluxes F̂c, we make use of the
same graph Laplacian technique employed in [36] in a similar context. To do so, let us introduce Lc = AcA

t
c,

the graph Laplacian matrix which its generic coefficient writes as follows

(2.20) (Lc)mp =





∣∣ (

V c
m

∣∣ if m = p,

−1 if Sv
p ∈

(

V c
m,

0 otherwise.

Such matrix is symmetric, and its rank and kernel are respectively Nk − 1 and span{1}. Due to these
properties, and by means of Lc diagonalization through an orthogonal matrix, it follows that

Lc L−1
c = L−1

c Lc = INk
−Π.(2.21)

Here, INk
is the identity matrix, Π = 1

Nk
(1⊗ 1) and L−1

c is the pseudo-inverse of Lc. Now, in order to
define this latter matrix, let us introduce T = Lc + λΠ, for any constant λ ̸= 0. Matrix T has the same
eigendecomposition as Lc, apart from the null eigenvalue which has been substituted by λ. Such matrix is
then invertible and it directly follows that L−1

c = (Lc + λΠ)−1 − Π/λ. In order to solve (2.19), let us first
focus on the following problem

{
For a given C ∈ RNk ,find Y ∈ RNk s.t. Lc Y = C

}
.(2.22)

This problem admits solutions if and only if C ∈ Im(Lc), condition we can recast into Lc L−1
c C = C. By

means of relation (2.21), this previous condition can be reformulated as C �1 = 0. Then, under this particular
condition, problem (2.22) admits the following general solutions

Y = L−1
c C+ (INk

− L−1
c Lc) Z, ∀ Z ∈ RNk .(2.23)

Seeking solutions of (2.19) we are not directly concerned with (2.22) but with a Ac X = C type of problem,
with X ∈ RNc

f . But by setting X = At
c Y, it follows again that the latter problem admits solutions if and

only if C � 1 = 0, and it appears that this solution is in fact unique, as

X = At
c L−1

c C+At
c

(
INk

− L−1
c Lc︸ ︷︷ ︸

Π

)
Z, ∀ Z ∈ RNk ,

= At
c L−1

c C,(2.24)

since At
c Π = 0Nk

. Following this procedure, we are now able to exhibit the following unique definition of the
DG reconstructed flux

F̂c = −At
c L−1

c

(
Dc PcM

−1
c Φc +Bc

)
.(2.25)

This unique solution does exit since
(
Dc PcM

−1
c Φc +Bc

)
� 1 = 0 (see Appendix A.1).

Remark 1. In the definition of the reconstructed flux through DG residual, (2.25), the only time dependent
terms are Φc, the residual which is directly available in any DG code, and the boundary contribution Bc.
All the other terms can be evaluated initially, once and for all. Furthermore, if all mesh cells have the same
structure, as triangles for example, then by means of a mapping to a referential element, the projection matrix
Pc, the adjacency matrix Ac and the generalized inverse of the graph Laplacian matrix L−1

c do not depend on
the cell under consideration, but only on the order of approximation and on the choice of the subdivision.
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Once we have computed the reconstructed flux F̂c, we can simply recover the polynomial solution governing
equation as follows

dUc

dt
= −P−1

c D−1
c

(
Ac F̂c +Bc

)
.(2.26)

Now, for a deeper understanding of the reconstructed flux F̂c defined in (2.25), let us seek its relation with
the interior flux F (uch) and the DG numerical flux Fn.

2.2. Reconstructed flux through fluxes. In this section, we aim at expressing the reconstructing
fluxes only through the interior flux F (uch) and a correction term taking into account the jump at the cell
boundaries, similarly to what is done in SBP operator with SAT boundary treatment [13, 14] or CPR schemes
[21, 45]. To do so, we will not make use of the definition of DG scheme through residual (2.7) but through
fluxes (2.3). The first step is to substitute in (2.3) the interior flux F (uch) by F c

h its L2 projection onto(
Pk+1(ωc)

)2
. If one uses nodal DG or any collocation of the interior flux, this step can obviously be skipped.

Performing a second integration by parts leads to the so-called strong form of DG scheme
∫

ωc

∂ uch
∂t

ψ dV = −
∫

ωc

ψ∇x � F c
h dV +

∫

∂ωc

ψ (F c
h � n−Fn) dS, ∀ψ ∈ Pk(ωc).(2.27)

Similarly to what has been done in [42] for the one-dimensional case, let us introduce the Nk sub-resolution
basis functions {ϕm}m. These particular basis functions of Pk(ωc), which can be seen as the L2 projection
of the subcell indicator functions 1Sc

m
(x) onto Pk(ωc), are defined such that ∀ψ ∈ Pk(ωc)

∫

ωc

ϕm ψ dV =

∫

Sc
m

ψ dV, ∀m = 1, . . . , Nk.(2.28)

Because equation (2.27) holds for any polynomial ψ of degree k, let us substitute ϕm for ψ in DG schemes.
Then, through the sub-resolution property (2.28), one can recast equation (2.27) into

|Sc
m| du

c
m

dt
= −

∫

∂Sc
m

F c
h � n dS +

∫

∂ωc

ϕm (F c
h � n−Fn) dS.(2.29)

The use of reconstructed flux definition (2.12) directly leads to the following relation

∫

∂Sc
m

F̂n dS =

∫

∂Sc
m

F c
h � n dS −

∫

∂ωc

ϕm (F c
h � n−Fn) dS.(2.30)

One can see how the reconstructed flux is connected to the interior polynomial flux and the jump at the
cell interface between the interior flux and the DG numerical flux. Similarly to (2.17), let Fmp be the face
integrated value of the polynomial interior flux

∫

fc
mp

F c
h � n dS = εcmp Fmp.(2.31)

Then, if Fc is the vector containing all the interior faces fluxes, one gets Ac F̂c = Ac Fc − Gc, where Gc

contains the boundary contribution as

(Gc)m =

∫

∂ωc

(
ϕm − 1∂Sc

m

)
(F c

h � n−Fn) dS.(2.32)

The term 1∂Sc
m

comes from assumption (2.14) where the reconstructed flux is set to be the DG numerical
flux on the primal cell boundary. Finally, by means of the same graph Laplacian technique used previously,
we are able to express the reconstructed flux through the interior flux and a boundary correction term

F̂c = Fc −At
c L−1

c Gc.(2.33)
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Remark 2. We can rewrite (2.33) as F̂c = Fc − E(F c
h � n−Fn), where E(.) would be a correction function

taking into account the jump between the polynomial flux and the numerical flux on the cell boundary. This
permits to demonstrate once more that in DG schemes the numerical diffusion deriving from the jump in
term of flux across the cell interfaces is distributing elsewhere inside the cell, here at the subcells faces. The
sub-resolution basis functions act as weighted functions in the diffusion distribution.
Let us note that another choice in the correction term function E(.) would lead to a different scheme. For
instance, setting E(.) = 0 leads to spectral volume scheme of Z.J. Wang [46].

Both definitions (2.25) and (2.33) are perfectly equivalent. While the definition of DG reconstructed fluxs
(2.33) enables a better comprehension of how those fluxes are related to the interior flux F (uch) and how
the numerical diffusion deriving from the jump at the interface is distributed inside the cell, the definition of
reconstructed fluxes through residual (2.25) is a lot easier to implement and do not require the definition of
sub-resolution basis functions.

3. A posteriori local subcell correction. The previous reformulations of DG scheme into subcell
FV-like scheme through the definition of reconstructed fluxes enable us to construct our a posteriori local
subcell correction (APLSC). In few words, the reconstructed fluxes F̂mp will be modified in a robust way
in subcells where the original DG scheme has failed. Let us emphasize that the popularity and number of
subcell correction techniques have extensively grown these past years, see [20, 40, 10, 42, 29, 34, 19]. Those
shock capturing and property preserving methods generally rely on a low-order scheme combined, at the
subcell level, with a high-order one. However, let us note that in most cases, all the subcells contained in a
cell will be impacted if something bad happened somewhere in the cell. In [42], we have introduce, for the
one-dimensional case, a new technique permitting to correct the solution in a subcell without modifying the
solution elsewhere. This particular feature allow to retain the very precise subcell resolution of high-order
DG schemes. The present paper aims at presenting the two-dimensional version of this correction. Let
us emphasize that, up to our knowledge, this is the only technique working on totally unstructured grids
and permitting the modification of the scheme, locally at the subcell level, without impacting the solution
everywhere in the cell under consideration.
Let us mention that until now, only the semi-discrete version of schemes and their corresponding analysis
were presented. To achieve high-accuracy in time, we make use of SSP Runge-Kutta time integration method
[38]. But, in the light of the fact that these multistage time integration methods write as convex combinations
of first-order forward Euler scheme, the correction DG procedure will be presented for the simple case of this
latter time numerical scheme, for sake of simplicity.
Let us now introduce the correction procedure. First, we assume that at time tn the numerical solution unh
is satisfactory in the sens that, on any cell ωc, the subcell mean values are admissible regarding some criteria
yet to be defined. Then, we compute un+1

h a candidate solution through the uncorrected DG scheme. The
third step is then crucial. Indeed, we then have to check if the new uncorrected solution is admissible. If it
is the case, we can go further in time without any special treatment. Otherwise we have to return to time tn

and recompute the solution locally by means of a more robust scheme. This step is crucial in the sens that
it will tell us if and where a new computation would be required.

3.1. Troubled zone detector. Regarding troubled zone detectors, we simply extend to the two-
dimensional unstructured case the ones used in [11, 42]. In those work, two detection criteria were mainly
used, namely one ensuring the physical admissibility of the numerical solution (PAD) and another addressing
the apparition of spurious oscillations (NAD). Let us then recall these two criteria.

Physical admissibility detection (PAD).
• Check if the different submean values u c, n+1

m lie in a chosen convex physical admissible set (maximum
principle for SCL, positivity of the pressure and density for Euler, . . . ). Entropy stability can be
added to this admissible set.

• Check if there is any NaN values

Those are the minimum requirements if one wants to enforce code robustness. Now, in order to tackle the
issue of spurious oscillations, we make use of a local maximum principle. Indeed, through the respect of the
CFL, the solution in cell ωc at time tn+1 has to remain in the bounds of the solution at the previous time step
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tn wherein ωc and its first face neighbors. This condition is reformulated in the following detection criterion.

Numerical admissibility detection (NAD).
• Check if the following Discrete Maximum Principle (DMP) on submean values is ensured:

min
v ∈N (Sc

m)
(un

v ) ≤ u c,n+1
m ≤ max

v ∈N (Sc
m)

(un
v ) ,

where N (Sc
m) is some set of Sc

m neighboring subcells, including subcell Sc
m.

Remark 3. The smaller the set N (Sc
m) is, the more constraining the NAD criterion will be, meaning more

subcells will be considered as problematic. Different sets will be considered for linear and non-linear problems.

Let us enlighten that because the NAD criterion relies on a maximum principle based on subcell mean values,
one has to relax it to preserve scheme accuracy in the presence of smooth extrema. To do so, we make use
of the two-dimensional version of the one introduced in the 1D case, [42].

Detection of smooth extrema. This smooth extrema detection criterion is based on an idea present in
different limitations, as the hierarchical slope limiter [28]. In this work, the numerical solution is supposed to
exhibit a smooth extrema if at least the linearized version of the numerical solution spatial derivatives, i.e.

(3.1a)

(3.1b)





v c
x (x) = ∂x u

c, n+1
h +∇x (∂x u

c, n+1
h ) � (x− xc),

v c
y (x) = ∂y u

c, n+1
h +∇x (∂y u

c, n+1
h ) � (x− xc),

present a monotonous profile. In (3.1), xc denotes the centroid of cell ωc, while ∂x\y u
c, n+1
h and∇x (∂x\y u

c, n+1
h )

are nothing but the averaged values on ωc of the successive partial derivatives of uch. In practice, the NAD
relaxation used here works as a vertex-based limiter on v c

x\y. Due to their linearity, functions v c
x\y attain

their extrema at the vertices xp ∈ Pc, where Pc stands for the set of vertices of cell ωc. Then, we consider
that the exact weak solution underlying the numerical solution uh presents a smooth profile in cell ωc if, for
any vertex xp ∈ Pc, the linearized spatial derivative functions ensure the following constraints

vmin
x, p ≤ vcx(xp) ≤ vmax

x, p and vmin
y, p ≤ vcy(xp) ≤ vmax

y, p ,(3.2)

where vmin
x\y, p = min

v∈Vp

v c
x\y(xp) and v

max
x\y, p = max

v∈Vp

v c
x\y(xp). Here, Vp represents the set of cells that share xp

as a vertex, i.e. ωv ∈ Vp =⇒ xp ∈ Pv. Practically, if for any vertex xp ∈ Pc, conditions (3.2) are ensured,
we then consider that the numerical solution presents a smooth profile on cell ωc. In this particular case, the
NAD criterion is relaxed allowing the preservation of smooth extrema along with the order of accuracy for
smooth problems, see Section 4.

Remark 4. We have presented here the detection based on the linearized first-order derivatives of the solution.
This would work for any higher order derivative. Furthermore, such relaxation procedure can also be applied
at the subcell level to also preserve smooth extrema even within a cell at a smaller length scale. This would be
useful in the context of coarse grids. Actually, because the subcell smooth extrema relaxation technique works
well for both coarse and fine meshes, this will be the procedure used for the numerical applications, Section 4.

3.2. Correction. Now that we have detailed the troubled subcell detector, the correction procedure
will be presented. The very simple idea that forms the basis of the original correction procedure introduced
in [42] is the following: if the uncorrected DG scheme has produced a numerical solution u c, n+1

h on cell ωc,
which is not admissible in subcell Sc

m in regards to the detection criteria presented previously, the subcell
mean value u c, n+1

m will be recomputed by means of a more robust scheme. To do so, and because uncorrected
DG scheme is equivalent to subcell finite volume scheme with the appropriate high-order reconstructed fluxes,
we substitute on the boundaries of subcell Sc

m the high-order reconstructed fluxes with some first-order finite
volume numerical fluxes. Submean value u c, n+1

m will then be recomputed by means of a simple and robust
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first-order finite volume scheme. To this end, we introduce F̃mp the corrected reconstructed fluxes so that




F̃mp = εcmp l

c
mp F

(
u c,n
m , u v,n

p ,nmp

)
if Sc

m or Sv
p ∈ Vc

m is either marked,

F̃mp = F̂mp otherwise,

where lcmp is the length of face f cmp. Through those corrected reconstructed fluxes, we recompute the submean
values for tagged subcells and their first neighboring subcells as

u c, n+1
m = u c, n

m − ∆t

|Sc
m|

∑

Sv
p ∈V c

m

εcmp F̃mp.(3.3)

This concept is depicted in Figure 2, where the troubled subcells are colored red.

F̂c

F̃c

(a) Structured subdivision. (b) Voronoi-type subdivision.

Fig. 2. Original correction of the DG reconstructed flux.

Because it is of fundamental importance to preserve scheme conservation, the first face neighboring subcells,
colored green in Figure 2, have to be also recomputed since we have modify the reconstructed fluxes on the
boundary of the troubled subcell. The submean values of the neighboring subcells are then computed through
a FV-like scheme with first-order numerical flux on one or more faces and high-order reconstructed fluxes
on the remaining interfaces. For the remaining subcells, colored gray in Figure 2, because the corresponding
reconstructed fluxes have not been modified, there is no need to recompute them. The corresponding submean
values are hence the values obtained through the uncorrected DG scheme. It is clear that through this
technique, the DG solution will only be affected at the subcell scale. Furthermore, the corrected scheme is
conservative at the subcell level by construction.

Remark 5. Let us emphasize that since this a posteriori correction is based on first-order finite volume
scheme, maximum principle or positivity preservation in the case of systems are enforced by construction.
However, it is crucial to note that to start from a discrete representation of the initial datum that respects
its bounds (or ensures positivity), the initialization has to be carried out through the integration of the initial
solution on the subcells to obtain the different submean values, and then through the projection matrix Pc

compute the corresponding polynomial moments of the solution. Traditionally, in DG schemes the initializa-
tion is handled by either assigning at the solution points the initial datum value to the numerical solution,
or by a L2 projection onto Pk. In either of these procedures, nothing ensures that the submean values would
respect the bounds of the initial datum.

Remark 6. Let us highlight the fact that the admissible properties are enforced on the subcell mean values
of the solution, and not its polynomial representation. Consequently, the numerical solution may present
some non-admissible values, for instance at quadrature or boundary points. The ”Check if there is any NaN
values” present in the PAD criterion is here for that matter. Indeed, if for instance the speed of sound
becomes negative in the hydrodynamics case or some square root of negative quantity is computed, then the
whole solution inside the cell will exhibit extreme values and possibly some NaN . However, no additional slope
limiter is required here, as if such situation presents itself, the a posteriori correction loop will automatically
end up by correcting all the subcells inside the problematic cell.
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While this procedure has already proved its efficiency in one-dimensional configuration, see [42], for non-linear
problems using very high-order schemes on coarse grids, the numerical solution has showed to remain slightly
oscillatory at the subcell level. To overcome this issue, we were artificially enlarging the stencil to correct by
also marking, for k ≥ 3, the first face neighboring subcells of a troubled subcell. Now, in this 2D frame, a
modified algorithm making use of convex combination of DG reconstructed fluxes and first-order FV fluxes
for admissible subcells in the vicinity of troubled areas will be presented and has proven to produce better
results than the original correction, in this context of very high-orders and coarse meshes. Indeed, to avoid
to locally jump, in two subcells scale, from a very precise approximation to a robust but very low accurate
first-order representation, we now introduce a new definition for the corrected reconstructed fluxes by means
of convex combination between DG reconstructed fluxes and first-order FV fluxes as follows

F̃mp = θmp ε
c
mp l

c
mp F

(
u c,n
m , u v,n

p ,nmp

)
+ (1− θmp) F̂mp,(3.4)

where θmp is a function of the distance to a non-admissible subcell. Obviously, the farther from the troubled
subcell we are, the less of first-order FV we want. Many smoothness indicators exist in the literature,
see for instance [41, 17, 4, 26, 35, 1], and could be used in this context to determine a relevant bending
coefficient. Another way around could be to adopt flux limiting or Flux-Corrected transport (FCT) approach,
see [3, 51, 31, 30], to find the proper blending ensuring a discrete maximum principle. To remain as simple
as possible, and because this paper is mainly concerned with the introduction of the DG-FV equivalency and
the basic correction principle on 2D unstructured grids, we make use here of a very naive procedure. The
principle is the following, for marked subcells detected through the troubled subcell indicator, first-order FV
numerical flux is used on its boundaries, i.e. θmp = 1 in (3.4). Then, for its face neighboring subcells Sv

p ∈ Vc
m,

convex combination (3.4) with θmp = 3
4 would be chosen for their remaining boundaries. Now, introducing

Ṽc
m the set containing both the face and node neighboring subcells, fluxes on faces of Sv

p ∈ Ṽc
m \Vc

m which yet

have not been corrected will be defined through at the blending coefficient θmp = 1
2 . Finally, the remaining

face neighbors of Sv
p ∈ Ṽc

m will see their remaining boundaries associated with a numerical flux calculated

through (3.4) with θmp = 1
4 . This naive technique is displayed in Figure 3.

F̂c

F̃c

3
4 F̃c +

1
4 F̂c

1
2 F̃c +

1
2 F̂c

1
4 F̃c +

3
4 F̂c

(a) Structured subdivision. (b) Voronoi-type subdivision.

Fig. 3. New correction of the DG reconstructed flux.

One could think that doing so, we have substantially enlarged the stencil of subcells to be corrected, and
thus reduced the simulation code efficiency. However, in practice it is generally not the case, as one can
see in Figure 4. Moreover, the computational time will also be generally slightly reduced. Emphasizing
that the correction is done in an a posteriori fashion and thus has to be potentially iterated multiple times
at a time step to reach an admissible solution, if the stiff original correction introduces small oscillations
at the subcell scale, the stencil will be automatically enlarged along with an increase of the computational
time, through the correction iteration. With the new correction principle, only one iteration is generally
needed. So even if at first, the set containing marked subcells is smaller than in the original correction,
it will end up with approximately the same size as this new approach, and required more iterations and
thus more computational effort. To assess this matter and compare both corrections, we make use of the

Burgers equation, defined through (2.1a) and flux function F (u) = 1
2

(
u2, u2

)t
, with the smooth initial
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solution u0(x) = sin(2π (x + y)). The domain is chosen as the unit square [0, 1]2 with periodic boundary
condition. Through time, the exact solution will exhibit two stationary shocks along the lines defined by(
x ∈ [0, 1]2, x+ y = 0.5

)
and

(
x ∈ [0, 1]2, x+ y = 1.5

)
. We run this test case until t = 0.5 with a sixth-order

DG scheme, on a quite coarse unstructured grid made of 576 cells, with both corrections. To compare the
two approaches, let us first display the marked subcells to be corrected. In Figures 4, we color all the subcells
that have been corrected in the different Runge-Kutta steps during the last time step.
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(a) Original correction.
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(b) New correction.

Fig. 4. Comparison between original and new correction procedure: corrected subcells.

Firstly, one can note that both corrections, through the NAD criterion, have accurately capture the disconti-
nuities, as the subcells to be corrected remain in a small vicinity of the shocks. Secondly, we can also observe
how these corrections operate locally at the subcell scale. Finally, as depicted in Figure 4, the number of
subcells to be corrected remains approximately the same with both approaches. Actually, with the original
correction on average 10% of the total number of subcells have to be corrected through the computation,
while 14% of the subcells with the new approach. But, even if indeed the number of subcells to be corrected
has slightly increased through this new procedure, if we compare computational efficiency, it took 2 minutes
and 22 seconds to the code with the original correction, and 2 minutes 15 seconds with the new one. As said
previously, it comes from the fact that more correction iterations are required with the original procedure.
For this calculation, on average 2.86 iterations are needed with the original approach when the correction
has been triggered, for a maximum of 6 iterations, while only 1.46 iterations with the new approach, with
a maximum of 3 iterations during the whole calculation. One can also observe that a lot less subcells are
corrected through a purely first-order FV with the new correction than with the original one, which enables
even more the preservation of the high accurate subcell resolution of DG schemes. In Figure 4(a), one can
see the two types of subcells to be corrected, meaning the troubled subcells colored red and their face neigh-
bors colored green which have to be recalculated to preserve scheme conservation. In Figure 4(b), there are
five types of subcells to be corrected, from the troubled subcells to be recomputed through a first-order FV
scheme to the magenta, purple and blue ones which are recalculated through a convex combination between
first-order FV numerical flux and the high-order DG reconstructed flux, with different weights. The green
ones are the face neighbors of the previous subcells to be recomputed to preserve scheme conservation.
While the previous results showed how those two approaches work and do have a quasi-equivalent computation
cost, let us now compare the approximated solutions obtained and assess the benefit of the new correction.
In Figure 5, the subcell mean values obtained by means of a sixth-order DG scheme corrected through the
original and the new procedures are displayed. Comparing Figures 5(a) and 5(b), we can see that the new
correction has improved the accuracy of the scheme by a sharper and less oscillatory representation of the
shock, despite the very coarseness of the mesh used. Finally, we plot in Figure 6 for both corrections, as well
as for the exact entropic solution, the subcell mean values ucm versus rcm = xc + yc − 1, where (xc, yc) stands
for the barycenter of subcell Sc

m. These results demonstrates once more how the new correction leads to a
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Fig. 5. Comparison between original and new correction procedure: subcell mean values.
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Fig. 6. Comparison between original and new correction procedure: submean values versus (x+ y − 1) coordinate.

better representation of the solution. For that reason, the new correction based on a convex combination of
first-order FV numerical flux and high-order DG reconstructed flux, with decreasing weight in the vicinity
of a troubled subcell, will be adopted for the numerical applications presented in the next section.

4. Numerical results. In this numerical results section, we make use of several widely addressed
and challenging test cases to demonstrate the performance and robustness of this a posteriori local subcell
correction of discontinuous Galerkin schemes. In all following test cases, the simple case of global Lax-
Friedrichs numerical flux will be used for both the DG scheme and the first-order finite volume reconstructed
flux correction. Regarding the cell decomposition into subcells, while this has no impact on the reformulation
of DG schemes into subcell finite volume method, see Section 2, it may have a slight impact on the results
obtained by means of the present correction. In the one-dimensional case, see [42], it has been demonstrated
that the use of a non-uniform subdivision, for instance by means of the Gauss-Lobatto points, leads to better
results compared to a uniform subdivision. In this two-dimensional framework the two types of subdivisions
introduced respectively in Figure 1(a) and 1(b) will be experimented.
Regarding the time integration, we make use of the classical third-order SSP Runge-Kutta scheme, see for
instance [38]. As the correction described earlier combines both DG scheme on the primal cells ωc and FV

13



scheme on the subcells Sc
m, the time step is computed adaptively using the following CFL condition

∆t =
1

γ
min
c

(
dc

2 k + 1
, min

m
d c
m

)
,(4.1)

where γ = max
c,m

(||F ′(ucm)||2), and where the cell and subcell characteristic lengths dc and d c
m are defined as

dc =
|ωc|∑

ωv ∈Vc
lcv

and d c
m =

|Sc
m|∑

Sv
p ∈V c

m
lcmp

.(4.2)

We recall that lcmp stands for the length of face f cmp separating subcell Sc
m and its neighbor Sv

p , while lcv
is the length of the interface between cell ωc and its neighbor ωv. Let us note that in cases where we

compute rates of convergence, a time step ∆t ≤ min
c
d

k+1
3

c is used in order to make the time error negligible in

comparison to the spatial discretization error. For each result, the solution subcell mean values are displayed.
Consequently, for a mesh made of Nc cells, the numerical solution will be represented on NkNc subcells, where
Nk = (k + 1)(k + 2)/2.

4.1. Linear case. Let us first assess the performance and accuracy of the present A Posteriori Local
Subcell Corrected DG (APLSC-DG) scheme in the case of 2D linear conservation laws. In Section 3.1, when
the NAD criterion based on a discrete maximum principle has been introduced, we did not specified the set
N (Sc

m) of subcell Sc
m characterizing the DMP. For linear problems, we make use of a cell-wise DMP, meaning

N (Sc
m) will be constituted by all the subcells of cell ωc, as well as the subcells of ωv the face neighboring

cells of ωc. By means of notations previously introduced, this definition can be rewritten as

N (Sc
m) =

{
Sv
q ; ∀ ωv ∈ Vc ∪ {ωc}, ∀ q ∈ J1, NkK

}
.(4.3)
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(a) Structured subdivision.
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(b) Voronoi-type subdivision.

Fig. 7. Neighboring subcells set N (Sc
m) for the NAD criterion in the linear case: subcell Sc

m is colored red while the
subcells in N (Sc

m) are colored green.

This particular set is depicted in Figure 7, for both the simple structured subdivision as well as the polygonal
Voronoi-type one. In this figures, the subcell Sc

m under consideration would be colored red, while the subcells
constituting N (Sc

m) would be colored green. Let us emphasize that subcell Sc
m is also part of N (Sc

m).

4.1.1. Linear advection. To display the efficiency of DG schemes plus correction, let us first assess
how the APLSC behaves in the linear advection case. To this end, we consider the following equation

{
∂tu(x, t) +A(x) �∇x u(x, t) = 0, (x, t) ∈ [0, 1]2 × [0, T ],

u(x, 0) = u0(x), x ∈ [0, 1]2,
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Linear advection of a smooth signal. We start from a smooth initial datum u0(x, y) = sin(2π (x+y)),
and consider periodic boundary conditions. We assess the scheme accuracy after one period, namely at time
t = 1. In Figure 8, the numerical solution of the APLSC of sixth-order DG scheme, obtained on grid made
of only 100 cells, is depicted. Let us note that the correction procedure does not activate in this case, which
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Fig. 8. Linear advection a smooth signal with a 6th corrected DG scheme, on a 5x5x4 grid after 1 period.

proves that the relaxation criterion on smooth extrema works properly. The rates of convergence are gathered
in Table 1 and do exhibit a convergence to six.

L1 L2 L∞

h Eh
L1

qhL1
Eh

L2
qhL2

Eh
L∞

qhL∞
1
10 1.62E-7 6.00 1.81E-7 6.00 3.98E-7 5.96
1
20 2.53E-9 5.97 2.82E-9 5.96 6.38E-9 5.41
1
40 4.03E-11 - 4.52E-11 - 1.50E-10 -

Table 1
Convergence rates for the linear advection case for a 6th-order APLSC-DG scheme

Linear advection of a crenel signal. To assess the efficiency of the correction presented in the
presence of discontinuity, let us start with the simple case of the advection of a crenel signal, where the initial
solution u0 is defined as follows

u0(x) =





1 if (x+ y) ∈ [1/4, 1/2] ∪ [5/4, 3/2],
0 if (x+ y) ∈ [3/4, 1] ∪ [7/4, 2],
1/2 otherwise.

(4.5)

In Figure 9, we compare the uncorrected and corrected versions of the 6th-order DG scheme on an unstruc-
tured grid made of 576 cells, after one period. One can see that in both cases, the numerical solution obtained
is very accurate, but the one obtained through the APLSC-DG method respects the maximum principle as
the final solution remains in the bounds of the initial one. In Figure 10, the submean values versus (x+y−1)
coordinate are compared for both the uncorrected and the APLSC-DG schemes. We note how the spurious
oscillations in the vicinity of the discontinuities have been removed, while preserving the very precise resolu-
tion of the 6th-order DG scheme. In the previous examples, the simple uniform structured cell subdivision has
been used. Let us emphasize that the cell subdivision does not theoretically impact the equivalency between
DG scheme and subcell FV-like scheme defined through the reconstructed fluxes introduced previously. This
choice, if it does, may only influence the corrected scheme. To illustrate such statement, let us run the linear
advection of the crenel signal on five periods for different types of cell subdivision, see Figures 11.
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(a) Uncorrected DG: min=-0.06, max=1.06.
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(b) APLSC-DG: min=8.5E-6, max=1.

Fig. 9. 6th-order DG solutions for the linear advection of a crenel signal on 576 cells after one period.
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Fig. 10. 6th-order solutions for the crenel advection case on 576 cells: submean values versus (x+ y − 1) coordinate.

(a) Equidistant points. (b) Gauss-Lobatto points. (c) Equidistant points. (d) P3 Lagrangian mid-points.

Fig. 11. Examples of structured and Voronoi-type subdivisions for a triangular cell and a P3 DG scheme.

In Figures 11(a) and 11(b), the simple case of structured subdivision is depicted where the cell is partitioned
as a quadrilateral cell would be and then split into two to fit the triangular shape. In this case, one can note
that the subdivision is not rotation invariant and that a choice has to be made as one corner subcell is a
quadrilateral while the other two are triangles. In this work, we made the choice to start the structured cell
subdivision from the wider angle corner, which induces the quadrilateral subcell to stand as this particular
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corner. In Figure 11(a), the cell boundary points defining the subdivision are distributed in an uniform
manner, while in Figure 11(b) there are defined as Gauss-Lobatto quadrature points. Let us emphasize that
in both cases, those subdivisions are very simple to implement and to generalize to any order of accuracy.
Furthermore, the subcells normals are nothing but the ones to the original triangular cell, and the subcells
are either triangles or quadrilaterals. In Figures 11(c) and 11(d), polygonal subdivisions are displayed. Those
Voronoi type subdivisions are widely used in subcell techniques and can be found for instance in [5, 20] and
references within. In Figure 11(d), the subdivision is obtained as follows: first, we define a sub-triangulation
of the element by joining the Pk Lagrangian nodes. Then, the centroid of each sub-triangle and the midpoint
of the edges form a set of Nk polygonal subcells. In Figure 11(c), the previous procedure is modified to yield
a more uniform subdivision by setting equidistant cell boundary points.
Now, to make sure that cell subdivision does not have any impact on the numerical solution, we display in
Figures 12 and 13 the solutions obtained through subcell finite volume scheme with high-order reconstructed
fluxes as numerical fluxes, with the four different cell subdivisions previously introduced. In Figure 13, where
submean values versus (x+y−1) coordinate are displayed, it is clear that the four calculations lead to exactly
the same numerical solution.
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(d) Non-unif. polyg. subdiv.

Fig. 12. 4th-order DG solutions for the crenel signal advection on 576 cells after five periods.
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Fig. 13. 4th-order DG solutions for the crenel signal advection on 576 cells using different cell subdivisions: submean
values versus (x+ y − 1) coordinate.

While the cell subdivision does not affect the uncorrected DG numerical solution, see Figure 13, it has been
proved in the 1D case [42] that it does have an impact on the quality of the results when the correction is used,
especially in the linear advection case. To assess if any similar phenomenon exists in the 2D unstructured
case, we use the same setup as before but this time with the full APLSC-DG method, see Figures 14 and 15.
In the light of those results, it appears that uniform subdivisions lead to a way better resolution of the
problem under consideration. This huge difference mainly derives from the application of the NAD troubled
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Fig. 14. 4th-order APLSC-DG solutions for crenel advection on 576 cells after five periods
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Fig. 15. 4th-order APLSC-DG solutions for the crenel advection case on 576 cells using different cell subdivisions: submean
values versus (x+ y − 1) coordinate.

subcell detector, as if we make just use of the PAD criterion to only enforce the global maximum principle,
the difference in the results is a lot more slight. In the linear advection case, NAD criterion based on a
discrete maximum principle is highly dependent of the subcell aspect ratio. However, considering other type
of problem, the difference in the quality of the results is a lot more slight.

4.1.2. Solid body rotation. Wemake use of the classical test case taken from [32]. Let us then consider
(4.4) with a divergence-free velocity field corresponding to a rigid rotation, defined by A(x) = ( 12 −y, x−

1
2 )

t.
We apply this solid body rotation to the initial data displayed in Figure 16(a), which includes both a plotted
disk, a cone and a smooth hump. In Figure 16, the submean values obtained through the 6th-order APLSC-
DG scheme on a 576 cells coarse grid are displayed. The uniform structured cell subdivision has been used.
One can see on Figure 16(b) how the corrected DG scheme produces a very accurate solution, even using
a quite coarse mesh, while still ensuring a global maximum principle as well as a mainly non-oscillatory
behavior. In Figure 17, cross-sections of the solution along lines y = 0.25 and y = 0.75 have been plotted.
Those results further demonstrates the very high capability of the correction procedure presented.
Now, similarly to the linear advection equation, we want to understand how the choice in the cell subdivision
impacts the quality of the results now considering a solid body rotation problem. To do so, we compare
the solutions obtained by means of the 4th-order APLSC-DG scheme and the four different subdivisions
introduced before, see Figure 11, after five full rotations. In the light of Figures 18 and 19, we note how more
uniform cell subdivision lead to less diffused solutions. However, it is worth mentioning that the difference in
the result is not as critical as it was in the linear advection case. Furthermore, even if the uniform structured
subdivision is not rotation invariant, it led to comparable results to the uniform Voronoi-type subdivision,
while being a lot more simpler to implement and to generalize to any order of accuracy.
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(a) t = 0: min=0, max=1.
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(b) t = 2π: min=6.7E-10, max=0.97.

Fig. 16. 6th-order APLSC-DG solution for the rigid rotation case on 576 cells.
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(b) Solution profile for y = 0.75.

Fig. 17. 6th-order APLSC-DG solution for rigid rotation on 576 cells after one full rotation: solution profiles.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

(a) Uniform struct. subdiv.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0.1

0.2

0.3

0.4

0.5

0.6

0.7

(b) Non-unif. struct. subdiv.
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Fig. 18. 4th-order APLSC-DG solutions for rigid rotation on 576 cells after five full rotations.

4.2. Non-linear case. Let us now assess the performance and accuracy of our APLSC-DG technique
in the 2D non-linear case. Both cases of scalar conservation laws as well as system of conservation laws will be
addressed. Similarly to the subsection devoted to the linear case, let us defined set N (Sc

m) when considering
the NAD criterion on subcell Sc

m. Unlike the linear case, we make use here of a subcell-wise DMP, meaning
N (Sc

m) will be constituted by subcell Sc
m, as well as all its face and node neighboring subcells Sv

q , either they
belong to the same cell or not. By introducing Pc

m the set of vertices of subcell Sc
m as well as Np the set of

subcells that share xp as a vertex, this definition can be rewritten as N (Sc
m) =

⋃
xp ∈Pc

m
Np. This particular
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(b) Solution profile for y = 0.75.

Fig. 19. 4th-order APLSC-DG solutions for rigid rotation on 576 cells after five full rotations: solution profiles.

set is depicted in Figure 7, for both the simple structured subdivision as well as the polygonal Voronoi-type
one. In this figures, the subcell Sc

m under consideration would be colored red, while the subcells constituting
N (Sc

m) would be colored green. Let us emphasize that subcell Sc
m is also part of N (Sc

m).
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(b) Voronoi-type subdivision.

Fig. 20. Neighboring subcells set N (Sc
m) for the NAD criterion in the non-linear case: subcell Sc

m is colored red while the
subcells in N (Sc

m) are colored green.

4.2.1. Burgers equation with a smooth initial solution. To highlight the efficiency of the devel-
oped APLSC-DG scheme in the non-linear case, let us first consider the 2D Burgers equation, (2.1), where the

convex flux function writes F (u) = 1
2

(
u2, u2

)t
. As seen previously, starting from the smooth initial condition

u0(x) = sin(2π (x, y)) on [0, 1]2, two stationary discontinuities form along the lines {(x, y) ∈ [0, 1]2, x+y = 1
2}

and {(x, y) ∈ [0, 1]2, x+y = 3
2}. To emphasize how important a limiter or a correction technique is needed in

this non-linear context, we first represent the numerical solution obtained by means of the 6th-order uncor-
rected DG on a very coarse grid made of 242 cells, see Figure 21. One can see how oscillating the numerical
solution is. Furthermore, the two shocks are absolutely not well resolved. In Figure 22, the numerical solution
obtained with the 6th-order APLSC-DG scheme is illustrated at time t = 0.5. We can see in this totally
anisotropic triangles coarse grid, the corrected scheme quite accurately recovers the two straight line shocks,
while ensuring a robust low oscillatory behavior. Now, to investigate once more if the cell subdivision has
any influence on the quality of the results, we simulate this two-shocks Burgers test case with an even coarser
grid with the four subdivisions depicted in Figures 11.
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Fig. 21. 6th-order uncorrected DG solution for 2D Burgers equation on a 576 cells mesh at t = 0.5.
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Fig. 22. 6th-order APLSC-DG solution for 2D Burgers equation on a 576 cells mesh at t = 0.5.
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Fig. 23. 4th-order APLSC-DG solutions for 2D Burgers equation on 242 cells at t = 0.5

In the light of Figure 24, the four different subdivisions seem to produce equivalent results, which are further
quite satisfactory considering the extremely coarse grid used. However, the use of the uniform structured
cell partition, Figure 23(a), appears to capture in a sharper fashion the two straight line shocks. As we have
shown that uniform subdivision, structured or Voronoi-type, lead to better results when APLSC-DG scheme
is used, only those two subdivisions will be used in the remainder of the article.
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Fig. 24. 4th-order APLSC-DG solutions for 2D Burgers equation on 242 cells: submean values versus (x+ y − 1) coordinate.

4.2.2. KPP problem. Before investigating the non-linear system case, we now turn our attention to
non-linear conservation laws with non-convex fluxes. To this end, we consider the KPP problem proposed by
Kurganov, Petrova, Popov (KPP) in [27] to test the convergence properties of some WENO schemes in the
context of non-convex fluxes. For this particular problem, we study the non-linear problem (2.1) where the
flux function is given by F (u) = (sin(u), cos(u))

t
. Considering the computational domain [−2, 2]× [−2.5, 1.5],

the initial condition reads as follows

u0(x) =

{
7π/2 if x < 1

2 ,

π/4 if x > 1
2 .

This test is very challenging to many high-order schemes as the solution has a two-dimensional composite
wave structure, and as generally numerical methods fail to converge to the unique entropic exact solution.
In most cases, to be able to capture such rotation composite structure, very fine grids must be used. Here,
by means of 6th-order uncorrected DG and then APLSC-DG scheme, we make use of an unstructured mesh
made of 1054 triangular cells, which is very coarse in this quite complex situation. Results are displayed in
Figure 25. Let us emphasize that DG scheme, without any additional correction or treatment, would produce
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(a) APLSC-DG solution map.
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(b) Corrected subcells map.

Fig. 25. 6th-order APLSC-DG solution for the KPP problem on a 1054 cells mesh at time t = 1.

a non-entropic solution which will further be extremely oscillatory. The application of our APLSC technique
permits to capture to correct entropic solution, while avoiding the apparition of spurious oscillations, as
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displayed in Figure 25(a). Furthermore, we can observe that although the coarseness of the grid used,
the APLSC-DG scheme allowed to recover the two-dimensional vortex-like wave structure of the solution.
In Figure 25(b), subcells corrected during the different Runge-Kutta stages of the last time iteration are
displayed, with different colors accordingly the amount of first-order correction applied. One can see how the
NAD and PAD troubled subcell detection criteria accurately track the spiral discontinuity of the entropic
exact solution. Here, a different colormap compared to Figure 4 has been used for a better readability of
the results. In Figure 26, we once more assess the impact of the subdivision on the quality of the results
obtained through the APLSC-DG method. As the uniform ones have proved to yield better results, we only
compare here the uniform structured subdivision with the uniform Voronoi-type one. Anew, the 4th-order
scheme is used here. As one can see in Figure 26, comparable results have been obtained regardless the type
of cell subdivision. This is the reason why we choose to utilize the simple uniform structure subdivision in
the remainder for sake of simplicity and computational cost.
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(a) Structured subdivision.
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(b) Voronoi-type subdivision.

Fig. 26. 4th-order APLSC-DG solution for the KPP problem on a 1054 cells mesh at time t = 1: subdivisions comparison.

4.3. 2D Euler system. To close this numerical application section, and assess once again the high
capability of the a posteriori local subcell correction technique presented here, the non-linear system case
will be now addressed. To this end, let us consider the 2D Euler compressible gas dynamics system





∂tρ+∇x � q = 0,

∂tq +∇x �
(
ρv ⊗ v + p Id

)
= 0,

∂tE +∇x �
(
(E + p)v

)
= 0,

where the conserved variables ρ, q = ρv and E respectively stand for the density, momentum and total
energy, while v characterizes the fluid velocity. The thermodynamic closure is given by the equation of state
p = p(ρ, ε) where ε = E − 1

2ρ∥v∥
2 denotes the internal energy. In this paper, we make use of a gamma gas

law, i.e. p = (γ − 1) ε, where γ is the polytropic index of the gas.
Although the whole theory presented here has been introduced in the simple case of scalar conservation laws,
the extension to the system case is perfectly straightforward. The only part which may differ is the troubled
detection part. For the PAD, we consider that a solution is physically admissible if the density and the
internal energy are strictly positive. The use of other equations of state may lead to a different convex set
of admissibility, see [44] for instance. For the NAD, the natural system counterpart would be to apply the
previously introduced detection criteria to the Riemann invariants. However, in the non-linear system case,
those quantities are not easy to get nor to manipulate. We could have use a linearized version of the Riemann
invariants, as in [43] for instance, but for sake of simplicity we naively apply the NAD criterion to one of the
conserved variable. Here, we choose to work with the energy, as this physical quantity would be sensitive to
any type of wave. Once again, the simple global Lax-Friedrichs numerical flux will be used in the remainder.
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4.3.1. Sod shock tube problem. We consider the extension of the classical Sod shock tube [39] to
the case of the cylindrical geometry. This problem consists of a cylindrical shock tube of unity radius. The
interface is located at r = 0.5. At the initial time, the states on the left and on the right sides of the interface
are constant. The left state is a high pressure fluid characterized by (ρL0 , p

L
0 ,v

L
0 ) = (1, 1,0), the right state

is a low pressure fluid defined by (ρR0 , p
R
0 ,v

R
0 ) = (0.125, 0.1,0). The gamma gas law is defined by γ = 7

5 .
The computational domain is defined in polar coordinates by (r, θ) ∈ [0, 1]× [0, π4 ]. We prescribe symmetry
boundary conditions at the boundaries θ = 0 and θ = π

4 , and an outflow condition at r = 1. The exact
solution consists of three circular waves, a shock followed by a contact discontinuity and rarefaction wave.
The aim of this test case is then to assess the APLSC-DG scheme accuracy while ensuring a non-oscillatory
behavior, and its ability to preserve the radial symmetry.
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(a) Subcell density values.
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(b) Corrected subcells map.
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Fig. 27. 6th-order APLSC-DG solution for the polar Sod shock tube problem on 230 cells.

In Figure 27, the 6th-order APLSC-DG scheme has been used on a very coarse anisotropic mesh made
of 230 triangular cells. In the light of Figure 27(a), one can see how the radial wave structure has been
accurately capture, even in this coarse mesh case. Figure 27(c), where the subcell mean values versus the

subcell centroid radii
√
x2 + y2 are displayed, confirms this statement as the different points for a given

radius do coincide. In Figure 27(b), subcells corrected during the different Runge-Kutta stages of the last
time iteration are colored accordingly the amount of first-order FV correction used. It illustrates how this a
posteriori correction procedure has been activated on zones corresponding to the solution loss of smoothness,
meaning the left and right ends of the expansion fan, the contact discontinuity and the shock. One can also
observe how the correction does operate locally inside the cell at a subcell scale, allowing the preservation
of DG subcell high accurate resolution. Let us emphasize that this a posteriori correction procedure is not
limited to the case of very high-order of accuracy on coarse grids. It also preforms very well at second or
third order.

4.3.2. Sedov point blast problem. We consider the Sedov problem for a point-blast in a uniform
medium. An exact solution based on self-similarity arguments is available, see for instance [24]. The initial
conditions are characterized by (ρ0, p0,v0) = (1, 10−14,0), and the polytropic index is equal to 7

5 . We set
an initial delta-function energy source at the origin prescribing the pressure in a control volume, yet to be
defined, containing the origin as follows, por = (γ − 1) ε0

vor
, where vor denotes the measure of the chosen

control volume and ε0 the total amount of release energy. By choosing ε0 = 0.244816, as suggested in
[24], the solution consists of a diverging infinite strength shock wave whose front is located at radius r = 1
at t = 1, with a peak density reaching 6. The computational domain is defined in polar coordinates by
(r, θ) ∈ [0, 1.2] × [0, π4 ]. Similarly to the polar Sod shock tube problem, we prescribe symmetry boundary
conditions at the boundaries θ = 0 and θ = π

4 , and an outflow condition at r = 1.2.
Regarding the control volume in which the delta-function energy will be dropped off, generally the cell
containing the origin is considered. Here, to make this test case even more challenging, we choose to restrict
the energy source only to the one subcell containing the origin. This means that initially, in one grid element
the pressure in one subcell will be set to por, while in the remainder of the cell the pressure will be 10−14.
Let us further emphasize that generally in this test case, because one cannot simulate vacuum, the initial
pressure is set to 10−6 over the domain, except at the origin. Here, to make it once again more challenging,
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we set the initial pressure to 10−14.
We run this modified Sedov point blast problem with the sixth-order APLSC-DG scheme on a very coarse
grid made of 271 triangular cells. In this particular case, the amount of total energy contained in the subcell
located at the origin reaches 1947.5, while in the rest of the cell as well as in the remainder of the domain the
total energy is set to 2.5E-14. Any scheme lacking positivity-preserving property or a rigorous stabilization
technique would fail solving this test problem.
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Fig. 28. 6th-order APLSC-DG solution for the Sedov problem on 271 cells: subcell mean total energy values.

In Figure 28(a), one can see how the circular aspect of the shock has been accurately captured by the
scheme, and the shock wave front is correctly located. This latter further goes through and inside different
cells, enlightening the very precise subcell resolution of the APLSC-DG method. The numerical solution
produced remains quite close to the one-dimensional self-similar exact solution, see Figure 28(b).

4.3.3. The forward-facing step problem. We now consider the forward facing step problem, which
has been initially introduced by A. Emery in [12], and further studied by P. Woodward and P. Colella in [48].
This challenging test case consists in a Mach 3 flow in a 3 units in length and 1 unit in width wind tunnel.
Initially, the tunnel is filled with a gamma gas law with γ = 7

5 , which everywhere has density ρ0 = 1.4,

pressure p0 = 1 and velocity v0 = (3, 0)
t
. The 0.2 high step being located at x = 0.6, the computational

domain is then ([0, 3]× [0, 1])\ ([0.6, 3]× [0.2, 1]). Gas with this density, pressure and velocity is continually
fed in from the left-hand boundary. Let us emphasize that unlike as it is generally done, we did not refine
the mesh near the corner, see Figure 29, nor modify in any way our APLSC-DG scheme.
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Fig. 29. 6th-order APLSC-DG solution for the facing step problem on 680 cells at t = 4: submean density map.

In Figure 29, the numerical solution obtained by means of 6th-order APLSC-DG scheme on an unstructured
grid made of 680 cells is displayed. Let us note that despite the coarseness of the mesh used, the shocks
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and the rarefaction fan created around the corner are quite well resolved, while ensuring a low oscillatory
behavior. This result demonstrates once again the high capability of the presented a posteriori local subcell
correction combined with high-order discontinuous Galerkin methods.

5. Conclusion. The paper aims at presenting the two-dimensional unstructured extension of the new
correction technique of DG schemes introduced in [42]. This a posteriori procedure relies on the expression
of DG methods as a FV-like scheme on a subgrid. By means of this theoretical part, we modify at the subcell
level the so-called reconstructed fluxes only where the uncorrected DG scheme has failed. Consequently, only
very few subcells require this particular treatment. In this paper, a new version of the correction procedure
is also introduced, where a convex blending of high-order DG reconstructed fluxes and first-order FV fluxes
is applied in the vicinity of troubled zones. For the remaining subcells, the submean values obtained through
the uncorrected DG method are kept, as they have been detected as admissible by troubled zone criteria.
This correction procedure allows us to retain the very precise subcell resolution of DG schemes, along with
addressing the issues of spurious oscillations or non-entropic behavior. A wide number of test cases on
different problems have been used to depict the good performance and robustness of the presented correction
technique. Different types of cell subdivision have also been compared.
In the future, we intend to extend this a posteriori correction technique to moving grid configurations, with
both ALE and Lagrangian formalisms, as well as the case of curvilinear meshes. We also plan to adapt
this local subcell reconstructed flux correction framework to the a priori paradigm, by means of the FCT
methodology, in order to obtain an automatic very high-order and property preserving scheme.

Acknowledgment. R.A. was partially funded by SNF project ”Structure preserving and fast methods
for hyperbolic systems of conservation laws” number 200020 204917.

Appendix A. Graph Laplacian existence and uniqueness condition.
This appendix aims at giving further details on the existence and uniqueness condition of the solution in the
graph Laplacian technique.

A.1. Through residuals. Let us check that
(
Dc PcM

−1
c Φc +Bc

)
� 1 = 0. First, from Bc definition it

follows that

Bc � 1 =

Nk∑

m=1

(Bc)m =

Nk∑

m=1

∫

∂Sc
m∩∂ωc

Fn dS =

∫

∂ωc

Fn dS.

Now, evaluating the first term, and by means of (2.7), one gets

(
Dc PcM

−1
c Φc

)
� 1 =M−1

c Φc � P
t
c Dc 1 =

d

dt



uc1
...

ucNk


 �




∫
ωc
σc
1dV
...∫

ωc
σc
Nk

dV


 =

d

dt

∫

ωc

uch dV.

Finally, making use of (2.3) with ψ = 1, the previous relation reduces to
(
Dc PcM

−1
c Φc

)
� 1 = −

∫

∂ωc

Fn dS.

A.2. Through fluxes. Let us check that Gc � 1 = 0. Let us emphasize that due to (2.28) the sub-
resolution {ϕm}m sum to one. Furthermore, for any x ∈ ∂ωc, we have that

∑
m 1∂Sc

m
= 1. Consequently, it

directly follows that

Gc � 1 =

∫

ωc

( Nk∑

m=1︸︷︷︸
1

ϕcm −
Nk∑

m=1

1∂Sc
m

︸ ︷︷ ︸
1

)
(F c

h � n−Fn) dS = 0.
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