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ABSTRACT

Precise and accurate mass calibration is required to exploit galaxy clusters as astrophysical and cosmological probes in the Euclid era. System-
atic errors in lensing signals by galaxy clusters can be empirically estimated by comparing different surveys with independent and uncorrelated
systematics. To assess the robustness of the lensing results to systematic errors, we carried out end-to-end tests across different data sets. We
performed a unified analysis at the catalogue level by leveraging the Euclid combined cluster and weak-lensing pipeline (COMB-CL). Notably,
COMB-CL will measure weak lensing cluster masses for the Euclid Survey. Heterogeneous data sets from five recent, independent lensing surveys
(CHFTLenS, DES SV1, HSC-SSP S16a, KiDS DR4, and RCSLenS), which exploited different shear and photometric redshift estimation algo-
rithms, were analysed with a consistent pipeline under the same model assumptions. We performed a comparison of the amplitude of the reduced
excess surface density and of the mass estimates using lenses from the Planck PSZ2 and SDSS redMaPPer cluster samples. Mass estimates agree
with the results in the literature collected in the LC2 catalogues. Mass accuracy was further investigated considering the AMICO-detected clusters
in the HSC-SSP XXL-North field. The consistency of the data sets was tested using our unified analysis framework. We found agreement between
independent surveys at the level of systematic noise in Stage-III surveys or precursors. This indicates successful control over systematics. If this
control continues into Stage IV, Euclid will be able to measure the weak lensing masses of around 13 000 (considering shot noise only) or 3000
(noise from shape and large-scale-structure) massive clusters with a signal-to-noise ratio greater than three.

Key words. gravitational lensing: weak – surveys – galaxies: clusters: general – cosmology: observations

1. Introduction

Mass calibration is crucial to exploiting galaxy clusters as
cosmological probes (Sereno 2002; Voit 2005; Ettori et al.
2009; Mantz et al. 2010; Jullo et al. 2010; Lubini et al.
2014; Planck Collaboration XX 2014; Bocquet et al. 2019;
Abbott et al. 2020; Lesci et al. 2022) or astrophysical labo-
ratories (CHEX-MATE Collaboration 2021). The theory of
weak gravitational lensing (WL) by galaxy clusters is well
understood (Bartelmann & Schneider 2001; Umetsu 2020), and
it has emerged as one of the most reliable tools to accurately
and precisely measure cluster masses (see, e.g., Hoekstra et al.
2012, 2015; von der Linden et al. 2014; Applegate et al. 2014;
Umetsu et al. 2014, 2016; Okabe & Smith 2016; Dietrich et al.
2019).

The prominence of WL mass calibration has increased in
the era of large and deep photometric surveys. These sur-
veys are usually conceived for cosmic shear or galaxy-galaxy
lensing analyses or statistical analyses of ensembles of clus-
ters, but the ever-increasing depth of modern surveys has also
made it possible to measure the masses of single clusters (see,
e.g., Sereno et al. 2017; Umetsu et al. 2020). Until relatively
recently, measuring the mass of a single cluster was only pos-
sible with dedicated, targeted observations. Now, we can mea-
sure individual cluster masses directly from current WL survey
data (Melchior et al. 2015; Medezinski et al. 2018; Sereno et al.
2017, 2018; Murray et al. 2022).

Large cosmological surveys enable the study of large and
homogeneous samples of clusters. While our understanding of
calibration issues has made significant progress (Grandis et al.
2021), some areas of concern still persist. In particular, WL mass
calibration is still seen as a possible source of systematic error
for stacked cluster analyses (Costanzi et al. 2021).

In preparation for the Euclid Survey (Laureijs et al. 2011;
Euclid Collaboration 2022b), we discuss how well recent and
ongoing optical surveys can measure the masses of individ-
ual clusters and groups. Measurement accuracy can be esti-
mated by checks with simulations or reference samples. Shear
calibration requires expensive simulations (Mandelbaum et al.
2018), while photometric redshift (photo-z) calibration requires
deep and unbiased calibration samples (Hildebrandt et al. 2012;
Euclid Collaboration 2022a). Assessment of the total error bud-
gets requires end-to-end testing. However, these products can be
difficult to generate or acquire for deep and large galaxy surveys.

Data-driven approaches offer an alternative path to assess-
ing robustness. Comparison of independent results can
unveil and quantify unknown systematics (Chang et al. 2019;
Leauthaud et al. 2022; Longley et al. 2023). Analyses from

independent collaborations can differ in many aspects: data sets,
shear and photo-z estimation algorithms, theory model assump-
tions, or inference pipelines. Cross-survey analyses can assess
the consistency of lensing signals across different data sets and
provide the basis for end-to-end tests of systematic errors. They
can also offer insight into what we can expect from upcoming
and future surveys.

Recent cross-comparisons of surveys have shown that
cosmic shear and galaxy-galaxy lensing analyses can be robust
across different modelling choices and data sets. Chang et al.
(2019) assessed the robustness of cosmic shear results with
a unified analysis at the catalogue level of four cosmic shear
surveys. By using a unified pipeline, they showed how the
cosmological constraints are sensitive to the various details of
the pipeline. The same approach was then used by Longley et al.
(2023), who performed a unified catalogue-level reanalysis
of three cosmic shear data sets, exploiting and testing the
pipeline developed by the LSST (Legacy Survey of Space and
Time) Dark Energy Science Collaboration of the Vera C. Rubin
Observatory. They found the results from the three surveys to
be statistically consistent and the constraints on cosmological
parameters to be robust to different small-scale modellings.
Dark Energy Survey and Kilo-Degree Survey Collaboration
(2023) presented a cosmic shear analysis of two Stage-III
surveys in a collaborative effort between the two teams and
found consistent cosmological parameters.

Leauthaud et al. (2022) performed a blind comparison of the
amplitude of galaxy-galaxy lensing using lens samples from the
Baryon Oscillation Spectroscopic survey (BOSS) and six inde-
pendent lensing surveys and pipelines. They found good agree-
ment between empirically estimated and reported systematic
errors.

In this work, we extend the cross-survey approach to cluster
WL. We report on the performance of a uniform analysis with
the combined clusters and weak-lensing pipeline (COMB-CL).
The COMB-CL pipeline forms part of the global Euclid data pro-
cessing pipeline and will measure cluster WL shear profiles and
masses for the survey (see App. A). This paper is part of a series
presenting and discussing WL mass measurements of clusters
exploiting COMB-CL.

The analysis serves a double data-driven validation purpose.
On one hand, we cross-validate measurements and calibrations
in lensing surveys by comparing results obtained from a unified
pipeline. Agreement suggests that data products are compatible
and that systematic errors in each survey were corrected to the
required level. On the other hand, the pipeline is validated by
comparing the WL mass estimates obtained here with those of
previous works and literature results.
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Table 1. Public lensing surveys considered in the present work.

Survey Bands zp ei References

HSC-SSP S16a g, r, i, z, y Ephor_AB re-Gauss Mandelbaum et al. (2018), Hikage et al. (2019)
CFHTLenS u, g, r, i, z BPZ lensfit Heymans et al. (2012), Hildebrandt et al. (2012)
KiDS DR4 u, g, r, i +NIR BPZ lensfit Kuijken et al. (2019)
DES SV1 g, r, i, z, Y BPZ IM3SHAPE Jarvis et al. (2016)
RCSLenS g, r, i, z BPZ lensfit Hildebrandt et al. (2016)

Notes. We report the survey name and the photometric bands, photo-z (zp), and shape (ei) algorithms we exploit for our analysis as well as some
primary references.

In this work, we consider that two independent estimates agree
and systematic errors are under control if differences between the
results are smaller than the nominal statistical uncertainties. Using
cross-validation, we can assess the accuracy and precision of WL
shear profiles and mass estimates in Stage-III and precursor sur-
veys. In the following text, accuracy is defined as how close mea-
sured estimates are to their true values. Small systematic errors
imply high accuracy. In a cross-comparison, we can assess the
accuracy of a measurement by quantifying the statistical agree-
ment of independent results from different surveys.

Precision is a measure of how close the estimates are to each
other. Small statistical uncertainties imply high precision. Pre-
cision can be assessed by measuring the signal-to-noise ratio or
the statistical uncertainties.

In this paper, we adopt a flat ΛCDM model with (total)
present day matter density parameter Ωm = 0.30, bary-
onic density parameter Ωb = 0.05, Hubble constant H0 =
70 km s−1Mpc−1, power spectrum amplitudeσ8 = 0.8, and initial
index ns = 1.0. As usual, H(z) is the redshift dependent Hubble
parameter, Ez ≡ H(z)/H0, and h = H0 / (100 km s−1Mpc−1).

We use O∆c to denote a cluster property, O, measured within
the radius r∆c, which encloses a mean over-density of ∆c times
the critical density at the cluster redshift, ρcr(z) ≡ 3H2(z)/(8πG).
The term ‘log’ is the logarithm in base 10, and ‘ln’ is the nat-
ural logarithm. Scale results for natural logarithm are quoted as
percents, that is, 100 times the dispersion in natural logarithm. If
not stated otherwise, the central location and scale are computed
as CBI (Centre BIweight) and SBI (Scale BIweight) (Beers et al.
1990). Probabilities are computed considering the marginalised
posterior distributions.

2. Public lensing surveys

Galaxy imaging surveys have advanced to so-called Stage-III
(Albrecht et al. 2006). Some have been successfully completed
while others are still ongoing with very strong intermediate
results. We list the surveys used for our analysis in Table 1,
and we briefly introduce them in the following. We consider the
surveys that we are aware of at the time of writing with public
calibrated shear, photometric, and photo-z catalogues. We only
consider shear catalogues with multiplicative/additive bias cor-
rections. We do not consider public metacalibrated shear cata-
logues (e.g. Gatti et al. 2021), which are relatively rare at the
time of writing and whose treatment is not yet fully tested in the
version of the Euclid data processing pipeline used in this work.

The survey data releases under consideration in this work
have covered a total effective sky area (after masking) of
∼1500 deg2 with deep multi-band photometry, see Fig. 1. For
full details of each analysis, we refer to the quoted survey papers.
Some surveys use multiple pipelines for photometry, shape,
and/or photo-z estimates. In Table 1, we report the estimates we
used for our work. We motivate our choices below.

We only use photometry for colour estimates, where dif-
ferences due to slightly differing transmission filters are sub-
dominant for the considered surveys with respect to other effects.
Therefore, we do not consider differences in filters or magnitude
definitions.

Most of the surveys were designed as dark energy experi-
ments, and were optimised for cosmic shear. These surveys gener-
ally quote estimates of area or galaxy density, among others. Here,
we are interested in cluster lensing and thus, to ease comparison,
we recompute some quantities in a common framework of inter-
est for our specific analysis, see Table 2. Values for these estimates
computed in different ways can be found in the survey papers cited
here. The estimates of number density or effective area are for the
most part consistent, but there are some minor discrepancies.

As eligible sources for our analysis, Nsources, we consider
galaxies with measured shape, non-null lensing weight, and
photo-z. We compute their raw density, nraw, as the mean den-
sity in 1000 small random regions of size 2′ × 2′. The effective
survey area Aeff can be estimated as Nsources/nraw.

Most cluster lenses lie at redshift ∼0.3 and sources for clus-
ter lensing are usually recovered from a field of view with proper
size of 3–4 Mpc, i.e., half a degree at z ∼ 0.3. We compute the
effective density of sources for cluster lensing, neff , as the median
of the weighted densities (see Eq. (1) in Heymans et al. 2012) in
1000 random regions of size 30′×30′. We discard the 100 small-
est values to mimic selection effects, with clusters less likely to
be detected in less populated areas, near borders, or near masked
regions.

The raw and effective source densities defined above are
defined in a cluster-lensing context. They may differ from the
nominal values reported in the reference survey papers and in
the following subsections for the different definitions or the dif-
ferent source selections. For our analysis, we exclusively use our
homogenised estimates.

2.1. HSC-SSP S16a

The Hyper Suprime-Cam Subaru Strategic Program (HSC-SSP,
Miyazaki et al. 2018; Aihara et al. 2018) is an ongoing program
to carry out a multi-band imaging survey in five optical bands
(g, r, i, z, y) with HSC, an optical wide-field imager with a field-
of-view of 1.77 deg2 mounted on the prime focus of the 8.2 m
Subaru telescope (Miyazaki et al. 2018; Komiyama et al. 2018;
Furusawa et al. 2018; Kawanomoto et al. 2018).

The wide survey aims to observe around 1400 deg2 with
a depth of i ∼ 26 mag at the 5σ limit within a 2′′ diameter
aperture (Aihara et al. 2018). The survey design is optimised
for WL studies (Mandelbaum et al. 2018; Hikage et al. 2019;
Miyatake et al. 2019; Hamana et al. 2020).

The catalogue of galaxy shape measurements from the first-
year data release (S16a) is presented in Mandelbaum et al.
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Fig. 1. Sky coverage in the equatorial coordinate system of the lensing surveys used in this work. We consider only the tiles with sufficiently
reliable shape and photo-z measurements.

Table 2. Weak gravitational lensing properties of the public lensing
surveys.

Survey Nsources zs Aeff nraw neff

[deg2] [arcmin−2] [arcmin−2]

HSC-SSP S16a 12 054 563 0.83 138 23.2 23.4
CFHTLenS 7 519 395 0.72 123 16.0 14.3
KiDS DR4 21 262 011 0.67 715 7.8 6.7
DES SV1 4 485 202 0.53 142 8.3 8.2
RCSLenS 15 277 685 0.51 447 7.4 6.1

Notes. The lensing properties of the public lensing surveys are com-
puted using a common scheme for comparison. The term Nsources is the
number of sources with a non-null lensing weight and estimated photo-
metric redshift, zs is the median redshift of the considered sources, Aeff

is an estimate of the effective survey area, and nraw and neff are the raw
and weighted total density, respectively, of the considered sources.

(2018). The catalogue covers an area of 136.9 deg2 split into
six fields to final depth, with a mean i-band seeing of 0′′.58. The
survey overlaps with the XXL survey (Pierre et al. 2016) in the
XXL-North field.

Galaxy shapes were estimated on the co-added i-band
images using a moments-based shape measurement method
along with the re-Gaussianisation PSF correction method
(Hirata & Seljak 2003), which fits a Gaussian profile with ellip-
tical isophotes to the image.

Conservative galaxy selection criteria were implemented to
produce the shear catalogue for first-year science, with a magni-
tude cut of i < 24.5 mag. This results in nominal unweighted and
weighted source number densities of 24.6 and 21.8 arcmin−2,
respectively (Mandelbaum et al. 2018).

Photo-zs were found to be well determined in the redshift
range 0.2 . z . 1.5, with an accuracy ofσzphot ∼ 0.05 (1+zp), and
an outlier rate of ∼15% for galaxies down to i = 25 (Tanaka et al.
2018). For the brighter sample of i < 24, performance improves
to σzphot ∼ 0.04 (1 + zp) and ∼8% outliers.

We retrieve catalogues from the public archive1. The collab-
oration provides a variety of estimates for photometric magni-
tude (Huang et al. 2018) and redshift (Tanaka et al. 2018). Our
choices are informed from previous WL cluster analysis of data
release S16a (Chiu et al. 2020; Umetsu et al. 2020). We con-
sider photo-zs based on the EPHOR_AB code, which delivers esti-
mates based on PSF-matched aperture photometry (Tanaka et al.
2018). A photo-z risk parameter R(zp) is provided to represent
the expected loss for a given choice of zp as the point estimate
(Tanaka et al. 2018). For the photometry, we consider the forced
cmodel (Huang et al. 2018).

2.2. CFHTLenS

The Canada France Hawaii Telescope Legacy Survey (CFHTLS,
Heymans et al. 2012) is a completed photometric survey per-
formed with MegaCam. The final footprint covers four indepen-
dent fields for a total of 154 deg2 in five optical bands u∗, g, r, i,
z (Heymans et al. 2012).

The survey was designed for WL analysis, with the deep i-
band data taken in sub-arcsecond seeing conditions (Erben et al.
2013). The nominal total unmasked area suitable for cosmic
shear analysis covers 125.7 deg2. The nominal raw number den-
sity of lensing sources, including all objects with a measured
shape, is 17.8 galaxies per arcmin2 (Hildebrandt et al. 2016).
The nominal weighted density is 15.1 galaxies per arcmin2

(Hildebrandt et al. 2016).
The CFHTLenS team provided WL data processed with

THELI (Erben et al. 2013), and shear measurements obtained
with lensfit (Miller et al. 2013), a likelihood based model-
fitting method2. Photo-zs were determined with the BPZ algo-
rithm (Benítez 2000), and the ODDS quantifies the prominence

1 https://hsc-release.mtk.nao.ac.jp/datasearch
2 The public archive is available through the Canadian Astronomy
Data Centre at http://www.cfht.hawaii.edu/Science/CFHLS
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of the most likely redshift (Hildebrandt et al. 2012). The photo-
zs were measured with accuracy σzphot ∼ 0.04 (1 + z) and a
catastrophic outlier rate of about 4% (Hildebrandt et al. 2012;
Benjamin et al. 2013).

2.3. KiDS DR4

The Kilo-Degree Survey (KiDS, de Jong et al. 2013) is a Euro-
pean Southern Observatory (ESO) public survey performed with
the OmegaCAM wide-field camera mounted at the VLT Survey
Telescope (VST). KiDS was designed to observe a total area of
1350 deg2 in the u, g, r, i bands.

The survey area has been observed to full depth, and the anal-
ysis is ongoing. The fourth data release (hereafter referred to as
KiDS DR4 or KiDS 1000) covered approximately 1000 deg2 in
all four survey filters, with complementary aperture-matched Z,
Y , J, H, Ks photometry from the partner VIKING survey on the
VISTA telescope (Kuijken et al. 2019). The mean limiting mag-
nitudes in the four bands are, respectively, 24.23, 25.12, 25.02,
and 23.68 (5σ in a 2′′ aperture).

The survey area is divided into the southern (KiDS-S) and
the northern (KiDS-N) fields. KiDS-N contains two additional
smaller areas: KiDS-N-W2, which coincides with the G9 patch
of the GAMA survey, and KiDS-N-D2, a single pointing on the
COSMOS field.

The Astro-WISE information system was used for data pro-
cessing and catalogue extraction. Shear measurements were
done with lensfit, similar to CFHTLenS. Shape measure-
ments were performed on r-band images, as these images
exhibit better seeing properties and higher source density
(Fenech Conti et al. 2017; Kannawadi et al. 2019). The r-band
images were separately reduced with the THELI pipeline for WL
science.

We use the gold sample, which includes only galaxies
with reliable shape and redshift measurements up to zp =
1.2 (Kuijken et al. 2019; Hildebrandt et al. 2021; Giblin et al.
2021). Cosmological parameter constraints from cosmic shear
or galaxy clustering have been presented in such works as
Asgari et al. (2021), Heymans et al. (2021), Tröster et al. (2021),
Joachimi et al. (2021).

2.4. DES SV1

The Dark Energy Survey (DES) is expected to cover approxi-
mately 5000 deg2 in the south Galactic cap region in five optical
bands, g, r, i, z, and Y , in a five-year span with the Dark Energy
Camera (DECam) (Gatti et al. 2021). The DES Science Verifica-
tion (SV) survey mimicked the number of visits and total image
depth (10σ limiting magnitude of 24.1 in the i band) planned for
the full DES survey (Jarvis et al. 2016).

The largest portion of the SV area, known as SPT-East (SPT-
E for short), covers the eastern part of the region observed by
the South Pole Telescope (63 deg2). For the present analysis, we
consider the SVA1 Gold Catalogue3. The nominal area for the
shear catalogues covers 139 deg2.

We consider the shear measurements from the IM3SHAPE
shear pipeline on r-band images based on a maximum likeli-
hood fit using a bulge-or-disc galaxy model. For the photo-zs,
we consider the BPZ estimates.

Photo-z reliabilities were not provided in the public cata-
logues. We estimate the confidence in the redshift point estimate

3 http://des.ncsa.illinois.edu/releases/sva1

zp from the probability density function, in a manner similar to
ODDS, as

C(zp) =

∫ zp+∆zp

zp−∆zp

P(z) dz, (1)

where we set ∆zp = 0.12 (1 + zp), i.e., three times the typical
photo-z uncertainty.

2.5. RCSLenS

The RCSLenS is a large public survey performed with MegaCam
for WL analyses4 (Hildebrandt et al. 2016). The parent survey,
i.e., the Red-sequence Cluster Survey 2 (RCS2, Gilbank et al.
2011) is a sub-arcsecond seeing, multi-band imaging survey in
the g, r, i, z bands initially designed to optically detect galaxy
clusters.

The survey covers a nominal total unmasked area of
571.7 deg2 down to a magnitude limit of r ∼ 24.3 (for a point
source at 7σ). Photo-zs are available for a nominal unmasked
area covering 383.5 deg2, where the nominal raw (weighted)
number density of lensing sources is 7.2 (4.9) galaxies per
arcmin2. The survey area is divided into 14 patches, the largest
being 10 × 10 deg2 and the smallest 6 × 6 deg2.

The shape measurement and data-analysis were performed
with tools developed for the CFHTLenS pipeline. A detailed pre-
sentation of imaging data, data reduction, masking, multi-colour
photometry, photo-zs, shape measurements, tests for systematic
errors, and the blinding scheme for objective measurements can
be found in Hildebrandt et al. (2016).

3. Cluster samples

We made use of five lens catalogues. Firstly, to compare results
from different surveys, assess accuracy, and check for system-
atic errors, we chose two independent cluster catalogues: (i)
the second Planck Catalogue of Sunyaev-Zeldovich Sources
(PSZ2, Planck Collaboration XXVII 2016), based on a Sunyaev-
Zeldovich (SZ) selection, and (ii) the red-sequence Matched-
filter Probabilistic Percolation (redMaPPer) catalogue based on
an optical selection on the Sloan Digital Sky Survey (SDSS)
DR8 data (Rykoff et al. 2016). These catalogues are extracted
from data sets different from the surveys we used for shape mea-
surements. This makes the distribution of lenses uncorrelated
with residual systematic effects in galaxy shape measurements
(Miyatake et al. 2013; Sereno et al. 2015).

For each lens sample, we used all the clusters that lie in
the survey fields without any further selection, and the lensing
clusters we considered are an unbiased subsample of the parent
catalogue. The main properties of the lensing cluster samples
from PSZ2 and redMaPPer per survey are reported in Tables 3
and 4, respectively. Secondly, to study the statistical precision
of WL mass measurements, we considered the candidate clus-
ters detected with the Adaptive Matched Identifier of Clus-
tered Objects (AMICO, Bellagamba et al. 2018; Maturi et al.
2019) in the XXL-North field of HSC-SSP. Thirdly, to check
for residual systematic effects in the shear calibration, we con-
sidered two samples: the clusters detected in HSC-SSP S16a
(Oguri et al. 2018) with the Cluster finding algorithm based on
Multi-band Identification of Red sequence gAlaxies (CAMIRA;

4 The data products are publicly available at http://www.
cadc-ccda.hia-iha.nrc-cnrc.gc.ca/en/community/rcslens/
query.html
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Table 3. Main properties of the PSZ2 cluster lenses per survey.

Survey Ncl z MSZ (S/N)WL nsources
[1014 M�] [arcmin−2]

HSC-SSP S16a 5 0.20 ± 0.10 4.45 ± 1.34 2.45 ± 1.01 12.1 ± 4.9
CFHTLenS 8 0.16 ± 0.06 3.88 ± 1.28 2.69 ± 1.40 6.8 ± 2.4
KiDS DR4 37 0.21 ± 0.12 4.36 ± 2.14 2.45 ± 1.47 2.8 ± 1.0
DES SV1 11 0.37 ± 0.19 6.27 ± 3.87 0.99 ± 1.28 1.9 ± 1.3
RCSLenS 28 0.23 ± 0.17 4.69 ± 1.79 1.58 ± 2.17 1.9 ± 1.4

Notes. We list the number of clusters in the considered survey footprint and their typical redshift; mass proxy value, here the catalogue SZ mass in
units of 1014 M�, (S/N)WL; and the source galaxy density per cluster (in units of arcmin−2). Location and scale are computed as biweight estimators
of the sample distribution.

Table 4. Main properties of the redMaPPer cluster lenses per survey.

Survey Ncl z λ (S/N)WL nsources
[arcmin−2]

HSC-SSP S16a 598 0.36 ± 0.11 34.1 ± 14.0 0.85 ± 0.82 8.9 ± 4.2
CFHTLenS 329 0.38 ± 0.11 35.0 ± 14.3 0.90 ± 1.14 5.3 ± 2.1
KiDS DR4 1240 0.40 ± 0.11 34.5 ± 14.8 0.57 ± 0.97 2.2 ± 0.9
DES SV1 8 0.38 ± 0.05 40.7 ± 15.1 0.92 ± 0.69 1.1 ± 0.7
RCSLenS 1020 0.38 ± 0.11 34.2 ± 14.5 0.43 ± 0.98 1.2 ± 0.9

Notes. Same as Table 3 but for the redMaPPer sample. Here, the mass proxy is the catalogue richness λ.

Oguri 2014) and the AMICO clusters in KiDS-DR3 (Lesci et al.
2022). Finally, for comparison with the literature, we considered
the Literature Catalogue of weak Lensing Clusters of galaxies
(LC2 or LC2; Sereno 2015).

3.1. Planck PSZ2

PSZ2 is based on the 29 month full-mission data set and contains
1653 candidate clusters (Planck Collaboration XXVII 2016). It
is the largest all-sky, SZ selected sample of galaxy clusters pro-
duced to date5.

The catalogue includes candidates with S/N above 4.5
located outside the highest-emitting Galactic regions, the Small
and Large Magellanic Clouds, and point source masks. 1203
clusters were confirmed with counterparts identified either in
external optical or X-ray samples, or by dedicated follow-ups.

Proxy masses (denoted as MSZ or MYz
500c) of clusters with

known redshift were calibrated with a best fitting scaling relation
between M500c and the spherically integrated Compton parame-
ter Y500c (Planck Collaboration XX 2014). The catalogue spans a
nominal mass range from MSZ ∼ 0.8 × 1014 M� to 16 × 1014 M�
over the redshift range 0.01 . z . 1.0. The mean redshift is
z ∼ 0.25.

Most of the PSZ2 clusters covered by the surveys here con-
sidered are at z < 0.6, for which data from Stage-III sur-
veys or precursors can provide reliable masses (Melchior et al.
2015; Sereno et al. 2017; Medezinski et al. 2018). There are
two exceptions. PSZ2 G099.86+58.45 at z = 0.63 can be still
detected in CFHTLenS with high (S/N)WL (Sereno et al. 2018),
whereas PSZ2 G297.97−67.74 at z = 0.87, here covered by DES
SV1, is not significantly detected.

5 The union catalogue HFI_PCCS_SZ-union_R2.08.fits is available
from the Planck legacy archive at http://pla.esac.esa.int/pla/

3.2. The SDSS redMaPPer catalogue

The redMaPPer algorithm is a red-sequence cluster finder
designed for large photometric surveys (Rykoff et al. 2014).
Here, we consider the cluster candidates found parsing nearly
10 000 deg2 of contiguous high quality observations of the SDSS
DR8 data (Rykoff et al. 2016). The resulting catalogue6 contains
26 111 candidate clusters over the redshift range 0.08 . z . 0.6.

The catalogue provides a richness estimate, λ, defined as the
sum of the probabilities of the galaxies found near a cluster to be
actual cluster members. The sum extends over all galaxies above
a cut-off luminosity (0.2 L∗) and below a radial cut that scales
with richness (Rykoff et al. 2014).

3.3. AMICO clusters in the XXL-HSC field

AMICO (Bellagamba et al. 2018; Maturi et al. 2019) is an opti-
mal matched filter that takes advantage of the known statistical
properties of field galaxies and cluster galaxy members. AMICO
can deal with an arbitrary number of quantities describing galax-
ies. For the AMICO-built catalogues considered here, galaxy
angular coordinates, magnitudes, and photo-z were considered,
whereas the information concerning the colours was avoided to
be independent of the red-sequence (Maturi et al. 2019).

AMICO was selected as one of two cluster selection algo-
rithms for the Euclid mission (Euclid Collaboration 2019a), and
has been implemented in the extensively tested Euclid clus-
ter detection pipeline (DET-CL). Here, we consider the runs in
the XXL-North field covered by HSC-SSP S18a observations
(Euclid Collaboration: Sartoris et al., in prep.).

The XXL-North field has been covered by multi-wavelength
observations. HSC-SSP observations over this area from Year 1
have already reached full depth, which makes this an interesting

6 We use the latest version of the catalogue (v6.3), which is publicly
available at https://cdsarc.cds.unistra.fr/viz-bin/cat/J/
ApJS/224/1#/browse
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Table 5. Parameters for the photo-z background selection.

Survey ∆zlens zp,range,min zp,range,max zp,confidence zp,confidence,min

HSC-SSP S16a 0.1 0.2 1.5 1 − R(zp) 0.8
CFHTLenS 0.1 0.2 1.2 ODDS 0.8
KiDS DR4 0.1 0.2 1.2 ODDS 0.8
DES SV1 0.1 0.2 1.2 C(zp) 0.8
RCSLenS 0.1 0.4 1.2 ODDS 0.8

Notes. Column names are explained in Sect. 4.1.

test-case for the Euclid Survey. DET-CL found 3534 candidate
clusters with (S/N)det ≥ 3 in the redshift range 0.03 ≤ z ≤ 1.05
with intrinsic richness, λ∗, in the range 22.5 . λ∗ . 591.2
(Euclid Collaboration: Sartoris et al., in prep.). The intrinsic rich-
ness is defined as the sum of the probabilities of all galaxies asso-
ciated with the detection brighter than m∗ + 1.5 and within the
model virial radius.

3.4. CAMIRA clusters in HSC-SSP S16a

Oguri et al. (2018) presented a cluster sample from HSC-SSP
S16a, optically selected with CAMIRA (Oguri 2014; Oguri et al.
2018). CAMIRA is a red sequence method that fits each galaxy
in the image with a stellar population synthesis model to com-
pute the likelihood to be a red sequence galaxy at a given redshift
(Oguri 2014).

Oguri et al. (2018) constructed a catalogue of 1921 clus-
ters from HSC-SSP S16a. The images were sufficiently deep to
detect clusters at redshift 0.1 < z < 1.1 with richness N̂mem > 15
that roughly corresponds to M200m & 1014 h−1 M�.

3.5. AMICO clusters in KiDS-DR3

The AMICO algorithm was run in KiDS-DR3 to detect 4934
candidate galaxy clusters with intrinsic richness λ∗ ≥ 15 and
(S/N)det ≥ 3.5 in the redshift range 0.1 . z . 0.8 (Maturi et al.
2019; Lesci et al. 2022).

4. Background source selection

We identify galaxies as background sources for the WL analysis
behind the lens at zlens based on their photo-z or colours. As a
first step, we select galaxies such that

zp > zlens + ∆zlens, (2)

where zp is the redshift point-estimate and ∆zlens is a threshold
above the cluster redshift to lower the contamination.

On top of this criterion, we require that the sources pass more
restrictive cuts in either photo-z or colour properties, which we
discuss below.

4.1. Photometric redshifts

A population of background galaxies can be selected with crite-
ria based on the photo-zs (Sereno et al. 2017):

zp,2.3% > zlens + ∆zlens; (3)
zp,range,min < zp; (4)
zp,range,max > zp; (5)
zp,confidence > zp,confidence,min, (6)

0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0
zp
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CFHTLenS
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Fig. 2. Normalised distribution of the photo-zs up to zp = 2 for selected
sources behind a lens plane at zlens = 0.4. The sources are selected either
with robust cuts in photo-z or in colour-colour space.

where the parameter zp,confidence is a measure of the confidence
we have in the point estimate of the redshift; zp,2.3% is the lower
bound of the region including the 95.4% of the probability den-
sity distribution; ∆zlens is a conservative threshold to better select
background galaxies, see Eq. (2); zp,range,min and zp,range,max are
the boundaries of the redshift range wherein photo-z estimates
are thought to be reliable.

The redshift range can be chosen based on the survey depth
or such that the photometric bands straddle the 4000 Å break.
Employed parameters and cuts for each survey are listed in
Table 5.

4.2. Colour-colour

Selection of background galaxies in colour-colour (CC) space
can be highly effective and provide very complete and pure
samples (Euclid Collaboration 2024). Here, we adopt the cuts
in the g − i vs. r − z CC space proposed in Medezinski et al.
(2018), which spans the optical range observed by the consid-
ered surveys. Different populations of galaxies are efficiently
separated in this space and the level of contamination is con-
sistent with zero within a 0.5% uncertainty. The cuts are detailed
in Medezinski et al. (2018, Appendix A).

The distribution of sources per survey that would be consid-
ered as background for a lens plane at zlens = 0.4 is shown in
Fig. 2.

5. WL signal

The lensing signal is recovered from the measured shapes of the
background galaxies.
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5.1. Signal definition

As the main observable, we considered the tangential reduced
excess surface density ∆Σgt, which can be expressed in terms
of the surface density, Σ, and of the tangential excess surface
density ∆Σt. For an axially symmetric lens and a single source
plane,

∆Σgt(R) =
∆Σt(R)

1 − Σ−1
cr Σ(R)

, (7)

where R is the transverse proper distance from the assumed lens
centre, and Σcr is the critical density for lensing,

Σcr ≡
c2

4πG
Ds

DlDls
, (8)

where c is the speed of light in vacuum, G is the gravitational
constant, and Dl, Ds, and Dls are the angular diameter distances
to the lens, to the source, and from the lens to the source, respec-
tively.

The tangential reduced excess surface density can be rewrit-
ten in terms of the reduced tangential shear, gt = γt/(1−κ), where
γt is the tangential shear, and κ ≡ Σ/Σcr is the convergence, as

∆Σgt(R) = Σcrgt(R). (9)

For a population of sources distributed in redshift, the source
averaged excess surface mass density can be approximated as
(Umetsu 2020)

〈∆Σgt〉 '
∆Σt

1 − 〈Σ−1
cr 〉Σ
· (10)

The equations here presented hold for non-axially symmetric
lenses too if we consider azimuthally averaged quantities.

5.2. Signal measurement

If 〈eα〉, i.e., the ensemble average of the shape measure-
ments eα, where α = 1, 2 denotes the shear component
in the Cartesian plane, is an unbiased estimator for the
reduced shear (Schramm & Kayser 1995; Seitz & Schneider
1997; Bernstein & Jarvis 2002; Miller et al. 2013),

〈e1, e2〉 = 〈g1, g2〉, (11)

the reduced excess surface density ∆Σgt in circular annuli can be
estimated from the sum over the sources inside each annulus as

∆Σgt(R) =

∑
i w∆Σ,iet,iΣcr,i∑

i w∆Σ,i
, (12)

where

w∆Σ,i = Σ−2
cr,iwi, (13)

and et,i is the tangential component of the ellipticity of the i-th
source galaxy, wi is the weight assigned to the source ellipticity,
and Σcr,i is the critical density for the i-th source. The sum runs
over the galaxies included in the annulus centred at R.

In the following, we use the notation 〈. . .〉∆Σ for a weighted
average, where w∆Σ,i are the weights. With this notation, Eq. (12)
can be rewritten as

∆Σgt(R) = 〈et,iΣcr,i〉∆Σ. (14)

Some shape measurements, such as the ellipticity |ε| = (1 −
q)/(1 + q), where q is the image axial ratio, from lensfit or

IM3SHAPE, fulfil Eq. (11), i.e., εi = ei. For other shape esti-
mates, e.g., the distortion |δ| = (1 − q2)/(1 + q2) measured
by the re-Gauss algorithm (Mandelbaum et al. 2008), GALSIM
(Rowe et al. 2015), or KSB-like algorithms (Kaiser et al. 1995),
one must account for the responsivity R:

ei =
δi

2R
· (15)

The responsivity can be calculated based on the inverse variance
weights and the per-object estimates of the RMS distortion δRMS,i
as (Mandelbaum et al. 2018)

R ' 1 − 〈δ2
RMS,i〉∆Σ. (16)

For our analysis, a responsivity calculation is needed to process
the HSC-SSP data.

The source averaged reduced excess surface mass density
can be approximated as in Eq. (10) with the 〈. . .〉∆Σ average,

〈∆Σgt〉∆Σ '
∆Σt

1 − 〈Σ−1
cr 〉∆ΣΣ

· (17)

We compute distances to the sources and critical surface den-
sities in Eq. (8) based on the photo-z point-estimator. Methods
exploiting the per-source photo-z probability density function
(see, e.g., Sheldon et al. 2004) or the ensemble source redshift
distribution (see, e.g., Hildebrandt et al. 2020) have been advo-
cated, too. Some methods need inherently unbiased and accu-
rate representations of the redshift probability distribution and
of systematic uncertainties, which might be difficult to achieve
(Tanaka et al. 2018; Hildebrandt et al. 2020). However, the level
of systematic errors introduced by either the point-estimator or
the probability density function for quality photo-zs and robust
selections is usually sub-dominant for Stage-III surveys (see,
e.g., Bellagamba et al. 2019).

The present version of the Euclid data processing pipeline for
cluster weak lensing relies on photo-z point-estimators. Pros and
cons of different approaches are discussed in Leauthaud et al.
(2022) and references therein.

We measure the average reduced excess surface density
∆Σgt in eight radial circular annuli equally separated in loga-
rithmic space spanning the range between Rmin = 0.3 h−1 Mpc
(∼0.43 Mpc) and Rmax = 3.0 h−1 Mpc (∼4.3 Mpc) from the clus-
ter centre.

5.3. Calibration

The raw shape components of the source galaxies, eraw,1 and
eraw,2, can exhibit a bias that can be parameterised by a multi-
plicative (m) and an additive (c) component,

ei =
eraw,i − ci

1 + m
(i = 1, 2), (18)

which must be calibrated. If needed, we correct each galaxy
for the additive bias, whereas the multiplicative bias m is aver-
aged in each annulus (Heymans et al. 2012; Miller et al. 2013;
Viola et al. 2015),

〈m〉 =

∑
i w∆Σ,imi∑

i w∆Σ,i
· (19)
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5.4. Signal-to-noise

The S/N of the WL cluster can be defined in terms of the
weighted excess surface density ∆Σgt in the relevant radial range
Rmin < R < Rmax (Sereno et al. 2017),

(S/N)WL =
∆Σgt(Rmin < R < Rmax)

δt
, (20)

where the noise δt includes statistical uncertainties, and cosmic
noise (if relevant) added in quadrature.

For our analysis, we consider (S/N)WL between Rmin =
0.3 h−1 Mpc and Rmax = 3.0 h−1 Mpc from the cluster centre.

6. Mass inference

Cluster masses can be determined fitting the shear profiles in a
fixed cosmological model. The general framework is detailed in
Sereno et al. (2017) and Umetsu (2020) for example (and refer-
ences therein). Here, we only discuss the specific setting adopted
for the present analysis.

6.1. Halo model

We model the lens either with a simple Navarro, Frenk, White
(NFW) profile (Navarro et al. 1996), characterised by mass,
M200c, and concentration, c200c, or with a composite model con-
sisting of a Baltz, Marshall, Oguri (BMO) profile (Baltz et al.
2009), e.g., a truncated NFW profile, parameterised by mass,
concentration, and truncation radius, rt, plus a two-halo term for
the correlated matter characterised by the environment bias, be
(Sereno et al. 2018). We refer to the second model as BMO+2-
halo. The NFW model can be seen as a specific form of the BMO
model, with be = 0 and rt → ∞.

For the fitting parameters, we consider the logarithm (base
10) of mass and concentration, p = (logM200c, logc200c). Here,
logM200c is short for log10

[
M200c/

(
1014 M�

)]
.

The contribution from the uncorrelated large-scale structure
(LSS) is treated as a source of noise (Sereno et al. 2017). The
cross-correlation between two angular bins ∆θi and ∆θ j can be
written as (Schneider et al. 1998; Hoekstra 2003)

〈∆ΣLSS(∆θi)∆ΣLSS(∆θ j)〉 = 2πΣ2
cr

∫ ∞

0
Pk(l)g(l,∆θi)g(l,∆θ j) l dl,

(21)

where Pk(l) is the effective projected power spectrum of lens-
ing. We compute the linear matter power spectrum with a
semi-analytical fitting function (Eisenstein & Hu 1998), which
is adequate for the precision needed in our analysis. The effects
of non-linear evolution are accounted for with the revised halofit
model (Takahashi et al. 2012). The function g is the filter. In an
angular bin θ1 < ∆θ < θ2,

g =
1

π(θ2
1 − θ

2
2)l

[
2
l

(J0(lθ2) − J0(lθ1)) + θ2J1(lθ2) − θ1J1(lθ1)
]
.

(22)

6.2. Inference

The lens parameters are measured with a Bayesian analysis,
where the posterior probability density function of the param-
eters, p, given the data, {〈∆Σgt〉}, can be written as

p(p|{〈∆Σgt〉}) ∝ L({〈∆Σgt〉}|p)pprior(p), (23)

where p is a vector including the model parameters, L is the
likelihood, and pprior is the prior.

The likelihood is L ∝ exp(−χ2/2), where χ2 is written as

χ2 =
∑
i, j

[
〈∆Σgt〉i − ∆Σgt(Ri|p)

]t
C−1

i j

[
〈∆Σgt〉i j − ∆Σgt(R j|p)

]
;

(24)

the sum extends over the radial annuli; ∆Σgt(Ri|p) is the halo
model computed at the lensing weighted radius Ri of the i-th bin
(Sereno et al. 2017); and 〈∆Σgt〉i is the measured reduced excess
surface density in the i-th bin.

Shape noise, δ∆ΣStat, and lensing from LSS, ∆ΣLSS, are
treated as uncertainties. The total uncertainty covariance matrix
is

C = Cstat + CLSS, (25)

where Cstat accounts for the uncorrelated statistical uncertain-
ties in the measured shear, and CLSS

i j = 〈∆ΣLSS(∆θi)∆ΣLSS(∆θ j)〉,
where ∆θi is the i-th annular bin, is due to LSS (Sereno et al.
2017; Umetsu et al. 2020).

The main source of noise is the intrinsic ellipticity dis-
persion σeα . For Euclid, a reference value of σeα = 0.26
was estimated from a sample of galaxies observed with the
Hubble Space Telescope and with similar photometric prop-
erties to those expected from Euclid (Schrabback et al. 2018a;
Euclid Collaboration 2019b, 2023a).

Here, we do not consider correlated shape noise due to
intrinsic alignment of sources, which can be neglected for
Stage-III analyses of cluster lensing (McClintock et al. 2019;
Umetsu et al. 2020) but it might play a role for Euclid and Stage-
IV analyses of clusters and their outskirts (Sereno et al. 2018).

6.3. Priors

We consider non-informative, uniform priors in log-space, as
suitable for positive quantities, with −1 < logM200c < 2 and
0 < logc200c < 1.

The truncation radius and environment bias are fixed. For the
BMO+2-halo model, the truncation radius is set to rt = 3 r200c,
and the environment bias be is fixed with a Dirac delta prior as a
function of the peak height ν, be = bh[ν(M200c, z)] (Tinker et al.
2010).

7. Consistency tests

To detect the degree of any potential discrepancy between inde-
pendent results, we utilise two metrics. Let Qa and Qb be two
sets of parameters, with total uncertainty expressed through the
covariance matrix CQa,b . The χ2 can be defined as

χ2
a,b = (Qa − Qb)tC−1

Qa,b
(Qa − Qb). (26)

For uncorrelated data, the covariance matrix is diagonal with the
diagonal terms given by the sum of the squared uncertainties,

χ2
a,b =

(Qa − Qb)2

δQ2
a + δQ2

b

, (27)

where δQa and δQb are the uncertainties on Qa and Qb, respec-
tively.

Given a χ2 distribution with Nd.o.f. degrees of freedom, we
can calculate the probability to exceed a given value, p(χ2 >
χ2

a,b; Nd.o.f.), and use this probability as a metric for comparison.
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When we compare a scalar quantity Qi, we consider

∆χ = χa,b =
Qa − Qb

δ∆

, (28)

where δ∆ =

√
δQ2

a + δQ2
b.

As a second metric, we consider a function based only on the
point-estimates. We compute the CBI of the differences,

∆CBI = CBI(Qa − Qb), (29)

and the associated SBI,

∆SBI = SBI(Qa − Qb). (30)

The estimator ∆SBI quantifies the dispersion of the results. The
uncertainty on ∆CBI, δ∆CBI, can be computed by bootstrapping
the sample and computing the SBI of the summary CBI statistics.
Any value of ∆CBI in excess of the statistical uncertainty can
point to systematic effects or statistical uncertainties biased low.
We report the ∆ metric as ∆CBI(±δ∆CBI) ± ∆SBI.

The main observable quantities we considered for compari-
son are the radial profiles of the reduced excess surface density,
Qa = {〈∆Σgt,survey(Ri)〉}, with Nd.o.f. given by the number of bins,
and the lens masses of a sample, Qa = {logM200c, survey,i}, with
Nd.o.f. given by the number of clusters. When we compared the
total signal ∆Σgt(Rmin < R < Rmax), we used ∆χ as the main
metric.

8. WL signal accuracy

To assess the accuracy to which the WL signal can be mea-
sured, we compare the average radial profiles of the reduced
excess surface density of the lenses, ∆Σgt,survey(Ri), from differ-
ent surveys, see Fig. 3. We measure the signal in eight radial bins
(Nd.o.f. = Nbin = 8).

In our approach, statistically significant differences between
results from different surveys are seen as indications of system-
atic errors. An analysis with underestimated statistical uncertain-
ties is then conservative as it can inflate differences. When com-
paring the WL profiles, we only account for the total shape noise
including the intrinsic shape dispersion per component and the
per-component shape measurement error. We do not account for
noise from either correlated or uncorrelated LSS.

Different surveys share lenses and source galaxies in over-
lapping regions, and intrinsic ellipticity and shape noise are
correlated to some degree. This is difficult to quantify at the cat-
alogue level. Ellipticity values measured with a different reso-
lution, in a different galaxy radial range, with different effec-
tive radial weight functions, or in different bands might vary, as
the spatial distribution of the light emission may not be identi-
cal (Schrabback et al. 2018b). We very conservatively quantify
the correlation assuming that lensing signal of shared clusters is
fully correlated.

We measured the reduced excess surface density, which
unlike the excess surface density, brings some residual depen-
dence on source and lens redshift, mostly in the inner regions
(see Eq. (17) in Umetsu 2020). Notwithstanding our simplifying
and conservative assumptions, the agreement between the pro-
files measured in different surveys is significant both for Planck,
see Table 6, and redMaPPer clusters, see Table 7.

Discrepancies between surveys are smaller than statistical
uncertainties. This implies that shear can be accurately cali-
brated and known systematic effects are properly accounted for.
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Fig. 3. Average reduced excess surface density profiles of clusters
detected in public surveys as a function of R, the transverse proper dis-
tance from the lens centre, coded by colours as in the legend. Top: PSZ2
clusters. Bottom: Sample of redMaPPer.

For Stage-III surveys and precursors, unknown or residual sys-
tematic effects either play a negligible role or very fortuitously
counter-balance each other among different surveys and data
sets.

The validity of the test relies on the assumption that the clus-
ter subsamples, which are selected from different survey foot-
prints, are homogeneous. This assumption may be invalid if the
properties of the parent samples vary spatially (Leauthaud et al.
2022). Even if the samples are spatially homogeneous, we are
sampling a small number of clusters per survey, which might not
fairly sample the full parent population of dark matter haloes. On
the other hand, this choice of the lens samples per survey limits
the correlation of sources. Some concerns on the lens samples
can be solved by analysing lenses that are covered by more than
one survey. In fact, for the four Planck clusters covered by a pair
of surveys, we found statistical agreement, see App. B.

In App. C, we perform a cross-check between shear cali-
brations by comparing the WL profile of clusters extracted by
matched source catalogues from different surveys to show how
residual effects for Stage-III surveys and precursors are negligi-
ble with respect to the statistical uncertainties.

9. Mass accuracy

In this section, we report results on the accuracy we can reach
in mass measurements of cluster masses from survey data. The
section serves a dual purpose. On one hand, we cross-validate
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Table 6. Comparison of the average reduced excess surface density profiles of the Planck clusters detected in different surveys.

CFHTLenS KiDS DR4 DES SV1 RCSLenS

HSC-SSP S16a χ2
a,b = 3.5 (pa,b = 0.90) 7.6 (0.48) 10.4 (0.24) 13.0 (0.11)

∆ = 0.11 ± 0.23 0.35 ± 0.21 0.18 ± 0.33 0.59 ± 0.23
CFHTLenS – 11.6 (0.17) 9.9 (0.27) 19.5 (0.01)

– 0.21 ± 0.14 0.06 ± 0.27 0.43 ± 0.17
KiDS DR4 – – 13.0 (0.11) 7.2 (0.52)

– – −0.13 ± 0.21 0.17 ± 0.12
DES SV1 – – – 16.9 (0.03)

– – – 0.35 ± 0.25

Notes. We quantify the level of agreement from signals extracted from different surveys. For each pair of surveys, we report the χ2
a,b between the

average profiles (Nd.o.f. = 8) and (in round brackets) the probability to exceed this value pa,b = p
(
χ2 > χ2

a,b

)
. The metric ∆ is reported in the form

∆CBI ± ∆SBI.

Table 7. Comparison of the average reduced excess surface density pro-
files of the redMaPPer clusters detected in different surveys.

CFHTLenS KiDS DR4 DES SV1 RCSLenS

HSC-SSP S16a 4.7 (0.79) 28.5 (.0.01) 4.5 (0.81) 11.3 (0.19)
−0.06 ± 0.06 −0.14 ± 0.05 0.27 ± 0.88 −0.09 ± 0.06

CFHTLenS – 18.8 (0.02) 5.0 (0.76) 14.4 (0.07)
– −0.08 ± 0.06 0.36 ± 0.94 −0.03 ± 0.07

KiDS DR4 – – 4.2 (0.83) 5.9 (0.65)
– – 0.48 ± 1.03 0.06 ± 0.07

DES SV1 – – – 4.3 (0.83)
– – – −0.28 ± 0.70

Notes. Same as Table 6 but for the redMaPPer sample.

Stage-III surveys by comparing results obtained from a uniform,
consistent analysis. Agreement can indicate that the different
data sets are compatible and that systematic errors in each survey
are corrected to the required levels.

On the other hand, fitting procedures here employed for WL
profiles and WL mass estimates can be validated by comparison
with literature results.

As a reference fitting model, we considered the BMO+2-
halo model. For the uncertainty budget, we considered contri-
butions from both shape noise and LSS.

We first look for potential systematic effects by comparing
results exploiting different analysis assumptions, see Sects. 9.1
and 9.2. Then we compare results from different surveys, see
Sect. 9.3, or with estimates from the literature, see Sect. 9.4.

9.1. Mass point-estimators

In the regime of low signal-to-noise, the inferred probability dis-
tribution for the mass can be very skewed. The peak may not be
prominent and the distribution can show a strong tail to very low
values. In the case of negative (S/N)WL, the distribution could
be better summarised by an upper limit rather than an estimate
of the central location.

In Table 8, we compare different mass point-estimates of the
PSZ2 clusters. We consider the maximum likelihood (ML) value
as well as the biweight location CBI, the median, and the mean
of the posterior probability distribution. Point-estimates can sig-
nificantly differ. As expected for a distribution sampled with a
long chain, estimates of the median and the CBI are in very good
agreement. The agreement with the mean is also good, though
with a larger dispersion. On the other hand, ML estimates are

Table 8. Comparison of mass point-estimators of the PSZ2 clusters.

Estimator CBI Median Mean

ML 0.32 ± 0.33 0.30 ± 0.33 0.37 ± 0.30
CBI – −0.01 ± 0.03 0.02 ± 0.05
Median – – 0.03 ± 0.08

Notes. For each estimator pair, we report ∆CBI±∆SBI, the biweight loca-
tion, and scale of the difference of the point mass estimates.

usually larger than CBI or mean estimates, even when consider-
ing the large dispersion.

Any mass point-estimate (and a related uncertainty) might
fail in summarising the mass posterior, and the full probability
distribution should be considered. For example, using the mass
location and scale in analyses that implicitly assume a Gaussian
distribution can significantly bias the results if the mass proba-
bility distribution is not Gaussian. The use of the full probability
distribution is recommended in the low (S/N)WL regime.

In the following, when comparing our results with literature
values, we try to use the most appropriate estimator, i.e., the
estimator that most resembles the properties of the comparison
sample.

9.2. Halo model

A proper modelling of the lens is crucial for an unbiased mass
determination (Oguri & Hamana 2011). We estimate the effects
of halo modelling in Stage-III surveys and precursors by compar-
ing mass point-estimates of the PSZ2 clusters derived by mod-
elling the lens either with BMO+2-halo or NFW profiles. Results
are consistent with ∆CBI ± ∆SBI = −0.03 ± 0.02, −0.05 ± 0.24,
−0.05 ± 0.24, and −0.05 ± 0.22 for the ML, CBI, median, and
mean, respectively.

Halo modelling can play a larger role when fitting the very
inner regions, where the inner slope has to be properly accounted
for (Sereno et al. 2016), or the outer regions where the matter
distribution transits to the infalling region (Diemer & Kravtsov
2014), or with the better data quality expected for Stage-IV sur-
veys. At the level of the present analysis, where we consider
Stage-III surveys and precursors and exclude the inner and outer
radial regions from the fitting, the role is minor. We only con-
sider the BMO+2-halo model in the following.
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Table 9. Comparison of WL masses of redMaPPer clusters covered by multiple surveys.

CFHTLenS KiDS DR4 RCSLenS

Ncl = 100 343
HSC-SSP S16a χ2

a,b = 73.5 (pa,b = 0.98) 185.9 (.1) –
∆ = −0.01(±0.02) ± 0.23 0.00(±0.01) ± 0.20

13 2
CFHTLenS – 5.8 (0.95) 0.1 (0.97)

0.00(±0.02) ± 0.09 −0.06(±0.05) ± 0.08
20

KiDS DR4 – – 9.3(0.98)
−0.05(±0.04) ± 0.18

Notes. For each pair of surveys, we quote the number of redMaPPer clusters in common, Ncl; χ2
a,b and its excess probability for Nd.o.f. = Ncl,

pa,b = p
(
χ2 > χ2

a,b

)
; and ∆ as ∆CBI(±δ∆CBI) ± ∆SBI, the biweight location (with associated uncertainty) and the scale of the difference of the mass

estimates.

9.3. Clusters covered by multiple surveys

A number of redMaPPer clusters are covered by multiple sur-
veys. For these clusters, we can directly compare the mass
estimates.

Any correlation between mass estimates, which is not prop-
erly accounted for, can underestimate the statistical significance
of mass differences. Three sources of correlation are the galax-
ies shared by different surveys in overlapping regions, the noise
from uncorrelated matter, and the common fitting scheme.

Firstly, different surveys share the same source galaxies in
overlapping regions, and intrinsic ellipticity and shape noise are
correlated to some degree. As discussed in Sect. 8, this can be
quantified with working assumptions. When cross-comparing
two surveys, we can assume that the deeper survey detects and
measures shear for all the galaxies detected and measured by
the shallower survey in the overlapping region. For example, for
an hypothetical lens at zlens = 0.38, as is typical for redMaPPer
clusters, see Table 4, we can assume that all background sources
detected in KiDS DR4 are also selected in HSC-SSP S16a. This
would account for ∼30% of the full background source sample
in HSC-SSP S16a. If we neglect differences in intrinsic elliptic-
ity due to different bands or spatial extents, this would entail a
correlation of ∼0.5 in the measured shear.

Secondly, mass measurements of the same cluster from dif-
ferent surveys experience the same noise from uncorrelated mat-
ter. Even though the LSS noise is mostly negligible with respect
to the shape noise for Stage-III surveys or precursors, it can still
entail some correlation in the shape measurements. For a KiDS-
like survey, the LSS noise is ∼50% of the shape noise for a lens at
zlens = 0.38 in the radial range we considered for fitting, which
would entail a correlation of ∼0.2. When correlated shape and
LSS noise are considered together, the correlation would be ∼0.7
when comparing mass estimates based on either KiDS DR4 or
HSC-SSP S16a.

Finally, if we consider that the use of the same pipeline for
mass measurements can further correlate the estimates, we can
conservatively consider a total correlation of ∼0.8. We will use
this estimate of the correlation for our comparison.

Results for the redMaPPer clusters are summarised in
Table 9, where we report results for the mass biweight point-
estimator, and we find agreement between different surveys. This
can be seen as a consequence of the agreement between the shear
profiles, discussed in Sect. 8.

9.4. Comparison with the WL mass from literature

To assess the robustness of WL mass estimates, we compare
masses of PSZ2 or redMaPPer clusters obtained using COMB-CL
on survey data with literature values. We first consider the LC2
meta-catalogues (Sereno 2015) in Sect. 9.4.1, and then two
smaller, but homogeneous and statistically complete samples,
PSZ2LenS (Sereno et al. 2017) in Sects. 9.4.2, and HSC-XXL
(Umetsu et al. 2020) in 9.4.3. LC2 is mostly based on follow-
up, targeted observations independent of the survey data we
consider here. By comparison, we can test the robustness of
the mass estimates to data and analysis systematics. On the
other hand, PSZ2LenS or HSC-XXL have to a large extent
exploited the same survey data considered here. By comparing
with their results, we can gain insight into the robustness to anal-
ysis choices.

The degree of correlation of our mass uncertainties with
literature results from a meta-catalogue is difficult to quantity
but it is expected to be smaller than for a mass comparison
between results exploiting overlapping survey data and a uni-
form pipeline. Literature results are usually based on targeted
observations that cover a smaller radial extent than a survey.
This often leads to a small fraction of common source galaxies.
Furthermore, methods used to select background galaxies or to
measure galaxy ellipticity follow very heterogeneous pipelines,
which can further lower the degree of correlation due a shared
subsample of source galaxies.

On the other hand, noise from correlated or uncorre-
lated matter can make the measurements correlated. Follow-
ing Sect. 9.3, we can estimate a correlation of 0.2 due to LSS
noise, and we use this estimate when comparing our masses with
masses from LC2.

9.4.1. LC2

As a first comparison sample, we consider LC2, a large compila-
tion of WL masses retrieved from the literature and periodically
updated (Sereno 2015)7. The latest compilation (v3.9) lists 1501
clusters and groups (806 unique) with measured redshift and
WL mass from 119 bibliographic sources. The catalogues report
coordinates, redshift, WL masses to over-densities of 2500, 500,
200, and to the virial radius, and spherical WL masses within
0.5, 1.0, and 1.5 Mpc in a reference cosmological model.

7 The catalogues are available at http://pico.oabo.inaf.it/
~sereno/CoMaLit/LC2/
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Fig. 4. Maximum likelihood estimates of M200c of clusters as obtained
with the COMB-CL analysis of public surveys (colour-coded according to
the legend) versus literature masses from the LC2 catalogue. Top: PSZ2
clusters. Bottom: Sample from redMaPPer.

We identify counterparts in the LC2 catalogue by matching
with clusters from the lens samples whose redshifts differ for
less than ∆z = 0.05 (1 + zlens) and whose projected distance in
the sky does not exceed 10′. We found 47 (44 unique) matches
for PSZ2 and 158 (119 unique) matches for redMaPPer. We con-
sider a threshold in arcmin since the Planck positional accuracy
is driven by the angular PSF. Matching results do not signifi-
cantly change considering thresholds in proper lengths (e.g. a
projected distance in the sky that does not exceed 1 Mpc).

The ML estimator is often considered for mass point esti-
mates. To ease comparison with literature values, we adopted
this estimator. We found no evidence of disagreement (see Fig. 4
and Tables 10 and 11). For the quantitative comparison, we
excluded 11 clusters with low (S/N)WL whose mass estimate col-
lapses on the lower bound of the prior range and for which the
median or mean estimator would have been more appropriate.
Results do not significantly depend on their exclusion.

Some of the results collected in the LC2 catalogues were
based on survey data. For example, Sereno et al. (2017) and
Medezinski et al. (2018) studied PSZ2 clusters covered by
CFHTLenS/RCSLenS or HSC-SSP 16A, respectively. This
makes the results correlated to some degree. However, the LC2
sample is heterogeneous and mostly based on independent, tar-
geted follow-up observations.

9.4.2. Comparison with PSZ2LenS

Sereno et al. (2017) studied the PSZ2LenS sample, i.e., the PSZ2
clusters covered by CFHTLenS and RCSLenS. Most of the LC2

Table 10. Comparison of Planck cluster masses from the COMB-CL anal-
ysis of public surveys with literature values.

vs LC2
Survey Ncl χ2

a,b pa,b ∆CBI ± ∆SBI

HSC-SSP S16a 4 1.00 0.91 0.06 ± 0.26
CFHTLenS 8 0.52 .1 0.04 ± 0.06
KiDS DR4 5 1.85 0.87 0.03 ± 0.14
DES SV1 5 0.30 .1 0.11 ± 0.09
RCSLenS 23 25.6 0.37 0.19 ± 0.43

vs PSZ2LenS
Survey Ncl χ2

a,b pa,b ∆CBI ± ∆SBI

HSC-SSP S16a 2 0.17 0.92 0.08 ± 0.11
CFHTLenS 8 0.52 .1 0.04 ± 0.06
KiDS DR4 1 1.50 0.22 0.52
RCSLenS 22 20.3 0.56 0.21 ± 0.33

Notes. For each survey, we report the number of clusters Ncl; χ2
a,b and its

excess probability, pa,b = p
(
χ2 > χ2

a,b

)
; and ∆, the biweight location and

scale of the difference of the mass estimates. In the top part of the table,
masses are compared with estimates from the LC2 catalogue. In the
bottom part, the masses are compared with those from the PSZ2LenS
sample (Sereno et al. 2017).

matches with PSZ2 are from their analysis. Considering only
the matches with PSZ2LenS, we lose some statistical power with
respect to the full LC2 vs. PSZ2 comparison, but we can exploit a
better defined, statistically complete, and homogeneous compar-
ison sample. We find consistent results, see Table 10, notwith-
standing some notable differences with respect to Sereno et al.
(2017).

Here, we are interested in survey results, and we consider
lens properties as reported in the cluster catalogues without fur-
ther elaboration. Sereno et al. (2017) re-examined the Planck
candidates, re-centred them to the brightest cluster galaxy
(BCG), and re-examined the cluster redshifts reported in the
catalogue. However, miscentring effects were found to be small
(Sereno et al. 2017).

To perform a multi-survey analysis, we select background
galaxies with a colour cut in r−z and g−i. This is very convenient
for deep surveys such as HSC-SSP. For a much shallower survey
such as RCSLenS, a colour selection in g− r and r− i, as done in
Sereno et al. (2017), may be more convenient to collect a larger
number of low redshift sources and boost the WL signal.

Finally, Sereno et al. (2017) considered a uniform prior for
the mass, which may favour larger masses with respect to our
prior, which is flat in log-space. Notwithstanding the differences
in analyses, agreement is good (see Table 10).

9.4.3. HSC-XXL

Umetsu et al. (2020) performed a WL analysis of 136 spectro-
scopically confirmed X-ray detected galaxy groups and clus-
ters selected from the XMM-XXL survey (Pierre et al. 2016;
Adami et al. 2018) in the 25 deg2 XXL-North region and cov-
ered by the HSC-SSP first-year data. The overlap with the
redMaPPer sample is significant, see Table 11, and we can
perform a comparison with a homogeneous analysis from the
literature. WL masses reported in Umetsu et al. (2020) were
rescaled to our reference cosmological model following Sereno
(2015).
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Table 11. Comparison of redMaPPer cluster masses from the COMB-CL
analysis of public surveys with literature values.

vs LC2
Survey Ncl χ2

a,b pa,b ∆CBI ± ∆SBI

HSC-SSP S16a 40 41.9 0.39 −0.06 ± 0.34
CFHTLenS 61 72.5 0.15 0.00 ± 0.47
KiDS DR4 6 11.9 0.06 0.21 ± 0.48
DES SV1 1 0.15 0.70 −0.20
RCSLenS 23 24.7 0.38 0.05 ± 0.27

vs HSC-XXL
Survey Ncl χ2

a,b pa,b ∆CBI ± ∆SBI

HSC-SSP S16a 33 40.2 0.18 0.04 ± 0.45
CFHTLenS 30 45.8 0.03 0.04 ± 0.45

Notes. For each survey, we report the number of clusters Ncl; χ2
a,b and

its excess probability, pa,b = p
(
χ2 > χ2

a,b

)
; and ∆, the biweight location

and scale of the difference of the mass estimates. In the top part of the
table, masses are compared with estimates from the LC2 catalogue. In
the bottom part, with masses from the HSC-XXL sample (Umetsu et al.
2020).

Umetsu et al. (2020) exploited the same HSC-SSP data
release used in the present analysis, and we consider the same
photo-z estimates, but some noteworthy differences still remain.
Umetsu et al. (2020) considered the radial range within a comov-
ing cluster-centric radius of 3.0 h−1 Mpc, whereas we con-
sider proper lengths. They did not perform background selec-
tion in the colour-colour space. They adopted a NFW model
with log-uniform priors. Umetsu et al. (2020) centred clusters
in the X-ray peak, which can differ from the redMaPPer cen-
tre. Notwithstanding the differences, our analyses share the
WL data set (for HSC-SSP-16a) and some major assumptions.
Umetsu et al. (2020) considered the biweight location as the
mass point-estimate and to be consistent, only for the sake of
this comparison, we consider the same estimator. Results are in
good agreement, see Table 11.

9.5. Discussion

The agreement between mass measurements, estimated with a
uniform fitting scheme, of the same clusters covered by mul-
tiple surveys further supports the agreement between the dif-
ferent data sets from Stage-III surveys and precursors, and the
agreement of the inferred shear profiles. The agreement between
shear profiles is a prerequisite for consistent mass measurements.
Therefore, if we check for mass agreement, we also check that
this prerequisite is met.

The agreement of our mass measurements with literature
results derived both from large, heterogeneous compilations, or
smaller but homogeneous analyses, demonstrates that the fit-
ting procedures for WL mass estimates are robust at the level
required by Stage-III surveys.

We do not correct for miscentring or residual cluster mem-
ber contamination, which reduce the signal and can make the
derived masses systematically lower than what was found in
dedicated analyses from the literature. On the other hand, cor-
relation in shear estimates can lower the level of disagreement.
However, our comparison showed that different treatments of the
halo model, line-of-sight projections, correlated matter or LSS,
triaxiality, contamination and membership dilution, miscentring,
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Fig. 5. Binned distribution of (S/N)WL of clusters that lie in public sur-
veys, coded by colour as in the legend. Top: PSZ2 clusters. Bottom:
Sample from redMaPPer-SDSS.

or priors still yield WL mass estimates consistent within the sta-
tistical uncertainty for Stage-III surveys and precursors.

Our analysis suggests that residual or unknown system-
atic effects are sub-dominant with respect to known effects for
Stage-III surveys and precursors. Comparison of WL masses of
redMaPPer clusters covered by multiple surveys, see Table 9,
shows a mass accuracy of ∼1 ± 2%. This result is mostly driven
by the cross-comparison of the HSC-SSP S16a and the KiDS
DR4 surveys, with 343 redMaPPer clusters in the overlapping
fields, but cross-checks are also consistent for other surveys.

The cross-comparison under a unified scheme can show
biases at the catalogue level, such as biases due to the cali-
bration of either shear or photo-z measurements, but might be
insensitive to modelling assumptions concerning miscentring or
background selection, for example. Dependence on the mass
point estimator, see Sect. 9.1 and Table 8, or halo model,
see Sect. 9.2, is subcritical. The total level of systematics can
be assessed by comparison with literature values. Consider-
ing the 130 (with duplicates) redMaPPer clusters with known
WL masses covered by the surveys under considerations, see
Table 11, we infer an accuracy of ∼1 ± 8%. This estimate
could be inflated due to the heterogeneity of the comparison
sample.
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Table 12. Number of PSZ2 clusters per survey with (S/N)WL larger than a given threshold.

Survey Ncl (S/N)WL ≥ 1 (S/N)WL ≥ 2 (S/N)WL ≥ 3 ≥(S/N)Euclid,3

HSC-SSP S16a 5 4 (0.80) 2 (0.40) 1 (0.20) 2 (0.40)
CFHTLenS 8 8 (1.00) 5 (0.63) 3 (0.38) 5 (0.63)
KiDS DR4 37 31 (0.84) 21 (0.57) 10 (0.27) 26 (0.70)
DES SV1 11 4 (0.36) 3 (0.27) 1 (0.09) 3 (0.27)
RCSLenS 28 17 (0.61) 11 (0.39) 7 (0.25) 12 (0.43)

Notes. The term Ncl is the total number of clusters per survey; columns labelled with (S/N)WL ≥ s report the number of clusters (the relative
fraction is reported in parentheses) with (S/N)WL larger than s; and (S/N)Euclid,3 is the survey (S/N)WL value that corresponds to (S/N)WL = 3 in
the Euclid Survey (i.e. it gives three when rescaled to the Euclid shape noise).

Table 13. Number of redMaPPer clusters per survey with (S/N)WL larger than a given threshold.

Survey Ncl (S/N)WL ≥ 1 (S/N)WL ≥ 2 (S/N)WL ≥ 3 ≥(S/N)Euclid,3

HSC-SSP S16a 598 247 (0.41) 68 (0.11) 9 (0.02) 50(0.08)
CFHTLenS 329 156 (0.47) 50 (0.15) 15 (0.05) 93(0.28)
KiDS DR4 1240 396 (0.32) 99 (0.08) 14 (0.01) 383(0.30)
DES SV1 8 2 (0.25) 0 (0.00) 0 (0.00) 2(0.25)
RCSLenS 1020 299 (0.29) 70 (0.07) 12 (0.01) 343(0.34)

Notes. Same as in Table 12 but for the redMaPPer clusters.

10. Mass precision

The Euclid Survey will cover about 15 000 deg2 of the extra-
galactic sky (Euclid Collaboration 2022b) and Euclid will
deliver an unprecedented number of clusters with high (S/N)WL.
In this section, we want to discuss the statistical precision of WL
mass measurements in Stage-III surveys and the expectations for
Euclid. We first discuss the status quo for mass measurements
in ongoing or completed surveys. Then, we make a forecast for
Euclid with a semi-analytical approach. Finally, we extrapolate
the results from Stage-III surveys and precursors to make a data-
driven forecast for Euclid.

10.1. Intermediate and massive clusters

WL measurements of individual clusters are very challeng-
ing. For the more massive and well observed clusters, only
a mass precision of the order of about 10% can be reached
(Applegate et al. 2014; Umetsu et al. 2016). In Fig. 5, we plot the
distribution of the (S/N)WL of the PSZ2 and redMaPPer clusters
per survey. Some survey specifics are listed in Tables 3 and 4.
Cumulative statistics for (S/N)WL are reported in Tables 12
and 13.

The very massive end of the halo mass function is covered
by the redMaPPer sample (up to z ∼ 0.6) and the PSZ2 sam-
ple (up to z ∼ 1). However, (S/N)WL exceeds 3 only for a few
lenses. We find 50 redMaPPer lenses with (S/N)WL ≥ 3 from a
total multi-survey area of ∼1500 deg2 covered with a not homo-
geneous depth.

10.2. Small groups

In a photometric survey, clusters can be detected from the same
data set used for shape measurements. In Figs. 6 and 7, we con-
sider the distribution of the AMICO clusters detected in XXL-
North exploiting the HSC-SSP data, see Sect. 3.3. For 1474 clus-
ters (∼42% of the total sample), (S/N)WL is negative. Based on
WL data only, we could not detect them. Mass can be signifi-
cantly constrained only for a few very rich clusters.
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(S/N)WL
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Fig. 6. Binned distribution of (S/N)WL of the candidate clusters detected
by AMICO in the XXL-North field covered by HSC-SSP S16a.

The AMICO-defined S/N for optical detection, (S/N)det, is
nearly one order of magnitude larger than the corresponding
(S/N)WL. (S/N)WL exceeds 2 (3) only for 28 (5) out of 3541
detections with (S/N)det ≥ 3.

10.3. Semi-analytical forecasting

The expected number of Euclid clusters with a well measured
WL mass can be estimated using a semi-analytical approach. We
first estimate the expected (S/N)WL of a lens at a given mass and
redshift. Subsequently, we estimate the limiting mass at a given
redshift such that the mean (S/N)WL is above a given threshold.
We finally estimate the number of clusters above this threshold
mass.

As in Sect. 5, we consider the signal collected in the radial
range between 0.3 and 3.0 h−1 Mpc from the cluster centre. We
model the cluster as a NFW halo whose concentration follows
the mass-concentration relation from Diemer & Joyce (2019).
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Fig. 7. (S/N)WL of the clusters and groups detected by AMICO in the
XXL-North field of HSC-SSP. Top: (S/N)WL as a function of redshift
and richness. The (S/N)WL is computed as the median value for the
candidate groups in the bin, and (S/N)WL is colour-coded as shown in
the right bar. The number of candidates is superimposed in each bin.
Bottom: Same as in the top panel for (S/N)WL as a function of redshift
and (S/N)det. In other words, this panel shows the S/N of the optical
detection of the algorithm.

For noise, we consider either shape noise and LSS noise or
shape noise only. Galaxy shape noise is mainly due to intrin-
sic ellipticity, which we model as being Gaussian distributed
with σint = 0.26, as measured for a sample of galaxies observed
by the Hubble Space Telescope with similar photometric prop-
erties to those expected from Euclid (Schrabback et al. 2018a;
Euclid Collaboration 2023a).

Given the resolution and depth of Euclid, we anticipate that
the survey can measure galaxy shapes with a density of about
30 galaxies per arcmin2 (Laureijs et al. 2011). To model the
source distribution, we consider the Euclid-like distribution of
sources approximated from the COSMOS2015 photometric red-
shift catalogs (Laigle et al. 2016) by Martinet et al. (2021), and
modelled as proposed in Fu et al. (2008), with parameters from
Euclid Collaboration (2023a).

For the source selection, we consider one third of the Euclid
sky to be masked. Subsamples of sources with high complete-
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Fig. 8. Expected mass thresholds for WL mass precision with Euclid
as a function of redshift. For each redshift, we plot the minimum mass
for which the mean (S/N)WL is expected to exceed a threshold in the
reference cosmology. For comparison, we also show the result from
Andreon & Bergé (2012) for a different (S/N)WL definition.

ness can be extracted in Euclid with a robust selection at the sub-
percent contamination level (Euclid Collaboration 2024). This
can be approximated by selecting 80% of the galaxies with
z > zlens + 0.1, see Eq. (2).

We can then compute the mass threshold for a halo to
have mean (S/N)WL larger than a given threshold value defined
as a function of redshift. The threshold mass is shown in
Fig. 8. Shape noise or noise contribution from LSS to the shear
smoothly increase with the lens redshift, as well as the reduced
shear, but the different growth rates at low redshift cause the
upturn. For shape noise only, the mass threshold for (S/N)WL >
3 can be approximated as

log M200c,th ' 0.130 + 0.832 z − 0.141 z2. (31)

Finally, we compute how many haloes exceed the mass
threshold in a ΛCDM universe. We model the halo mass func-
tion as proposed in Tinker et al. (2008). The mass threshold in
Eq. (31) is much larger than the mass limit for optical detection
and we expect the cluster sample to be complete in this mass
range. We consider the redshift range 0.1 < z < 2.0 and we
assume that all clusters with (S/N)WL ≥ 3 in this redshift range
can be optically detected.

The total number of clusters with mean (S/N)WL larger than
a threshold can be found by integration of the halo mass function.

Considering shape noise only, we find ∼14 800, ∼2400, ∼90
clusters with (S/N)WL ≥ 3, 5, 10, respectively, in the redshift
range 0.1 < z < 2.0. The redshift distribution of clusters is
shown in Fig. 9. The mean lens redshift is ∼0.37. We expect
∼1600 (100), 250 (8), or 20 (0) clusters at z > 0.6, 0.8, or 1.0,
respectively, with (S/N)WL ≥ 3 (5).

The main source of uncertainty in this forecasting is due
to the cosmological model. We estimated an uncertainty of
±3000 by comparing the expected number of clusters with mean
(S/N)WL ≥ 3 with the results obtained using a halo mass func-
tion with cosmological parameters derived from the final Planck
data release of Cosmic Microwave Background anisotropies
(Planck Collaboration VI 2020). Uncertainties due to the mod-
elling of the halo mass function (±600) were estimated com-
paring to results based on the halo mass function proposed
by Despali et al. (2016). These uncertainties can be added to
give a final estimate of 15 000 ± 4000 expected clusters with
(S/N)WL ≥ 3.
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Fig. 9. Expected number of clusters (in small redshift bins of ∆z =
0.001) with (S/N)WL in excess of a given threshold. We show results
for different (S/N)WL thresholds (three, five, ten); halo mass function
modelling, either from Tinker et al. (2008) or Despali et al. (2016); and
cosmological models (the reference one or Planck18).

Andreon & Bergé (2012) performed a forecast for the
expected number of WL selected clusters. Notwithstanding the
substantial differences compared to our analysis (e.g. different
definitions of (S/N)WL), different treatments of masks, photo-
metric redshift uncertainty, member and foreground contamina-
tion, and LSS noise, we find that the total expected number of
clusters agrees with their estimate.

Noise from LSS will be one of the main sources of
uncertainty for WL mass calibration in Stage-IV surveys
(Köhlinger et al. 2015). If we consider both shape and LSS
noise, the number of clusters with a large (S/N)WL is sig-
nificantly reduced. We find ∼3000, ∼260, ∼2 clusters with
(S/N)WL ≥ 3, 5, 10, respectively, in the redshift range 0.1 <
z < 2.0.

The previous analysis applies to massive, confirmed clus-
ters, e.g., the redMaPPer or the PSZ2 sample. At a given mass
and redshift, the measured (S/N)WL can strongly differ from
the mean value. Due to shape and LSS noise fluctuations, the
(S/N)WL measured along random line-of-sights that are empty
of massive haloes can exceed 3 with a probability &10−1 per-
cent. The cluster distribution is very steep and we expect much
more low mass clusters to be upscattered above threshold due to
noise than high mass clusters to be downscattered. Considering
the population of haloes with M200c > 1012.5 M� at 0.01 ≤ z ≤ 2
in our reference cosmology, only ∼4×10−3 percent of the haloes
have mass in excess of the mass threshold we considered, but
∼2 × 10−1 percent of them should have their signal boosted to
(S/N)WL ≥ 3 due to noise fluctuations.

A more precise forecast should account for additional
impacting factors. For example, triaxiality and projection effects
can either boost or reduce the signal. In addition, clusters are
not uniformly distributed in space but more likely to be found at
dense nodes and filaments of the cosmic web.

10.4. Forecast from Stage-III surveys or precursors

Results from Stage-III surveys or precursors can be extrapolated
to forecast the expected number of clusters with high (S/N)WL
in the Euclid Survey. Since LSS noise is negligible with respect
to shape noise in Stage-III surveys, these extrapolations cannot
account for LSS and we can only compare to semi-analytical
predictions with shape noise only.

The WL signal will be larger for Stage-IV surveys, and the
noise smaller. A cluster detected with (S/N)WL = 3 in Euclid
would be detected with (S/N)Euclid,3 < 3 in a shallower sur-
vey. The shear signal is proportional to the inverse of the crit-
ical surface density Σ−1

cr , see Eq. (8), and it is larger for higher
redshift sources. Considering a lens at z ∼ 0.37, see Sect. 10.3,
and the redshift distribution of the surveys under consideration,
see Table 2, the shear signal for Euclid is expected to be approxi-
mately ∼24%, 32%, 37%, 57%, or 61% larger than for HSC-SSP
S16a, CFHTLenS, KiDS DR4, DES SV, or RCSLenS, respec-
tively.

Accounting for the larger number of sources, the shape noise
for Euclid measurements is expected to be approximately 15%
smaller than HSC-SSP S16a and 40% smaller than CFHTLenS.
It will be a factor of ∼2 smaller compared to KiDS DR4, DES
SV, or RCSLenS.

As a result of increased signal and reduced noise, a halo
detected with, e.g., (S/N)WL ∼ 1 in KiDS will be detected with
(S/N)WL ∼ 3 in Euclid. After rescaling both the signal and
noise per survey to the Euclid expectation, we estimate that ∼900
redMaPPer clusters from the subsample covered by the surveys
considered here are expected to pass the (S/N)WL > 3 cut in
Euclid.

The total expected number of clusters with (S/N)WL > 3 in
Euclid can be obtained by rescaling to both the larger survey area
and the larger redshift baseline of the cluster sample. The area
of each survey overlapping with that parsed in SDSS-DR8 by
redMaPPer is proportional to the number of redMaPPer clusters
that lie in the survey area. For forecasting, we re-scale to the area
of the Euclid Survey.

The redMaPPer catalogue is nearly complete within the
redshift range 0.1 . z . 0.6, whereas Euclid will success-
fully detect clusters up to higher redshifts (Sartoris et al. 2016;
Euclid Collaboration 2019a). Based on the results of Sect. 10.3,
we expect that ∼10% of the massive clusters with (S/N)WL > 3
will lie at z > 0.6.

Taking the above into consideration, extrapolations from
HSC-SSP S16a, CFHTLenS, KiDS DR4, DES SV, or RCSLenS
provide a forecast of ∼4000, 12 000, 13 000, 11 000, or 14 000
Euclid detected clusters with (S/N)WL ≥ 3, respectively. These
individual forecasts can be finally combined taking the biweight
estimators to give an expected number of 13 000 ± 3000 Euclid
clusters with (S/N)WL ≥ 3, in agreement with the semi-
analytical result in Sect. 10.3.

10.5. Forecast from AMICO XXL-HSC

A third forecast can be based on the AMICO detected clusters
in the XXL-North field covered by HSC SSP S16a. The equiv-
alent (S/N)WL threshold for Euclid detection can be found as in
Sect. 10.4.

The catalogue is complete up to z ∼ 0.75, and we expect
∼5% more massive Euclid clusters with (S/N)WL ≥ 3 at larger
redshift.

We find 14 clusters with (S/N)WL > (S/N)Euclid,3 in around
30 deg2 (unmasked) area. Rescaling to the Euclid Survey area
and to the extended redshift baseline, we expect 7000 ± 2000
Euclid clusters with (S/N)WL > 3. The uncertainty accounts for
the Poisson fluctuations on the actual number of detected clus-
ters.

This figure is in agreement with, but lower than, the fore-
cast based on the semi-analytical method, see Sect. 10.3, or the
extrapolation based on redMaPPer clusters in Stage-III surveys
or precursors, see Sect. 10.4. The forecast based on redMaPPer
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Table 14. Systematic error budget on the mass calibration for WL cluster analyses in Stage-III surveys or precursors.

DES SV DES Y1 KIDS DR3 CFHTLenS/RSCLenS HSC
Melchior et al. (2017) McClintock et al. (2019) Bellagamba et al. (2019) Sereno et al. (2017) Umetsu et al. (2020)

Shear measurement 4 1.7 1.3 5 1.3
Photometric redshifts 3 2.6 5.6 5 0.9
Modelling systematics 2 0.73 3 1 3.3
Cluster triaxiality 2 2.0 – – –
Line-of-sight projections 2 2.0 – 1 –
Orientation and projections – – 3 – –
Background selection – 2.7 3 3.1
selection / miscentring .1 0.78 – – –
miscentring – – 0.5 –
Total 6.1 4.3 7.6 8 5

Notes. Sources of systematics are listed in Column 1. Uncertainties are given in percents.

clusters in HSC-SSP S16a was also lower. For the forecast,
we used the effective source density neff ∼ 23.4 arcmin−2 esti-
mated in Sect. 2, which is higher than the nominal survey value,
neff ∼ 21.8 arcmin−2, see Sect. 2.1. Using the nominal value, we
would obtain ∼8000 expected clusters.

10.6. Discussion

Clusters with significant (S/N)WL are still rare. Upon comple-
tion, the KiDS survey will cover ∼40 clusters with (S/N)WL > 3,
as can be seen by rescaling results from Sect. 10.1 to the final
survey area. We can collect from literature a heterogeneous sam-
ple of 375 clusters with (S/N)WL ≥ 3 (Sereno 2015).

Euclid will detect ∼13 000 (3000) massive clusters with
(S/N)WL > 3 if we consider shape noise only (shape noise and
LSS noise). In terms of quantity, this makes for a growth of
nearly two orders of magnitude with respect to present samples.
In terms of quality, the sample will be homogeneous and statis-
tically complete and it will significantly extend the mass range
(towards smaller haloes) and redshift range (to greater distances)
of known clusters with direct WL mass measurement.

Some thousands may be a large number, but, out of the total
number of groups and clusters expected to be detected from
Euclid data, this high (S/N)WL sample only constitutes a small
fraction. For the HSC-SSP survey, only 0.1–0.2% of all detected
groups and clusters have (S/N)WL ≥ 3, see Sect. 10.2. Con-
sidering a detection rate of ∼150 groups or clusters per deg2

(Euclid Collaboration: Cabanac et al., in prep.), the fraction
of massive haloes with (S/N)WL ≥ 3 (shape noise only) will
be 0.1–0.2% for Euclid too. Euclid should uncover ∼200 000
massive haloes with M200c > 1014 M� (Sartoris et al. 2016;
Euclid Collaboration 2019a), and 1–2% of these massive haloes
are expected to have (S/N)WL ≥ 3 (shape noise only). Most
of the clusters with measured (S/N)WL ≥ 3 will be low mass
haloes whose signal is upscattered due to noise. To assess the
mass of most systems, WL stacking and optical proxies will
be required (Bellagamba et al. 2019; McClintock et al. 2019;
Lesci et al. 2022).

11. Systematics

Analyses of Stage-III surveys or precursors agree that the total
level of systematic uncertainty affecting the mass calibration is
of the order of 5–10% (Simet et al. 2017; Melchior et al. 2017;
Sereno et al. 2017; McClintock et al. 2019; Bellagamba et al.
2019). In Table 14 we summarise results from independent
investigations. Main sources of systematic errors are residual

biases in shear calibration or photo-z estimations, contamination
due to foreground or member galaxies, and modelling effects.

Comparison between estimates from different surveys or
by different analyses is not straightforward since the expected
size of a systematic error may depend on the analysis or the
data sample. For example, smoothing of the WL signal due to
miscentring effects in Umetsu et al. (2020) is expected to be
negligible thanks to X-ray centring information, whereas it was
significant for optically selected groups in DES (Melchior et al.
2017; McClintock et al. 2019). Umetsu et al. (2020) accounted
for intrinsic variations of the lensing signal at fixed mass due
to variations in halo concentrations, cluster asphericity, or corre-
lated haloes by adding an additional term to the shear uncer-
tainty covariance matrix, whereas, e.g., cluster triaxiality was
treated as a systematic effect in other analyses (Simet et al.
2017; Melchior et al. 2017; Sereno et al. 2017; McClintock et al.
2019). Sources of systematics can be taken as uncorrelated or
correlated in different analyses (Melchior et al. 2017). Notwith-
standing the differences, different analyses agree on the main
sources of systematics and on their size. Mass biases of the order
of 5–10% are consistent with results from our cross-comparison.

We performed an end-to-end analysis, and we compared the
main results, which are affected by all potential systematics and
enter at different steps. However, cross-checks can be also used
to assess specific systematic effects. In App. C, we show how
residual effects in shear calibration for Stage-III surveys and pre-
cursors are negligible with respect to the statistical uncertain-
ties by comparing the WL profiles of clusters extracted from
matched source catalogues.

12. Conclusions

Both statistical uncertainty and unaccounted for systematics can
limit the accuracy of mass calibration. The main contributors
to the systematic error budget are the calibration uncertainties
of the shear measurements, photo-z performance, and the selec-
tion of the source galaxies. Furthermore, in the regime of clus-
ter lensing, shape calibration has to be revised for the impact of
stronger shears and increased blending (Hernández-Martín et al.
2020). Köhlinger et al. (2015) explored statistical uncertainties
and systematic errors in WL mass estimates of galaxy clusters
in a Euclid-like survey and showed that requirements for WL
by clusters are similar but a bit weaker than what is needed for
cosmic shear. In principle, proper calibration for cosmic shear
should also meet requirements for WL clusters.

To test the residual level of systematic effects in Stage-III
surveys, we performed a cross-survey analysis. To assess the
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robustness of the cluster mass determinations, we performed a
unified analysis exploiting the COMB-CL processing function to
be used by the Euclid Collaboration for WL cluster mass mea-
surements. On one hand, COMB-CL can deal with different data
sets or shear and photo-z estimation algorithms, and on the other
hand, it can measure the WL signal and determine the cluster
mass with uniform and consistent model assumptions and the
same inference pipeline. The analysis also served as a test of the
COMB-CL processing function.

Our choices and assumptions were meant to provide a con-
sistent framework for comparison of very different data sets.
The goal was to look for discrepancies and not to rank alterna-
tive methodologies for WL cluster analyses or surveys nor to
fully exploit their statistical power. For example, we adopted
the same secure colour-colour cut for all surveys. This made
the background selection and the systematic effects related to
member and foreground contamination quite consistent. Differ-
ent cuts that were optimised per survey could improve the purity
and completeness of background selection at a price of a less
straightforward cross-survey comparison.

The comparison of the cluster-lensing signal and of the
inferred WL mass showed a remarkable agreement between
independent imaging surveys. Differences in excess surface den-
sity profiles were consistent with the statistical uncertainties
and well within the survey-defined systematic error budgets for
Stage-III surveys and precursors. This is consistent with previous
results on cosmic shear (Chang et al. 2019; Longley et al. 2023)
and galaxy-galaxy lensing (Leauthaud et al. 2022). Masses of
individual clusters were found to agree with the literature
results. Our analysis suggests that unknown or residual system-
atic effects are sub-dominant with respect to statistical noise or
known systematic errors for Stage-III surveys and precursors.

However, to improve WL mass calibration, difficult chal-
lenges remain. Shear calibration can be hampered by incomplete
image simulations (Mandelbaum et al. 2018). Sufficient archival
Hubble Space Telescope data should be available to create realis-
tic populations of mock galaxies for Euclid-like simulations and
achieve the required sub-percent level accuracy (Hoekstra et al.
2017). Performance could also improve with data-driven
approaches, such as metacalibration (Huff & Mandelbaum 2017;
Sheldon & Huff 2017; Hoekstra 2021).

Spectroscopic training samples used to calibrate photo-zs can
be incomplete at high redshifts or for some galaxy types, result-
ing in systematic uncertainty in the photo-z calibration. With
these issues in mind, the Euclid Collaboration has been making
a significant effort to enlarge the calibration sample (see, e.g.,
Euclid Collaboration 2022a) and properly train the photo-z algo-
rithms (see, e.g., Euclid Collaboration 2023b).

In any analysis, one seeks to obtain the right balance between
high statistical precision and a low level of systematic errors.
For example, we favoured very conservative background galaxy
selections, where we retained only the sources with high fidelity
redshift estimates. On one hand, this results in a larger shape
noise than in, for example, analyses using the full source sample.
On the other hand, systematic uncertainties are expected to be
smaller.

Precise mass calibration is required to ensure the success of
Stage-IV cluster cosmology measurements (Sartoris et al. 2016).
Mass calibration at the level of a few percent is already within
reach of Stage-III analyses. In a Euclid-like survey, shear is
going to be calibrated within an accuracy of |∆m| ∼ 2 × 10−3

(Cropper et al. 2013). Given the exquisite space-based infrared
photometry complemented by ground-based optical coverage
and spectroscopic calibration samples (Euclid Collaboration

2022a), photo-z estimates will be very accurate, with an expected
bias on the order of |∆zp| ∼ 0.002(1 + z) (Euclid Collaboration
2023b). Such accurate photo-zs along with extended optical and
infrared photometry will also strongly aid background selec-
tion. We expect to select nearly complete (up to ∼90%) and
pure samples of background sources, with a contamination at
the sub-percent level (Euclid Collaboration 2024). Systematics
due to analysis assumptions can be significantly reduced with
lens modelling that accounts for such issues as miscentring,
concentration and truncation, and the effect of correlated or
uncorrelated matter (Sereno et al. 2018; Bellagamba et al. 2019;
McClintock et al. 2019). Mass calibration at the percent level or
better could be within the reach of Stage-IV surveys.
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Appendix A: COMB-CL pipeline

The analysis presented in this paper is performed with the com-
bined cluster and weak-lensing pipeline, COMB-CL, that forms
part of the global Euclid data processing pipeline. In the follow-
ing text, we provide a brief overview of the structure of COMB-CL
as well as the specific configuration choices made for this work.
A more comprehensive description of the code and methodology
implemented in COMB-CL will be provided with the code public
release.

The structure of COMB-CL is presented in Fig. A.1, where
input and output products are shown in white parallelograms,
while the various modules that perform different processing
steps are shown in blue boxes. The input cluster catalogue is
expected to contain the positions, redshifts and, if available, rich-
ness estimates for the detected objects. The input galaxy cata-
logue is expected to contain the positions of source galaxies with
measured shear values, photometric redshift point estimates and,
if available, magnitudes or fluxes.

The Cosmology module simply defines a shared class
instance for the cosmological parameters provided (H0, Ωb,
Ωm, ns and σ8). This instance provides consistent cosmological
parameters and functions, such as the Hubble parameter, H(z),
and the comoving distance, dC(z), to the other COMB-CL mod-
ules.

The Halo Bias, and Halo Concentration modules
implement various models for the halo bias and concentration as
a function of mass, respectively. The models used for the work

presented in this paper are the halo bias model of Tinker et al.
(2010) and the halo concentration model of Diemer & Joyce
(2019).

The Halo Modulemodule takes a given combination of halo
and concentration models and defines various models of the 1-
halo and 2-halo components of the surface mass density as a
function of radius. These components can then be combined to
provide a final model for the reduced differential density profile.
The specific model used for the work presented in this paper is
described in Sect. 6.1.

The Shear Profilemodule reads in the galaxy and cluster
catalogues provided. Then, for each cluster, background source
galaxies are selected using a series of cuts in photometric red-
shift and/or colour as described in Sect. 4. The tangential shear
profile for each cluster is then derived as described in Sect. 5
and provided as an output product of COMB-CL. In Table A.1, we
list the specific argument values passed to the Shear Profile
module for this work.

Finally, the MCMC Fitting module performs a Markov
chain Monte Carlo (MCMC) analysis to fit the defined halo
model to the measured tangential shear profiles to derive weak-
lensing mass estimates, as well as other parameters describing
the 1-halo term (e.g. concentration) or the 2-halo term (e.g. halo
bias), for each of the clusters. The fitting procedure is described
in Sect. 6.2. The specific package employed by COMB-CL to
perform the MCMC analysis is emcee (Foreman-Mackey et al.
2013).

Fig. A.1. Structure of the Euclid combined cluster and weak-lensing pipeline, COMB-CL. White parallelograms show input or output products, and
blue boxes show COMB-CL modules that perform different processing steps.

Table A.1. Survey specifics to instantiate the COMB-CL Shear class.

option HSC-SSP S16a CFHTLenS KiDS DR4 DES SV1 RCSLenS

shape_estimator distortion ellipticity ellipticity ellipticity ellipticity

sky_coordinates eastward westward westward westward westward

selection_photo_z True True True True True

z_p_fails [-99,99] [-99,99] [-99,99] [-99,99] [-99,99]

Delta_z_lens_0 0.1 0.1 0.1 0.1 0.1

Delta_z_lens_z 0.0 0.0 0.0 0.0 0.0

z_p_range_min 0.2 0.2 0.2 0.2 0.4

z_p_range_max 1.5 1.2 1.2 1.2 1.2

z_p_conf_min 0.8 0.8 0.8 0.8 0.8

colour_cut_method ’Medezinski18_griz’ ’Medezinski18_griz’ ’Medezinski18_griz’ ’Medezinski18_griz’ ’Medezinski18_griz’
mag_fails [-99,99] [-99,99] [-99,99] [-99,99] [-99,99]

alpha 1.0 1.0 1.0 1.0 1.0

delta_alpha 1.0 1.0 1.0 1.0 1.0
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Appendix B: Planck clusters in multiple surveys

Table B.1. Planck clusters in multiple surveys.

Cluster survey a survey b χ2
a,b pa,b

PSZ2 G167.98−59.95 HSC-SSP S16a CFHTLenS 2.3 0.97
PSZ2 G174.40−57.33 HSC-SSP S16a CFHTLenS 3.0 0.93
PSZ2 G230.73+27.70 CFHTLenS KiDS DR4 14.7 0.07
PSZ2 G231.79+31.48 HSC-SSP S16a KiDS DR4 8.6 0.38

Notes. Planck clusters in multiple surveys. Comparison of the shear
profiles as derived from survey a (col. 2) or b (col. 3); χ2

a,b is the χ2

between the two profiles, and pa,b = p
(
χ2 > χ2

a,b

)
is the probability to

exceed this value.

For four PSZ2 clusters, we retrieve data from two surveys. The
measured reduced excess surface density profiles are shown in
Fig. B.1, whereas the statistical comparison is summarised in
Table B.1. We find no evidence for disagreement.
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Fig. B.1. Reduced excess surface density profiles of Planck clusters
detected in multiple public surveys.
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Appendix C: Shear calibration

Table C.1. Systematic error budget on the shear calibration for WL
cluster analyses in Stage-III surveys or precursors.

Cluster sample Survey ref. Survey comp. Ncl weights ref weights comp

CAMIRA-HSC-16A HSC-SSP S16a KiDS DR4 918 −9 ± 10 −11 ± 10

AMICO-KiDS-DR3 HSC-SSP S16a KiDS DR4 1677 −6 ± 10 −16 ± 10

AMICO-HSC-16A-XMM HSC-SSP S16a CFHTLenS 2210 −3 ± 17 −9 ± 17

Notes. Cluster samples are listed in column 1. The references and the
comparison surveys are listed in cols. 2 and 3, respectively. The num-
ber of clusters in the matched catalogue is reported in col. 4. Dif-
ferences between the reduced excess surface density, in percent, are
reported either considering the same weights for both the reference and
the comparison sample (col. 5) or using the respective survey weights
(col. 6).
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Fig. C.1. Average reduced excess surface density profiles of clusters
detected by CAMIRA in the fields covered by HSC-SSP S16a and KiDS
DR4. Top panel: Average profiles. Bottom: Differences.

Shear calibration is regarded as one of the main systematic
effects for lensing and we can examine its effect by cross-
checking shear estimates. We compare measurements from
overlapping survey areas. Direct comparison of ellipticity esti-
mates obtained with different resolution and/or in different
band passes might be misleading, as the spatial distribution of
the light emission may not be identical and different effective
radial weight functions may be used (Schrabback et al. 2018b).
However, the estimated reduced tangential cluster shear profile
should be consistent when a matched shear catalogue is used
(Schrabback et al. 2018b).

In contrast with the main analysis in the paper, for this test
we consider cluster samples detected from the same data sets
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Fig. C.2. Same as Fig. C.1 but for AMICO-KiDS-DR3 clusters.
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Fig. C.3. Average reduced excess surface density profiles of clus-
ters detected by AMICO in the XXL-North field covered by HSC-
SSP S16a and CFHTLenS. Top panel: Average profiles. Bottom:
Differences.

used for shear measurements. This maximises the relevant dif-
ference in signal. Source selection is performed based on the
photo-z or colours of the reference survey. Any difference in sig-
nal between the samples can be only due to differently measured
and calibrated galaxy shear.

We compare ellipticity measurements from a reference sur-
vey with a comparison survey under two different schemes. We
use either identical weights from the reference survey, or we
apply each respective survey weights consistently for that survey.
Results are summarised in Table C.1. Agreement between HSC-
SSP S16a and KiDS DR4, see Figs. C.1, C.2, or CHFTLenS, see
Fig. C.3, is good, with differences consistent with zero within
the statistical uncertainty.
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