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with high order boundary conditions
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April 18, 2024

Abstract

In this work is considered a spectral problem, involving a second order term on the domain
boundary: the Laplace-Beltrami operator. A variational formulation is presented, leading to a
finite element discretization. For the Laplace-Beltrami operator to make sense on the bound-
ary, the domain is smooth: consequently the computational domain (classically a polygonal
domain) will not match the physical one. Thus, the physical domain is discretized using high
order curved meshes so as to reduce the geometric error. The lift operator, which is aimed to
transform a function defined on the mesh domain into a function defined on the physical one,
is recalled. This lift is a key ingredient in estimating errors on eigenvalues and eigenfunctions.
A bootstrap method is used to prove the error estimates, which are expressed both in terms of
finite element approximation error and of geometric error, respectively associated to the finite
element degree k ≥ 1 and to the mesh order r ≥ 1. Numerical experiments are led on various
smooth domains in 2D and 3D, which allow us to validate the presented theoretical results.

Key words: Laplace-Beltrami operator, A priori error estimates, Ventcel boundary conditions,
Spectral problem, Finite element analysis, Curved mesh, Geometric error.

AMS subject classification: 65G99; 65N25; 65N15; 65N30; 35B45.

1 Introduction
Motivation ad objective. This work is part of a research program on the study of vibrating
properties of mechanical parts submitted to intense and varying rotating regimes, more specifically
when these parts are surrounded by thin surface layers (either specific industrial treatments or
corrosion) that may impact or alter their mechanical properties. The general objective is to use
shape optimization to better understand such mechanical parts and improve their design. This
work is part of the RODAM research project1.

From the numerical point of view, taking into account thin layers around mechanical parts
induces specific difficulties, in particular when discretizing the domain with a mesh size adapted to
the thin layer. To overcome this issue, the thin layer is modeled by adapted boundary conditions
involving second order terms such as the Laplace-Beltrami operator. These conditions derive from
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the pioneering works of Ventcel in [33, 34]. For the second order boundary terms to make sense,
the domain is assumed to be smooth. Thus, we have to deal with problems where the physical
domain and the mesh domain differ, putting forward an intrinsic geometric error.

Towards this general objective of optimizing spectral properties for the elastic behavior of
mechanical parts surrounded by specific thin layers, the present paper addresses the numerical
resolution of the direct problem. The original problem is first simplified considering in a first step
a scalar diffusion problem instead of the vector linear elasticity framework. Our aim is to analyze
the numerical errors when solving the spectral problems both when considering the error induced
by the numerical method and the geometric error caused when discretizing the domain.

This paper thus is devoted to the numerical analysis of a spectral elliptic problem equipped with
a non classical boundary condition involving a high order tangential operator, here the Laplace-
Beltrami operator: the so-called Ventcel boundary condition (we refer, e.g., to [25] for a general
derivation of these boundary conditions).

The Ventcel eigenvalue problem. Let Ω be a nonempty bounded connected smooth domain
of Rd, d = 2, 3, with a smooth boundary Γ := ∂Ω. Motivated by generalized impedance boundary
conditions, we consider the following spectral problem with Ventcel boundary conditions,{

−∆u = λu in Ω,
−∆Γu+ ∂nu+ u = 0 on Γ,

(1.1)

where ∂nu is the normal derivative of u along Γ and ∆Γ the Laplace-Beltrami operator (see below
for a reminder of the definition). The operator associated to this problem is a self-adjoint positive-
definite operator. Consequently, the spectrum of Problem (1.1) consists of an increasing sequence
of positive eigenvalues tending to infinity. For each eigenvalue there exists a finite number of
associated eigenfunctions defined on Ω. In [27], the authors delivered a thorough study of the
well-posedness of the Ventcel problem with source terms and the regularity of its solution.

As previously mentioned, the domain Ω is required to be smooth due to the presence of second
order boundary conditions. Therefore the physical domain Ω cannot match the mesh domain Ωh

inducing an intrinsic geometric error. This error is larger when using classical affine meshes made
of triangles in 2D and tetrahedrals in 3D. Indeed, these polygonal meshes will induce a saturation
of the numerical error at a low order: when resorting to accurate finite element methods the
geometric error will dominate. To improve the error rate, we will resort to curved meshes whose
elements have polynomial degree r ≥ 1 so as to have a geometric error with a better asymptotic
regime with respect to the mesh size.

A technical difficulty arises: the mesh domain of order r, denoted Ω
(r)
h , does not fit exactly

on Ω. A Pk-Lagrangian finite element method is used with a degree k ≥ 1 to approximate the
exact solutions of System (1.1). In order to estimate the error between the discrete eigenfunctions
defined on Ω

(r)
h and the exact ones defined on Ω, a lift operator is required. Throughout the years,

many authors defined their version of the lift functional, like in [16, 29, 30, 14, 15, 17]. Among
them, Dubois defined a lift based on the orthogonal projection onto the domain boundary Γ in [16].
The idea of relying on the orthogonal projection in the lift definition was reintroduced by Dzuik
in [17] in order to define a surface lift. This was generalised in the case of lifting a function
from higher order surface meshes onto a continuous surface in [14] by Demlow. In the context
of curved meshes with order r ≥ 2, the definition of a volume lift required a higher regularity:
such an improvement was brought by Elliott et al. in [20], with a definition that also relies on
the orthogonal projection. However, their definition of the volume lift did not fit the orthogonal
projection on the computational domain’s boundary, as we highlighted in [9]. It is natural to
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expect the volume lift to fit the orthogonal projection on the mesh boundary: such a property
is crucial for the derivation of a priori error estimates in [9] and in the present paper. Thus, we
recently formulated an alternative definition of a volume lift in [9] to satisfy that property together
with all the necessary regularity properties, which will be adopted and recalled in this paper.

State of the art and main results. In 2013, Elliott and Ranner in [20] made a numerical
analysis of a bulk problem with a Ventcel boundary condition on curved meshes with iso-parametric
finite elements. More recently the approximation of the Ventcel problem with source terms has
been studied in [19, 9] with curved meshes and high order finite elements. In [20, 19], the same lift
definition was considered fulfilling its role in enabling the authors to estimate the error on a smooth
domain while using an isoparametric approach. In [9, 10], a non isoparametric approach is led while
distinguishing between the mesh order r and the degree of the finite element method k, using a
different definition of the lift operator as previously discussed. This lift definition is considered in
this work and recalled in Section 3.

Meanwhile, in 2018, error estimates for spectral problem on curved meshes have been carried
out in [6] by Bonito et al.for the surface Laplacian. The ideas of [6] are adapted and extended in
the present paper in the case of a volume spectral problem. The main novelties is the use of the
new lift operator defined in [9] to estimate the eigenvalue and eigenfunction error both in terms
of finite element approximation error and of geometric error, respectively, associated to the finite
element degree k ≥ 1 and to the mesh order r ≥ 1. To the authors’ knowledge, no error analysis
was made on a bulk spectral problem having Ventcel type conditions. Let us also emphasize that
the theoretical study and the numerical resolution of this spectral problem involve non-trivial
difficulties compared with the analysis of the direct problem we made in [9].

The main result of this paper can be summarized as follows (see Theorem 5.1 for a precise state-
ment). Let λi be an eigenvalue of multiplicity N with its corresponding eigenfunctions, {uj}j∈J,
where J := {i, ..., i+N − 1}, relatively to Problem (1.1). Then, there exists a mesh independent
constant cλi

> 0, such that, for any j ∈ J,

|λj − Λj | ≤ cλi
(h2k + hr+1),

inf
U∈Fℓ

h

∥uj − U ∥L2(Ω) ≤ cλi
(hk+1 + hr+1/2),

inf
U∈Fℓ

h

∥uj − U∥H1(Ω,Γ) ≤ cλi
(hk + hr+1/2),

where Λj is the eigenvalue of the discretization of (1.1) of rank j ∈ J, Fh is the space generated
by the discrete eigenfunctions associated to {Λj}j∈J, F

ℓ
h is the lift of Fh made of functions defined

on the physical domain Ω and where h is the mesh size. The Hilbert spaces H1(Ω,Γ), precisely
defined below, is made of the functions in H1(Ω) having their traces in H1(Γ).

A bootstrap method is used to prove these error estimates. To sum up the main ideas of the proof,
a preliminary estimation of the eigenvalue error is needed in order to estimate the eigenfunction
error in the L2(Ω) and H1(Ω,Γ) norms using orthogonal projections over the space Fℓ

h. Lastly,
we are able to obtain the adequate eigenvalue error estimate with respect to the finite element
degree k and the geometric order of the mesh r using the obtained estimates on the eigenfunctions.

We validate these estimations in several numerical experiments presented in two and three
dimensions. We noticed a super-convergence of the error rate on the quadratic meshes, which is
much better than expected, as it was also depicted in [6]. In an attempt to understand the origin
of this phenomena, numerical experiments are led on a non-symmetric, non convex domain and
also on classical domains like the unit disk and the unit ball. However, the same asymptotic regime
of the errors is observed on these various smooth domains.
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Paper organization. Section 2 contains all the mathematical tools and useful definitions to
derive the weak formulation of System (1.1). Section 3 is devoted to the definition of the high
order meshes and the lift operator with some of its most essential properties. A Lagrangian finite
element space and a discrete formulation of System (1.1) are presented in Section 4, alongside
their lifted forms onto Ω. In Section 5 is stated the main result and are detailed the proofs of
the eigenvalue and eigenfunction estimates. The paper wraps up in Section 6 with numerical
experiments studying the convergence rates of the eigenvalue and eigenfunction errors over various
domains in 2D and 3D.

2 The continuous problem
Needed mathematical tools. Firstly, let us introduce the notations that we adopt in this
paper. Throughout this paper, Ω is a nonempty bounded connected open subset of Rd (d = 2, 3)
with a smooth (at least C2) boundary Γ := ∂Ω. The unit normal to Γ pointing outwards is
denoted by n and ∂nu is the normal derivative of a function u. We denote respectively by L2(Ω)
and L2(Γ) the usual Lebesgue spaces endowed with their standard norms on Ω and Γ. Moreover,
for k ≥ 1, Hk(Ω) denotes the usual Sobolev space endowed with its standard norm. We also
consider the Sobolev spaces Hk(Γ) on the boundary as defined e.g. in [27, §2.3]. It is recalled that
the norm on H1(Γ) is : ∥u∥2H1(Γ) := ∥u∥2L2(Γ) + ∥∇Γu∥2L2(Γ), where ∇Γ is the tangential gradient
defined below; and that ∥u∥2Hk(Γ) := ∥u∥2Hk−1(Γ) + ∥∇Γu∥2Hk−1(Γ). Throughout this work, we rely
on the following Hilbert space (see [27])

H1(Ω,Γ) :=
{
u ∈ H1(Ω), u|Γ ∈ H1(Γ)

}
,

equipped with the norm ∥u∥2H1(Ω,Γ) := ∥u∥2H1(Ω)+∥u∥2H1(Γ). In a similar way is defined the following
space L2(Ω,Γ) :=

{
u ∈ L2(Ω), u|Γ ∈ L2(Γ)

}
, equipped with the norm ∥u∥2L2(Ω,Γ) := ∥u∥2L2(Ω) +

∥u∥2L2(Γ). More generally, we define Hk(Ω,Γ) :=
{
u ∈ Hk(Ω), u|Γ ∈ Hk(Γ)

}
.

Secondly, to understand more the so-called Ventcel boundary conditions, we recall the definition
of the Laplace-Beltrami operator (see [26]): the Laplace-Beltrami operator of u ∈ H2(Γ) is given
by,

∆Γu := divΓ(∇Γu),

where,

• the tangential gradient of u is given by ∇Γu := ∇ũ− (∇w̃ · n)n, with ũ ∈ H1(Rd) being any
extension of u;

• the tangential divergence of W ∈ H1(Γ,Rd) is divΓW := divW̃ − (DW̃ n) · n, where W̃ ∈
H1(Rd,Rd) is any extension of W and DW̃ is the differential of W̃ ;

Finally, the construction of the mesh used in Section 3 is based on the following fundamental
result that may be found in [13] and [24, §14.6]. For more details on the geometrical properties of
the tubular neighborhood and the orthogonal projection defined below, we refer to [14, 15, 18].

Proposition 2.1. Let Ω be a nonempty bounded connected open subset of Rd (d = 2, 3) with
a C2 boundary Γ = ∂Ω. Let d : Rd → R be the signed distance function with respect to Γ defined
by,

d(x) :=

 −dist(x,Γ) if x ∈ Ω,
0 if x ∈ Γ,
dist(x,Γ) otherwise,

with dist(x,Γ) := inf {|x− y|, y ∈ Γ} .
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Then there exists a tubular neighborhood UΓ :=
{
x ∈ Rd; |d(x)| < δΓ

}
of Γ, of sufficiently small

width δΓ, where d is a C2 function. Its gradient ∇d is an extension of the external unit normal n
to Γ. Additionally, in this neighborhood UΓ, the orthogonal projection b onto Γ is uniquely defined
and given by,

b : x ∈ UΓ 7−→ b(x) := x− d(x)∇d(x) ∈ Γ.

Well posedness of the spectral problem. Throughout the rest of the paper, dx and ds denote
respectively the volume and surface measures on Ω and on Γ.

The variational formulation of the studied problem (1.1) is classically obtained, using the inte-
gration by parts formula on the surface Γ (see, e.g., [26]): it is then given by,{

find (λ, u) ∈ R×H1(Ω,Γ), such that,
a(u, v) = λm(u, v), ∀ v ∈ H1(Ω,Γ),

(2.1)

where a is the bilinear form, defined on [H1(Ω,Γ)]2, given by,

a(u, v) :=

∫
Ω

∇u · ∇v dx+

∫
Γ

∇Γu · ∇Γv ds +

∫
Γ

uv ds,

and m is the bilinear form, defined on [H1(Ω,Γ)]2, given by,

m(u, v) :=

∫
Ω

uv dx.

The bilinear form a, being symmetric and continuous, is also coercive with respect to the norm
over H1(Ω,Γ), as proved in [10, Theorem 2]. The second bilinear form m is none other than the
scalar product on the space L2(Ω). Then by a classical spectral result (see [1, Theorem 7.3.2]),
we claim the existence of an infinite number of eigenvalues to Problem (2.1), which form an
increasing sequence (λn)n≥1 ⊂ R∗

+ of positive real numbers, tending to infinity. Their associated
eigenfunctions form an orthonormal Hilbert basis of L2(Ω), denoted (un)n≥1 satisfying,

un ∈ H1(Ω,Γ), a(un, v) = λnm(un, v), ∀ v ∈ H1(Ω,Γ).

Assuming that the eigenvalues are counted with their multiplicity and ordered increasingly,
the aim of this work is to approximate an eigenvalue λi of multiplicity N ≥ 1 and its associated
eigenfunctions {uj}j∈J, which are m-orthonormal, with J = {i, ..., i+N − 1} the set of indices
(see [22, page 5]).

3 Curved mesh and lift definition
Throughout this section, we briefly explain the construction of curved meshes of geometrical

order r ≥ 1 of the domain Ω and give the main associated notations. We refer to Appendix A for
details and rigorous definitions (in particular concerning the mentioned transformations). Addi-
tionally, the definition of the lift operator with some essential lift properties are recalled. We refer
to [9, §3, §4] for more exhaustive details and properties. The set of polynomials in Rd of order r or
less is denoted by Pr. From now on, the domain Ω, is assumed to be at least Cr+2 regular, and T̂
denotes the reference simplex of dimension d.

Let T (1)
h be a polyhedral quasi-uniformal mesh of Ω made of simplices of dimension d, denoted T

(triangles or tetrahedra). The mesh domain Ω
(1)
h :=

{
∪T, T ∈ T (1)

h

}
does not coincide with the

physical domain Ω, which is smooth. Each mesh element T is the image of the reference simplex T̂
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by the affine transformation FT : T̂ → T . An exact mesh T (e)
h (with domain Ω) is built. To

each element T ∈ T (1)
h is associated a transformation F

(e)
T : T̂ → T (e) := F

(e)
T (T̂ ), which is

defined with the help of FT in Definition A.2. The elements of the exact mesh T (e)
h exactly

are
{
T (e) = F

(e)
T (T̂ ), T ∈ T (1)

h

}
, where the exact elements T (e) share the same vertices as T . All

the details are given in Appendix A.

Curved mesh T (r)
h of order r. The exact mapping F

(e)
T , defined in Appendix A, is interpo-

lated as a polynomial of order r ≥ 1 in the classical Pr-Lagrange basis on T̂ . The interpolant
is denoted by F

(r)
T , which is a C1-diffeomorphism and is in Cr+1(T̂ ) (see [11, chap. 4.3]). For

more exhaustive details and properties of this transformation, we refer to [20, 12, 11]. Note
that, by definition, F

(r)
T and F

(e)
T coincide on all Pr-Lagrange nodes in T̂ . The curved mesh

of order r is T (r)
h :=

{
T (r) := F

(r)
T (T̂ ); T ∈ T (1)

h

}
, Ω

(r)
h := ∪

T (r)∈T (r)
h

T (r) is the mesh domain

and Γ
(r)
h := ∂Ω

(r)
h is its boundary.

Functional lift. In order to lift a function from the mesh domain onto Ω, a well defined trans-
formation going from Ω

(r)
h to Ω is needed. In a previous work [9], the transformation G

(r)
h was

defined piece-wise such that,

G
(r)
h : Ω

(r)
h → Ω; G

(r)
h |

Γ
(r)
h

= b,

where b is the orthogonal projection defined in Proposition 2.1. We refer to Appendix B for the
full expression of G(r)

h .

By construction, G(r)
h is globally continuous and piecewise differentiable on each mesh element.

Additionally, quoting [9, Proposition 2], where the full proof is detailed: let T (r) ∈ T (r)
h , the

mapping G
(r)
h |

T (r)
is Cr+1(T (r)) regular and a C1- diffeomorphism from T (r) onto T (e). Moreover,

for a sufficiently small mesh size h, there exists a constant c > 0, independent of h, such that,

∀ x ∈ T (r), ∥DG
(r)
h (x)− Id∥ ≤ chr and |Jh(x)− 1| ≤ chr. (3.1)

where DG
(r)
h is the differential of G(r)

h and Jh is its Jacobin.

Definition 3.1. To uh ∈ L2(Ω
(r)
h ,Γ

(r)
h ) is associated its lift, denoted uℓ

h ∈ L2(Ω,Γ), given by,

uℓ
h ◦G(r)

h := uh.

The lift satisfies the trace property which states

∀ uh ∈ H1(Ω
(r)
h ), (Tr uh)

ℓ
= Tr(uℓ

h).

Remark 3.1. The above trace property is essential in the error analysis detailed in Section 5.
This is due to the fact that the restriction of G

(r)
h to Γ

(r)
h is equal to the orthogonal projection:

G
(r)
h |

Γ
(r)
h

= b.

6



Lift properties. The results presented in this section can be found with more details in [14, 15, 9].
Consider uh, vh ∈ H1(Ωh) and let uℓ

h, v
ℓ
h ∈ H1(Ω) be their respected lifts, we have,∫

Ωh

uhvh dx =

∫
Ω

uℓ
hv

ℓ
h

1

Jℓ
h

dx, (3.2)

where Jh denotes the Jacobian of G(r)
h and Jℓ

h is its lift given by Jℓ
h ◦G(r)

h = Jh.
Note that for any x ∈ Ω

(r)
h , using a change of variables z = G

(r)
h (x) ∈ Ω, one has, (∇vh)

ℓ(z) =
TDG

(r)
h (x)∇vℓh(z), where TDG

(r)
h is the transpose of DG

(r)
h . Introducing the notation, G(r)

h (z) :=
TDG

(r)
h (x), one has, ∫

Ω
(r)
h

∇uh · ∇vh dx =

∫
Ω

G(r)
h (∇uℓ

h) · G
(r)
h (∇vℓh)

1

Jℓ
h

dx. (3.3)

A direct consequence of the inequalities (3.1), using the lift definition 3.1, is that both G(r)
h and Jℓ

h

are bounded on T (e). Additionally, we have the following inequalities, which are a key ingredient
for the proof of the error estimations,

∀ x ∈ T (e), ∥G(r)
h (x)− Id∥ ≤ chr and

∣∣∣∣ 1

Jℓ
h(x)

− 1

∣∣∣∣ ≤ chr. (3.4)

Similarly, let uh, vh ∈ H1(Γh) with uℓ
h, v

ℓ
h ∈ H1(Γ) as their respected lifts. Then, one has,∫

Γ
(r)
h

uhvh ds =

∫
Γ

uℓ
hv

ℓ
h

1

Jℓ
b

ds, (3.5)

where Jb denotes the Jacobian of the orthogonal projection b defined in Proposition 2.1, and Jℓ
b is

its lift given by Jℓ
b ◦ b = Jb.

A similar equation can be written with tangential gradients, given by the following expression,∫
Γ
(r)
h

∇
Γ
(r)
h

uh · ∇
Γ
(r)
h

vh dsh =

∫
Γ

Aℓ
h∇Γu

ℓ
h · ∇Γv

ℓ
h ds, (3.6)

where Aℓ
h is the lift of the matrix Ah defined in [9, 14].

We recall two important estimates proved in [14] relative to Ah and Jb. There exists a con-
stant c > 0, independent of h, such that,

||Aℓ
h − Id||L∞(Γ) ≤ chr+1 and

∥∥∥∥1− 1

Jℓ
b

∥∥∥∥
L∞(Γ)

≤ chr+1. (3.7)

4 Finite element approximation
In this section, is presented the finite element approximation of problem (1.1) using a Pk-

Lagrange finite element method. We refer to, e.g., [21, 11] and [9, §5] for more details on finite
element methods. From now on, we denote Ωh and Γh to refer to Ω

(r)
h and Γ

(r)
h , for any geometrical

order r ≥ 1.
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Discrete formulation. Let k ≥ 1 that denotes the finite element degree. Given a curved
mesh T (r)

h , the Pk-Lagrangian finite element space is given by,

Vh :=
{
χ ∈ C0(Ωh); χ|T = χ̂ ◦ (F (r)

T )−1, χ̂ ∈ Pk(T̂ ), ∀ T ∈ T (r)
h

}
.

The approximation problem is to find (Λ, U) ∈ R× Vh such that,

ah(U, V ) = Λmh(U, V ), ∀ V ∈ Vh, (4.1)

where ah is the following bilinear form, defined on Vh × Vh,

ah(U, V ) :=

∫
Ωh

∇U · ∇V dx+

∫
Γh

∇Γh
U · ∇Γh

V dsh +

∫
Γh

UV dsh,

and mh is the following bilinear form, defined on Vh × Vh,

mh(U, V ) =

∫
Ωh

UV dx.

Remark 4.1. The discrete problem (4.1) admits an increasing finite sequence of positive discrete
eigenvalues Λj ∈ R∗

+. There exists a basis of Vh made of discrete eigenfunctions {Uj}dim(Vh)
j=1 ,

which are mh-orthogonal (see [1, Lemma 7.4.1]).

Lifted discrete formulation. The lifted finite element space is given by,

Vℓ
h :=

{
vℓh, vh ∈ Vh

}
.

We define the lifted bilinear form aℓh, defined on Vℓ
h × Vℓ

h, throughout,

ah(U, V ) = aℓh(U
ℓ, V ℓ), ∀U, V ∈ Vh.

By applying (3.3), (3.6) and (3.5), then the expression of aℓh is given by,

aℓh(U
ℓ, V ℓ) =

∫
Ω

G(r)
h (∇U ℓ) · G(r)

h (∇V ℓ)
dx

Jℓ
h

+

∫
Γ

Aℓ
h∇Γu

ℓ
h · ∇Γv

ℓ
h ds +

∫
Γ

U ℓV ℓ ds

Jℓ
b

.

In a similar way, using (3.2), we define the expression of mℓ
h, defined on Vℓ

h × Vℓ
h, through-

out mh(U, V ) = mℓ
h(U

ℓ, V ℓ) for U, V ∈ Vh, as follows,

mℓ
h(U

ℓ, V ℓ) =

∫
Ω

UV
dx

Jℓ
h

= mh(U, V ).

Thus, we define the lifted formulation of Problem (4.1) given by: find (Λ, U ℓ) ∈ R × Vℓ
h such

that,
aℓh(U

ℓ, V ) = Λ mℓ
h(U

ℓ, V ), ∀V ∈ Vℓ
h. (4.2)

Remark 4.2. The lifted problem (4.2) shares the same eigenvalues as the discrete problem (4.1),
denoted {Λj}dim(Vh)

j=1 , which are associated to the lift of the eigenfunctions of the discrete formu-

lation (2.1), denoted
{
U ℓ
j

}dim(Vh)

j=1
. Throughout the rest of this work, we suppose that the discrete

eigenfunctions satisfy that ∥U ℓ
j ∥mℓ

h
= 1, for all j = 1, . . . ,dim(Vh).

8



5 Error analysis
First of all, the exact eigenvalues are ordered increasingly with their multiplicities. Let i ∈ N∗.

The aim of this work is to estimate the error produced when approximating the eigenvalue λi of
multiplicity N and its corresponding eigenfunctions, {uj}j∈J where J = {i, ..., i+N − 1}, using
a Pk finite element method on a curved mesh Ωh with a geometrical order r ≥ 1. These estimations
are given in the following theorem, which is proved in the following sub-sections.

To this end, denote {Λj}dim(Vh)
j=1 the set of all the discrete eigenvalue. Each eigenvalue Λj is

associated to an eigenspace Eℓ
Λj

in Vℓ
h, which is the set of all the discrete eigenfunctions associated

to Λj . Let Fℓ
h := ⊕j∈JEℓ

Λj
be the space containing all the eigenspaces associated to {Λj}j∈J.

Throughout this section, c refers to a positive constant independent of the mesh size h and cλi

refers to a positive constant dependent of the eigenvalue λi and independent of h. From now
on, the domain Ω, is assumed to be at least Ck+1 regular such that the exact eigenfunctions of
Problem (1.1) are in Hk+1(Ω,Γ).

Theorem 5.1. Let λi be an eigenvalue of multiplicity N with its corresponding eigenfunc-
tions, {up}p∈J where J = {i, ..., i+N − 1}, relatively to Problem (2.1). Then, for any j ∈ J,
there exists cλi

> 0,
|λj − Λj | ≤ cλi

(h2k + hr+1), (5.1)

where Λj is a discrete eigenvalue relatively to Problem (4.1). Additionally, there exists cλi
> 0 for

any j ∈ J such that,
inf

U∈Fℓ
h

∥uj − U ∥L2(Ω) ≤ cλi
(hk+1 + hr+1/2), (5.2)

inf
U∈Fℓ

h

∥uj − U∥H1(Ω,Γ) ≤ cλi
(hk + hr+1/2), (5.3)

where Fℓ
h is the space containing all the eigenspaces associated to {Λj}j∈J.

Remark 5.1. In a similar manner, there exists cλi
> 0 such that,

inf
u∈Eλi

∥U − u ∥L2(Ω) ≤ cλi
(hk+1 + hr+1/2), inf

u∈Eλi

∥U − u∥H1(Ω,Γ) ≤ cλi
(hk + hr+1/2),

where U ∈ Vℓ
h is a discrete eigenfunction associated to Λj and Eλi is the eigenspace of λi. These es-

timations, which are analogous to those presented in Theorem 5.1, are a consequence of Lemma 5.4
in Section 5.4.

In order to prove this theorem, we will proceed in several steps. In a nutshell, the main steps
of the proof are to first estimate the so-called geometric error, second calculate a preliminary
eigenvalue estimation, third estimate the eigenfunction error, and finally combine the last two
steps to improve the eigenvalue error.

5.1 Geometric error
Before estimating the geometric error, we need to present the following corollary, which plays

a key role in the remaining of the article (see [9, Lemma 2]).

Corollary 5.1. Let v ∈ H1(Ω) and w ∈ H2(Ω), then, for a sufficiently small h, there exists c > 0
such that the following inequalities hold,

∥v∥L2(Bℓ
h)

≤ ch1/2∥v∥H1(Ω), (5.4)

9



∥∇w∥L2(Bℓ
h)

≤ ch1/2∥w∥H2(Ω), (5.5)

where Bℓ
h =

{
T (e) ∈ T (e)

h ; T (e) has at least 2 verticies on Γ
}
.

We present the following property on the domain Bℓ
h, which plays a key role in the geometric

error estimation,
1

Jℓ
h

− 1 = 0 and G(r)
h − Id = 0, in Ω \Bℓ

h. (5.6)

To estimate the geometric error produced while approximating a domain by a mesh of order
r ≥ 1, we bound the difference between the two bilinear forms a and aℓh (resp. m and mℓ

h).

Proposition 5.1. Let v, w ∈ Vℓ
h. Then there exists c > 0 such that,

|(a− aℓh)(v, w)| ≤ c(hr∥∇v∥L2(Bℓ
h)
∥∇w∥L2(Bℓ

h)
+ hr+1∥v∥H1(Γ)∥w∥H1(Γ)), (5.7)

|(m−mℓ
h)(v, w)| ≤ chr+1||v||H1(Ω)||w||H1(Ω). (5.8)

Proof. The proof of (5.7) is detailed in [9, Proposition 6.3], given using (3.4) and (3.7). To
prove (5.8), consider v, w ∈ Vℓ

h. Using (5.6) and (3.4), we have,

|(m−mℓ
h)(v, w)| = |

∫
Ω

vw (1− 1

Jℓ
h

)dx| = |
∫
Bℓ

h

vw (1− 1

Jℓ
h

)dx|

≤
∥∥∥∥1− 1

Jℓ
h

∥∥∥∥
L∞(Bℓ

h)

∥v∥L2(Bℓ
h)
∥w∥L2(Bℓ

h)
≤ chr∥v∥L2(Bℓ

h)
∥w∥L2(Bℓ

h)
.

Since v, w ∈ Vℓ
h ⊂ H1(Ω,Γ), we apply (5.4) as follows,

|(m−mℓ
h)(v, w)| ≤ chr

(
h1/2∥v∥H1(Ω)

)(
h1/2∥w∥H1(Ω)

)
≤ chr+1∥v∥H1(Ω)∥w∥H1(Ω).

Corollary 5.2. Considering a sufficiently small mesh size h > 0, the boundary of the mesh
domain Γh is inside the tubular neighbourhood UδΓ , defined in Proposition 2.1. Then, there ex-
ists c > 0 such that,

||.||aℓ
h
≤ (1 + chr)||.||a, ||.||a ≤ (1 + chr)||.||aℓ

h
,

||.||mℓ
h
≤ (1 + chr)||.||m, ||.||m ≤ (1 + chr)||.||mℓ

h
,

where the norms ∥u∥a, ∥u∥m, ∥u∥aℓ
h
, ∥u∥mℓ

h
are associated to the bilinear forms a, aℓh, m and mℓ

h,
respectively. Consequently, the norms ||.||aℓ

h
and ||.||a (resp. ||.||mℓ

h
and ||.||m) are equivalent.

Proof. This proof is an adaptation of the proof of [6, Corollary 2.3], which is detailed for readers
convenience. Let u ∈ H1(Ω,Γ), one has,

||u||2aℓ
h
− ||u||2a = aℓh(u, u)− a(u, u) =

(
aℓh − a

)
(u, u).

Then, we deduce that,

||u||2aℓ
h
≤ ||u||2a + |

(
aℓh − a

)
(u, u)| ≤ (1 + chr)||u||2a,

where we used the geometric error estimation (5.7). Taking its square rout, it follows that,

||u||aℓ
h
≤
√
(1 + chr)||u||a ≤ (1 + chr)||u||a,

since for any x ≥ 0, 1 + x ≤ (1 + 1
2x)

2. In a similar manner, the rest of the inequalities can be
proved, by using (5.7) and (5.8).
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5.2 Preliminary eigenvalue estimate
A preliminary eigenvalue error estimation is needed before proceeding with the error estimation.

It has to be noted that a similar result was established in [6, Th. 3.3], in a different context. For
sake of completeness, we detail the proof of the following proposition.

Proposition 5.2. Let λi be an exact eigenvalue of multiplicity N of Problem (2.1), such that
λj = λi, for any j ∈ J = {i, ..., i+N − 1}. Let {Λp}dim(Vh)

p=1 be the set of discrete eigenvalues
relatively to Problem (4.1). Then, for any j ∈ J, there exists cλi

> 0 such that,

|λj − Λj | ≤ cλi
(h2k + hr). (5.9)

Proof. Let j ∈ J. To estimate the error |λj − Λj |, we introduce the following intermediate formu-
lation: Find (λ̃, Ũ) ∈ R+ × Vℓ

h, such that,

a(Ũ , v) = λ̃m(Ũ , v) ∀ v ∈ Vℓ
h. (5.10)

Problem (5.10) has a finite number of solutions. Denote Λ̃p ∈ R its eigenvalues, for p = 1, ...,dim(Vℓ
h).

Then for j ∈ J, we separate the eigenvalue error as follows,

|λj − Λj | ≤ |λj − Λ̃j |+ |Λ̃j − Λj |,

and estimate each term separately.

For the estimation of |λj − Λ̃j |, note that the eigenvalue problem (5.10) is in a conformal,
coercive and consistent setting. Indeed, the variationnal form is defined using the same bilinear
forms a and m as in the initial formulation (2.1), with the approximation space Vℓ

h ⊂ H1(Ω,Γ).
Thus, we refer to the detailed explanation in [21, chapter 3.3] to obtain the following classical
estimation,

|λj − Λ̃j | ≤ cλi
h2k. (5.11)

From the inequality 5.11, we notice that for any j ∈ J, 0 < Λ̃j ≤ cλi
.

To estimate |Λ̃j −Λj |, we proceed in a analogous way as in [6, Lemma 3.1]. Note that, by [21,
Proposition 3.63], the discrete eigenvalues can be written a follows,

Λj = min
E∈Vj

max
v∈E

Raℓ
h
(v) and Λ̃j = min

E∈Vj

max
v∈E

Ra(v), (5.12)

where the associated Rayleigh quotients are written as follows,

Raℓ
h
(v) =

aℓh(v, v)

mℓ
h(v, v)

and Ra(v) =
a(v, v)

m(v, v)
,

where Vj is the set of all sub-spaces of Vℓ
h of dimension j.

Consider E ∈ Vj . By definition of the Rayleigh quotient and using the norm equivalence in
Corollary 5.2, we can deduce for any v ∈ E,

Raℓ
h
(v) =

aℓh(v, v)

mℓ
h(v, v)

≤ (1 + chr)2a(v, v)
m(v,v)

(1+chr)2

= (1 + chr)4Ra(v).

Using (5.12), it follows that,

Λj ≤ min
E∈Vj

max
v∈E

(1 + chr)4Ra(v) = (1 + chr)4Λ̃j .

11



Then, Λj ≤ Λ̃j + chrΛ̃j , and we have, Λj − Λ̃j ≤ chrΛ̃j ≤ cλi
hr. In a similar manner, we can prove

that Λ̃j − Λj ≤ cλih
r. To conclude, we combine these two inequalities as follows,

|Λj − Λ̃j | ≤ cλi
hr. (5.13)

To conclude, we combine (5.13) and (5.11) to arrive at (5.9).

Remark 5.2. As a result of the estimation 5.9, the eigenvalues {λj}j∈J are only approximated
by the set of discrete eigenvalues {Λj}j∈J. Consequently, for a sufficiently small mesh step h, the
following quantity, which appears in the eigenfunction estimations, is finite,

µJ = max
j∈J

max
p/∈J

| λj

Λp − λj
| < ∞.

Additionally, the set of eigenvalues {Λj}j∈J is separated from the rest of the continuous spectrum,
i.e.,

λi−1 < Λi and Λi+N−1 < λi+N .

Furthermore, this set of discrete eigenvalues {Λj}j∈J can be bounded independently from the mesh
size h. Indeed, there exists cλi > 0, such that, |Λj | ≤ cλi , for all j ∈ J. We refer to [8, page 6],
[22, §2.3], [23, page 3], [28, Section 3.2] and [6, remark 3.4].

5.3 Eigenfunction error estimations
In this section, is presented the proof of the estimations (5.2) and (5.3) of Theorem 5.1. To

begin with, we recall that Fℓ
h = ⊕j∈JEℓ

Λj
= ⊕j∈Jspan

{
U ℓ
j

}
. We define the following projections,

which are a useful tool in the eigenfunction error estimates (see [21, §1.6.3]).

Definition 5.1. We define the following projections:

• Let Πh : H1(Ω,Γ) → Vℓ
h be the Riesz projection, such that ∀ v ∈ H1(Ω,Γ), there exists a

unique finite element function Πh(v) ∈ Vℓ
h that satisfies,

aℓh(Πh(v), w) = aℓh(v, w), ∀ w ∈ Vℓ
h.

• Let Paℓ
h
: H1(Ω,Γ) → Fℓ

h be the orthogonal projection with respect to aℓh onto Fℓ
h, such that

for all v ∈ H1(Ω,Γ),
aℓh(Paℓ

h
(v), w) = aℓh(v, w), ∀ w ∈ Fℓ

h.

• Let Pmℓ
h
: H1(Ω,Γ) → Fℓ

h be the orthogonal projection with respect to mℓ
h onto Fℓ

h, such that
for all v ∈ H1(Ω,Γ),

mℓ
h(Pmℓ

h
(v), w) = mℓ

h(v, w), ∀ w ∈ Fℓ
h.

Remark 5.3. Note that the previous orthogonal projections satisfy the following relation (see [6,
Section 2.4] and [22, Lemma 2.2]),

Paℓ
h
= Pmℓ

h
◦Πh.

The key idea, in proof of the estimations (5.2) and (5.2), is to separate the error in two terms
for both norms as follows,

inf
U∈Fℓ

h

∥uj − U ∥ ≤ ∥uj −Πhuj ∥+ ∥Πhuj − Paℓ
h
uj ∥.
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The first term will be bounded using a classical interpolation result (see [21, §1.6.3]). If uj ∈
Hk+1(Ω,Γ), by definition of the Riesz projection Πh, there exists c > 0 such that,

∥uj −Πhuj∥aℓ
h
= inf

v∈Vℓ
h

∥uj − v∥aℓ
h
≤ chk∥uj∥Hk+1(Ω,Γ). (5.14)

Using an Aubin-Nitsche argument as proved in Appendix C, there exists c > 0 such that,

∥uj −Πhuj∥mℓ
h
≤ chk+1. (5.15)

As for the second term, we recall that
{
U ℓ
p

}dim(Vh)

p=1
forms an orthonormal basis of Vℓ

h with respect
to mℓ

h. The lifted space finite element space can be decomposed as follows Vℓ
h := Fℓ

h ⊕ Sℓh,
where Fℓ

h := ⊕j∈JspanU
ℓ
j and Sℓh := ⊕p ̸∈JspanU

ℓ
p are orthogonal spaces with respect to mℓ

h. We
denote,

W := Πhuj − Paℓ
h
uj = Πhuj − Pmℓ

h
◦Πhuj . (5.16)

Since Pmℓ
h

is the orthogonal projection over Fℓ
h with respect to mℓ

h, then we have,

W ∈ Sℓh, mℓ
h(W,U ℓ

j ) = 0, ∀ j ∈ J.

Consequently, W =
∑

p/∈J βpU
ℓ
p, where we denote the coefficients βp := mℓ

h(W,U ℓ
p), for all p /∈ J.

Then the mℓ
h norm of W is given as follows,

∥W∥2mℓ
h
=
∑
p/∈J

β2
p , (5.17)

since
{
U ℓ
p

}
p/∈J

forms an orthonormal basis of Sℓh for the product mℓ
h.

In the following propositions the aℓh and mℓ
h norms of W will be evaluated in order to bound

the error afterwards. We introduce the following notation,

Z :=
∑
p ̸∈J

λi

Λp − λi
βpU

ℓ
p, (5.18)

where Λp is a discrete eigenvalue with its associated eigenfunction U ℓ
p, and λi is the exact eigenvalue.

Proposition 5.3. Let j ∈ J and uj be an exact eigenfunction associated with λi. The norms
of W , given in (5.16), can be expressed as follows,

∥W∥2mℓ
h
= mℓ

h(uj −Πhuj , Z) + (m−mℓ
h)(uj , Z) +

1

λi
(aℓh − a)(uj , Z), (5.19)

∥W∥2aℓ
h
= λim

ℓ
h(uj −Πhuj ,W ) + λi∥W∥2mℓ

h
+ λi(m−mℓ

h)(uj ,W ) + (aℓh − a)(uj ,W ). (5.20)

Proof. This proof is inspired from [6, Lemma 4.1], but for sake of completeness we detail it.
The main difference is that in our case, we do not consider a surface problem as in [6] and the
eigenfunctions {uj}j∈J are on Ω.

By Equation (5.17), the mℓ
h norm of W is written as follows,

∥W∥2mℓ
h
=
∑
p/∈J

β2
p =

∑
p/∈J

βpm
ℓ
h(W,U ℓ

p). (5.21)
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To prove (5.19), we try to estimate mℓ
h(W,U ℓ

p), for p /∈ J. By Remark 5.3, Paℓ
h
= Pmℓ

h
◦ Πh, and

we get for p /∈ J,

mℓ
h(Paℓ

h
v, U ℓ

p) = mℓ
h(Pmℓ

h
(Πhv), U

ℓ
p) = 0, ∀ v ∈ H1(Ω,Γ). (5.22)

Using (5.22), we get for p /∈ J,

mℓ
h(W,U ℓ

p) = mℓ
h(Πhuj − Paℓ

h
uj , U

ℓ
p) = mℓ

h(Πh(uj), U
ℓ
p).

The next step is to estimate mℓ
h

(
Πhuj , U

ℓ
p

)
. We denote Λp a discrete eigenvalue associated to U ℓ

p ∈
Sℓh such that,

Λpm
ℓ
h(V,U

ℓ
p) = aℓh(V,U

ℓ
p), ∀ V ∈ Vℓ

h.

Taking in the latter equation V = Πhuj ∈ Vℓ
h, we get by using the definition of Πh,

Λpm
ℓ
h(Πhuj , U

ℓ
p) = aℓh(Πhuj , U

ℓ
p) = aℓh(uj , U

ℓ
p) = a(uj , U

ℓ
p) + (aℓh − a)(uj , U

ℓ
p).

Since uj is an exact eigenfunction associated to λi of Problem (2.1), we get,

Λpm
ℓ
h(Πhuj , U

ℓ
p) = λim(uj , U

ℓ
p) + (aℓh − a)(uj , U

ℓ
p)

= λim
ℓ
h(uj , U

ℓ
p) + λi(m−mℓ

h)(uj , U
ℓ
p) + (aℓh − a)(uj , U

ℓ
p),

where we added and subtracted λim
ℓ
h(uj , U

ℓ
p).

Subtracting λim
ℓ
h(Πhuj , U

ℓ
p) on both sides of the equation, we get,

(Λp − λi)m
ℓ
h(Πhuj , U

ℓ
p) = λim

ℓ
h(uj −Πhuj , U

ℓ
p) + λi(m−mℓ

h)(uj , U
ℓ
p) + (aℓh − a)(uj , U

ℓ
p).

For any p /∈ J, Λp − λi ̸= 0, then we have,

mℓ
h(Πhuj , U

ℓ
p) =

1

Λp − λi
{λim

ℓ
h(uj −Πhuj , U

ℓ
p) + λi(m−mℓ

h)(uj , U
ℓ
p) + (aℓh − a)(uj , U

ℓ
p)}

= mℓ
h(uj −Πhuj ,

λi

Λp − λi
U ℓ
p) + (m−mℓ

h)(uj ,
λi

Λp − λi
U ℓ
p) +

1

λi
(aℓh − a)(uj ,

λi

Λp − λi
U ℓ
p).

To arrive to (5.19), we replace the latter expression in (5.21) as follows,

∥W∥2mℓ
h
=

∑
p∈{1,...dim(Vh)}\J

βp

(
mℓ

h(uj −Πhuj ,
λi

Λp − λi
U ℓ
p)

+ (m−mℓ
h)(uj ,

λi

Λp − λi
U ℓ
p) +

1

λi
(aℓh − a)(uj ,

λi

Λp − λi
U ℓ
p)
)
.

The proof of (5.20) is a tad similar to the latter one. Keeping in mind that W = (Id−Pmℓ
h
)Πhuj ,

its aℓh-norm is written as follows,

∥W∥2aℓ
h
= aℓh(W,W ) = aℓh((Id− Pmℓ

h
)Πhuj , (Id− Pmℓ

h
)Πhuj)

= aℓh(Πhuj , (Id− Pmℓ
h
)Πhuj)− aℓh(Pmℓ

h
Πhuj , (Id− Pmℓ

h
)Πhuj).

Note that, for any V ∈ Fℓ
h, we have,

aℓh((Id− Pmℓ
h
)Πhuj , V ) = aℓh(Πhuj , V )− aℓh(Pmℓ

h
◦Πhuj , V ) = aℓh(uj , V )− aℓh(Paℓ

h
uj , V ) = 0,
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where we used the definitions of the orthogonal projections Πh and Paℓ
h
. Thus, taking V =

Pmℓ
h
Πhuj ∈ Fℓ

h, aℓh(Pmℓ
h
Πhuj , (Id− Pmℓ

h
)Πhuj) = 0. Then, the latter equation becomes,

∥W∥2aℓ
h
= aℓh(Πhuj , (Id− Pmℓ

h
)Πhuj) = aℓh(uj , (Id− Pmℓ

h
)Πhuj) = aℓh(uj ,W ),

where we used the definition of the orthogonal projection Πh with respect to aℓh, given in Defini-
tion 5.1. Adding and subtracting a(uj ,W ), we get,

∥W∥2aℓ
h
= aℓh(uj ,W ) = a(uj ,W ) + (aℓh(uj ,W )− a(uj ,W )) = λim(uj ,W ) + (aℓh − a)(uj ,W )).

Since uj is an exact eigenfunction associated to λi, the latter equation holds. Adding and sub-
tracting λim

ℓ
h(uj ,W ), we have,

∥W∥2aℓ
h
= λim

ℓ
h(uj ,W ) + λi(m−mℓ

h)(uj ,W ) + (aℓh − a)(uj ,W )). (5.23)

Notice that W =
∑

p/∈J βpU
ℓ
p, then by applying (5.22), we have mℓ

h(Paℓ
h
uj ,W ) = 0. Then, we

notice that,

λim
ℓ
h(uj ,W ) = λim

ℓ
h(uj ,W )− λim

ℓ
h(Paℓ

h
uj ,W )

= λim
ℓ
h(uj −Πhuj ,W ) + λim

ℓ
h(Πhuj − Paℓ

h
uj ,W ) = λim

ℓ
h(uj −Πhuj ,W ) + λim

ℓ
h(W,W ),

where we added and subtracted λim
ℓ
h(Πhuj ,W ). Thus after replacing the latter equation in (5.23),

we get exactly (5.20),

∥W∥2aℓ
h
= λim

ℓ
h(uj −Πhuj ,W ) + λi∥W∥2mℓ

h
+ λi(m−mℓ

h)(uj ,W ) + (aℓh − a)(uj ,W ).

The following proposition is one of the main novelties of this work. The general idea of bounding
the norms of W can be seen in [6, 22, 8] for different problems.

Proposition 5.4. Under the assumptions of Proposition 5.3, there exists cλi
> 0 such that,

∥W∥mℓ
h
≤ cλi

∥uj −Πhuj∥mℓ
h
+ cλi

hr+1/2∥uj∥H2(Ω,Γ), (5.24)

∥W∥aℓ
h
≤ cλi

∥uj −Πhuj∥mℓ
h
+ cλi

hr+1/2∥uj∥H2(Ω,Γ), (5.25)

where the expression of W is given in (5.16).

Proof. This proof is decomposed into three steps.

1. Using the geometric error estimates (5.7) and (5.8), the mℓ
h-norm of W , given by (5.19), can

be estimated as follows,

∥W∥2mℓ
h

= mℓ
h(uj −Πhuj , Z) +

[
(m−mℓ

h) +
1

λi
(aℓh − a)

]
(uj , Z)

≤ c∥uj −Πhuj∥mℓ
h
∥Z∥mℓ

h
+ chr+1∥uj∥H1(Ω)∥Z∥H1(Ω)

+
c

λi

(
hr∥∇uj∥L2(Bℓ

h)
∥∇Z∥L2(Bℓ

h)
+ hr+1∥uj∥H1(Γ)∥Z∥H1(Γ)

)
,
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where the expression of Z is given in (5.18). Keeping in mind that the discrete eigenfunctions
are mℓ

h-orthogonal, by Remark (5.2) of µJ , we have,

∥Z∥2mℓ
h
=
∑
p ̸∈J

( λi

Λp − λi

)2
β2
p∥U ℓ

p∥2mℓ
h
≤ µ2

J∥W∥2mℓ
h
. (5.26)

Since U ℓ
p is a discrete eigenfunction associated to Λp, then for any q ̸= p, we have aℓh(U

ℓ
p, U

ℓ
q ) =

Λpm
ℓ
h(U

ℓ
p, U

ℓ
q ). This implies that, that the discrete eigenfunctions

{
U ℓ
p

}
p/∈J

are aℓh-orthogonal,
and that the following inequality holds,

∥Z∥2aℓ
h
≤ µ2

J∥W∥2aℓ
h
.

As a consequence, one can deduce the following,

∥∇Z∥L2(Bℓ
h)

≤ µJ∥W∥aℓ
h

and ∥Z∥H1(Γ) ≤ µJ∥W∥aℓ
h
. (5.27)

Additionally, we get,

∥Z∥H1(Ω) ≤ ∥Z∥aℓ
h
+ ∥Z∥mℓ

h
≤ µJ∥W∥aℓ

h
+ µJ∥W∥mℓ

h
.

Using the latter inequality alongside (5.26) and (5.27), we get,

∥W∥2mℓ
h
≤ cµJ∥uj −Πhuj∥mℓ

h
∥W∥mℓ

h
+ chr+1µJ∥uj∥H1(Ω)(∥W∥aℓ

h
+ ∥W∥mℓ

h
)

+
c

λi

(
hr∥∇uj∥L2(Bℓ

h)
+ hr+1∥uj∥H1(Γ)

)
µJ∥W∥aℓ

h
.

Since the exact eigenfunctions uj belongs to H2(Ω,Γ), by applying (5.5), we obtain,

∥W∥2mℓ
h

≤ cµJ∥uj −Πhuj∥mℓ
h
∥W∥mℓ

h
+ chr+1µJ∥uj∥H1(Ω)∥W∥mℓ

h

+c(1 +
1

λi
)µJh

r+1∥uj∥H1(Ω,Γ)∥W∥aℓ
h
+ cµJ

1

λi
hr+1/2∥uj∥H2(Ω,Γ)∥W∥aℓ

h

≤ cµJ∥uj −Πhuj∥mℓ
h
∥W∥mℓ

h
+ chr+1µJ∥uj∥H1(Ω)∥W∥mℓ

h

+cµJh
r+1∥uj∥H1(Ω,Γ)∥W∥aℓ

h
+ cµJ

1

λi
hr+1/2∥uj∥H2(Ω,Γ)∥W∥aℓ

h
.

Young’s inequality, which states that, for all ϵ > 0, ab ≤ a2

ϵ2 + ϵ2b2, is applied in the following
inequality multiple times as follows, for ϵ1, ϵ2 > 0 ,

∥W∥2mℓ
h

≤ 4cµ2
J∥uj −Πhuj∥2mℓ

h
+

1

4
∥W∥2mℓ

h
+ 4ch2r+2µ2

J∥uj∥2H1(Ω) +
1

4
∥W∥2mℓ

h

+
c

ϵ21
µ2
Jh

2r+2∥uj∥2H1(Ω,Γ) + ϵ21∥W∥2aℓ
h
+

c

ϵ22
µ2
Jh

2r+1∥uj∥2H2(Ω,Γ) + ϵ22
1

λ2
i

∥W∥2aℓ
h

≤ cµ2
J∥uj −Πhuj∥2mℓ

h
+

1

2
∥W∥2mℓ

h
+ c
( 1
ϵ21

+
1

ϵ22

)
h2r+1µ2

J∥uj∥2H2(Ω,Γ)

+(ϵ21 +
ϵ22
λ2
i

)∥W∥2aℓ
h
.

Thus, we arrive at,

∥W∥2mℓ
h
≤ cµ2

J∥uj −Πhuj∥2mℓ
h
+ cµ2

Jh
2r+1∥uj∥2H2(Ω,Γ) + (ϵ21 +

ϵ22
λ2
i

)∥W∥2aℓ
h
. (5.28)

It remains to bound ∥W∥2
aℓ
h

.
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2. To estimate the aℓh-norm of W , we first recall (5.20) and we use the geometric error esti-
mates (5.7) and (5.8) as follows,

∥W∥2aℓ
h
≤ cλi∥uj −Πhuj∥mℓ

h
∥W∥mℓ

h
+ λi∥W∥2mℓ

h
+ cλih

r+1∥uj∥H1(Ω)∥W∥H1(Ω)

+ chr∥∇uj∥L2(Bℓ
h)
∥∇W∥L2(Bℓ

h)
+ chr+1∥uj∥H1(Γ)∥W∥H1(Γ).

Since uj belongs to H2(Ω,Γ), the inequality (5.5) is applied as follows,

∥W∥2aℓ
h

≤ cλi∥uj −Πhuj∥mℓ
h
∥W∥mℓ

h
+ λi∥W∥2mℓ

h
+ cλih

r+1∥uj∥H1(Ω)(∥W∥mℓ
h
+ ∥W∥aℓ

h
)

+chr+1/2∥uj∥H2(Ω,Γ)∥W∥aℓ
h
+ chr+1∥uj∥H1(Γ)∥W∥aℓ

h

≤ cλi∥uj −Πhuj∥mℓ
h
∥W∥mℓ

h
+ λi∥W∥2mℓ

h
+ cλih

r+1∥uj∥H1(Ω)∥W∥mℓ
h

+c(1 + λi)h
r+1/2∥uj∥H2(Ω,Γ)∥W∥aℓ

h
.

Young’s inequality is applied as follows,

∥W∥2aℓ
h
≤ 4cλi∥uj −Πhuj∥2mℓ

h
+
1

4
λi∥W∥2mℓ

h
+ λi∥W∥2mℓ

h
+ 4cλ2

ih
2r+2∥uj∥2H1(Ω)

+
1

4
∥W∥2mℓ

h
+ 4c(1 + λi)

2h2r+1∥uj∥2H2(Ω) +
1

4
∥W∥2aℓ

h
.

Then, we deduce,

∥W∥2aℓ
h
≤ cλi∥uj −Πhuj∥2mℓ

h
+c(1 + λi)∥W∥2mℓ

h
+ ch2r+1(λ2

i + (1 + λi)
2)∥uj∥2H2(Ω,Γ). (5.29)

Using the estimation (5.29) in the inequality (5.28), we get,

∥W∥2mℓ
h

≤ cµ2
J∥uj −Πhuj∥2mℓ

h
+ cµ2

Jh
2r+1∥uj∥2H2(Ω,Γ) + (ϵ21 +

ϵ22
λ2
i

)∥W∥2aℓ
h

≤ cµ2
J∥uj −Πhuj∥2mℓ

h
+ cµ2

Jh
2r+1∥uj∥2H2(Ω,Γ) + c(ϵ21 +

ϵ22
λ2
i

)λi∥uj −Πhuj∥2mℓ
h

+c(ϵ21 +
ϵ22
λ2
i

)(1 + λi)∥W∥2mℓ
h
+ ch2r+1(ϵ21 +

ϵ22
λ2
i

)(λ2
i + (1 + λi)

2)∥uj∥2H2(Ω,Γ)

≤ cµ2
J∥uj −Πhuj∥2mℓ

h
+ cµ2

Jh
2r+1∥uj∥2H2(Ω,Γ) + c(λi +

1

λi
)∥uj −Πhuj∥2mℓ

h

+c(ϵ21 +
ϵ22
λ2
i

)(1 + λi)∥W∥2mℓ
h
+ ch2r+1(1 +

1

λ2
i

)(λ2
i + (1 + λi)

2)∥uj∥2H2(Ω,Γ).

Taking ϵ1 = 1
2

√
( 1
c(1+λi)

) and ϵ2 = λi

2

√
( 1
c(1+λi)

), these quantities will satisfy the following
inequality,

1− (ϵ21 +
ϵ22
λ2
i

)(1 + λi) > 0.

Then we have,

∥W∥2mℓ
h
≤ cλi

∥uj −Πhuj∥2mℓ
h
+ c′λi

h2r+1∥uj∥2H2(Ω,Γ),

where cλi = c(µ2
J + λi +

1
λi
) and c′λi

= c(µ2
J + (1 + 1

λ2
i
)(λ2

i + (1 + λi)
2)). To arrive to the

inequality (5.24), we take the square root of the latter inequality.
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3. Lastly we also need to estimate the aℓh norm of W . We use the estimations (5.29) and (5.24)
as follows,

∥W∥2aℓ
h

≤ cλi∥uj −Πhuj∥2mℓ
h
+ c(1 + λi)∥W∥2mℓ

h
+ ch2r+1(λ2

i + (1 + λi)
2)∥uj∥2H2(Ω,Γ)

≤ cλi∥uj −Πhuj∥2mℓ
h
+ c(λ2

i + (1 + λi)
2)h2r+1∥uj∥2H2(Ω)

+c(λi + 1)

(
cλi

∥uj −Πhuj∥2mℓ
h
+ c′λi

h2r+1∥uj∥2H2(Ω,Γ)

)
.

Consequently we arrive at the desired result by taking its square root,

∥W∥aℓ
h
≤ Cλi

∥uj −Πhuj∥mℓ
h
+ C ′

λi
hr+1/2∥uj∥H2(Ω,Γ),

where Cλi
=
√

c
(
λi + (λi + 1)cλi

)
and C ′

λi
=
√

c
(
λ2
i + (1 + λi)2 + (λi + 1)c′λi

)
.

Remark 5.4. In this work, the function W = Πhuj − Paℓ
h
uj being a linear combination of lifted

discrete eigenfunctions is in the lifted finite element space Vℓ
h, which is a subspace of H1(Ω,Γ),

therefore W is not necessarily in H2(Ω). However if, by considering other finite element method
like Hermite, W will be in H2(Ω,Γ), then the inequality (5.24) may be improved as follows,

∥W∥2mℓ
h
≤ cλi

∥uj −Πhuj∥2mℓ
h
+ cλi

h2r+2∥uj∥2H2(Ω,Γ).

This may lead to a higher geometric error rate in the final error estimation for the L2 norm.
However, notice that this conjecture should be checked carefully (but this is not the topic of the
present paper).

The last step would be to combine all the previous results to estimate the eigenfunctions.

Proof of Theorem 5.1: the estimates (5.2) and (5.3). To prove (5.3), we start by adding
and subtracting Πhuj as follows,

∥uj − Paℓ
h
uj∥aℓ

h
≤ ∥uj −Πhuj∥aℓ

h
+ ∥Πhuj − Paℓ

h
uj∥aℓ

h
= ∥uj −Πhuj∥aℓ

h
+ ∥W∥aℓ

h
.

The latter inequality is obtained by definition of W = Πhuj −Paℓ
h
uj . Applying respectively (5.25),

(5.15) and (5.14), we get,

∥uj − Paℓ
h
uj∥aℓ

h
≤ c∥uj −Πhuj∥aℓ

h
+ Cλi

∥uj −Πhuj∥mℓ
h
+ C ′

λi
hr+1/2∥uj∥H2(Ω,Γ)

≤ cλi
(hk + hr+1/2).

By the norm equivalence between ∥ · ∥aℓ
h

and ∥ · ∥H1(Ω,Γ), the latter inequality leads to (5.3).
Since Pmℓ

h
is the orthogonal projection with respect to mℓ

h onto Fℓ
h, then Pmℓ

h
uj is the closest

point to uj with respect to the mℓ
h-norm. Since Paℓ

h
= Pmℓ

h
◦Πh as mentioned in Remark 5.3, we

have,
∥uj − Pmℓ

h
uj∥mℓ

h
≤ ∥uj − Paℓ

h
uj∥mℓ

h
≤ ∥uj −Πhuj∥mℓ

h
+ ∥Πhuj − Paℓ

h
uj∥mℓ

h
.

We apply (5.24) and (5.15) respectively to conclude,

∥uj − Pmℓ
h
uj∥mℓ

h
≤ cλi

∥uj −Πhuj∥mℓ
h
+ c′λi

hr+1/2∥uj∥H2(Ω,Γ) ≤ cλi
(hk+1 + hr+1/2).

By the norm equivalence between ∥ · ∥mℓ
h

and ∥ · ∥L2(Ω), the latter inequality leads to (5.2).
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5.4 Eigenvalue error estimate
We recall that λi is an exact eigenvalue of multiplicity N of Problem (2.1), such that λj =

λi, for any j ∈ J = {i, ..., i+N − 1}. In order to improve the preliminary eigenvalue error
estimation (5.9), we introduce Pm : Vℓ

h → Eλi
the orthogonal projection with respect to m onto

the space Eλi
, such that for all v ∈ Vℓ

h,

m(Pmv, t) = m(v, t), ∀ t ∈ Eλi
.

The idea of the following lemma can be found in [2, Lemma 2.3] and [3, Lemma 3.1]. However
the main difference here is that we need to take into consideration the geometric error (see [6,
Lemma 6.1] and [4, Lemma 5.1]).

Lemma 5.1 (eigenvalue bound). Let U ℓ
j be a discrete eigenfuntion in Fℓ

h associated to Λj such
that ∥U ℓ

j ∥m = 1. Thus, the following inequality holds,

|λj − Λj | ≤ ∥PmU ℓ
j − U ℓ

j ∥2a + λj∥PmU ℓ
j − U ℓ

j ∥2m + |aℓh − a|(U ℓ
j , U

ℓ
j ) + Λj |mℓ

h −m|(U ℓ
j , U

ℓ
j ). (5.30)

Proof. First of all, we need to notice that PmU ℓ
j is in Eλi

, thus,

a(PmU ℓ
j , v) = λjm(PmU ℓ

j , v), ∀ v ∈ H1(Ω,Γ). (5.31)

Taking v = U ℓ
j ∈ H1(Ω,Γ) in (5.31), we have,

a(PmU ℓ
j , U

ℓ
j ) = λjm(PmU ℓ

j , U
ℓ
j ).

Afterwards, taking v = PmU ℓ
j ∈ H1(Ω,Γ) in (5.31), we get,

∥PmU ℓ
j ∥2a = λj∥PmU ℓ

j ∥2m.

Applying the latter two equations in the following estimation, we get,

∥PmU ℓ
j − U ℓ

j ∥2a − λj∥PmU ℓ
j − U ℓ

j ∥2m
= ∥PmU ℓ

j ∥2a + ∥U ℓ
j ∥2a − 2a(U ℓ

j ,PmU ℓ
j )− λj∥U ℓ

j ∥2m − λj∥PmU ℓ
j ∥2m + 2λjm(U ℓ

j ,PmU ℓ
j )

= ∥U ℓ
j ∥2a − λj∥U ℓ

j ∥2m.

Since ∥U ℓ
j ∥m = 1, we have,

−λj = ∥PmU ℓ
j − U ℓ

j ∥2a − λj∥PmU ℓ
j − U ℓ

j ∥2m − ∥U ℓ
j ∥2a.

Keeping in mind that aℓh(U
ℓ
j , U

ℓ
j ) = Λj mℓ

h(U
ℓ
j , U

ℓ
j ), we get by adding and subtracting aℓh(U

ℓ
j , U

ℓ
j ),

−λj = ∥PmU ℓ
j − U ℓ

j ∥2a − λj∥PmU ℓ
j − U ℓ

j ∥2m − a(U ℓ
j , U

ℓ
j ) + aℓh(U

ℓ
j , U

ℓ
j )− Λj mℓ

h(U
ℓ
j , U

ℓ
j )

= ∥PmU ℓ
j − U ℓ

j ∥2a − λj∥PmU ℓ
j − U ℓ

j ∥2m + (aℓh − a)(U ℓ
j , U

ℓ
j )− Λj mℓ

h(U
ℓ
j , U

ℓ
j ).

Since m(U ℓ
j , U

ℓ
j ) = 1, then by adding Λjm(U ℓ

j , U
ℓ
j ) to each side of this equation, we have,

Λj − λj = ∥PmU ℓ
j − U ℓ

j ∥2a − λj∥PmU ℓ
j − U ℓ

j ∥2m + (aℓh − a)(U ℓ
j , U

ℓ
j ) + Λj(m−mℓ

h)(U
ℓ
j , U

ℓ
j ).

By taking the absolute value of the latter equation and bounding it, we get (5.30).
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The proofs of the following lemma and corollary are analogous to the proofs of [6, Lemma 4.4
- Proposition 4.5], which were given for a surface problem. For readers convenience, we will detail
these proofs, and we recall that there exists cλi

> 0, such that 0 < Λj ≤ cλi
, for all j ∈ J.

Lemma 5.2. Following the assumption in Lemma 5.1, there exists cλi > 0 such that,

∥Pmℓ
h
v∥aℓ

h
≤ cλi

∥v∥mℓ
h
, ∀ v ∈ H1(Ω,Γ), (5.32)

where Pmℓ
h

is the orthogonal projection with respect to mℓ
h onto Fℓ

h, given in Definition 5.1.

Proof. Notice that Pmℓ
h
v ∈ Fℓ

h = ⊕
j∈J

Eℓ
Λj

, then there exists constants βj ∈ R for j ∈ J such

that Pmℓ
h
v =

∑
j∈J βjU

ℓ
j . One can estimate its norm as follows,

∥Pmℓ
h
v∥2aℓ

h
= aℓh(Pmℓ

h
v,Pmℓ

h
v) = aℓh(

∑
j∈J

βjU
ℓ
j ,Pmℓ

h
v)

=
∑
j∈J

βja
ℓ
h(U

ℓ
j ,Pmℓ

h
v) =

∑
j∈J

βjΛjm
ℓ
h(U

ℓ
j ,Pmℓ

h
v).

Since 0 < Λj ≤ cλi
, for all j ∈ J, we have,

∥Pmℓ
h
v∥2aℓ

h
≤ cλi

∑
j∈J

βjm
ℓ
h(U

ℓ
j ,Pmℓ

h
v) = cλi

mℓ
h(Pmℓ

h
v,Pmℓ

h
v) = cλi

∥Pmℓ
h
v∥2mℓ

h
.

Finally, by definition of the orthogonal projection Pmℓ
h
, we conclude the proof as follows,

∥Pmℓ
h
v∥2aℓ

h
≤ cλi

∥v∥2mℓ
h
.

Corollary 5.3. Following the assumptions of lemma 5.2, this inequality holds for any exact eigen-
function uj associated to λi, there exists cλi > 0 such that,

∥uj − Pmℓ
h
uj∥aℓ

h
≤ ∥uj − Paℓ

h
uj∥aℓ

h
+ cλi

∥uj −Πhuj∥mℓ
h
, (5.33)

where Πh is the orthogonal projection with respect to aℓh onto Vℓ
h and Paℓ

h
is the orthogonal projec-

tion with respect to aℓh onto Fℓ
h, given in Definition 5.1.

Proof. By adding and subtracting Paℓ
h
uj , we have,

∥uj − Pmℓ
h
uj∥aℓ

h
≤ ∥uj − Paℓ

h
uj∥aℓ

h
+ ∥Paℓ

h
uj − Pmℓ

h
uj∥aℓ

h
.

Since Paℓ
h
= Pmℓ

h
◦Πh, we get,

∥uj − Pmℓ
h
uj∥aℓ

h
≤ ∥uj − Paℓ

h
uj∥aℓ

h
+ ∥Pmℓ

h
◦Πhuj − Pmℓ

h
uj∥aℓ

h

= ∥uj − Paℓ
h
uj∥aℓ

h
+ ∥Pmℓ

h
(Πhuj − uj)∥aℓ

h
.

To sum up, we apply (5.32) to arrive at (5.33).

The error between a discrete eigenfunction and its projection onto the space spanned by the
exact eigenfunctions is estimated in the following lemmas using Pm the orthogonal projection with
respect to m onto the space Eλi

.
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By [22, Lemma 5.1], for a sufficiently small h,
{
Pmℓ

h
up, p ∈ J

}
forms a basis for Fℓ

h. Since

U ℓ
j ∈ Fℓ

h = span
{
Pmℓ

h
up, p ∈ J

}
, it can be written as follows,

U ℓ
j =

∑
p∈J

αpPmℓ
h
up. (5.34)

Indeed, this can be traced back to the lower semicontinuity of the rank application and the fact
that Pmℓ

h
up tends to up as h tends to 0, for all p ∈ J.

Lemma 5.3. Let Uj be a discrete eigenfunction associated to Λj, such that ∥U ℓ
j ∥m = 1. Then, we

have,

PmU ℓ
j − U ℓ

j =
∑
p∈J

αp

[∑
t∈J

m(Pmℓ
h
up − up, ut)ut + (up − Pmℓ

h
up)

]
, (5.35)

where {up}p∈J denotes an orthonormal basis of Eλi
with respect to m (thus made of exact eigen-

functions associated to λi).

Proof. We will proceed as in [6, lem 6.2 - 6.3]. We need to keep in mind that Pm is the orthogonal
projection with respect to m on Eλi . This implies that PmU ℓ

j can be written as follows,

PmU ℓ
j =

∑
t∈J

m(U ℓ
j , ut)ut ∈ Eλi . (5.36)

Subtracting (5.34) from the latter equation (5.36), we get,

PmU ℓ
j − U ℓ

j =
∑
t∈J

m(
∑
p∈J

αpPmℓ
h
up, ut)ut −

∑
p∈J

αpPmℓ
h
up. (5.37)

Since m(up, ut) = δpt for all p, t ∈ J, we have,

−
∑
p∈J

αpm(up, up)up +
∑
p∈J

αpup = 0.

Inserting this in (5.37), we get,

PmU ℓ
j − U ℓ

j =
∑
t∈J

m(
∑
p∈J

αpPmℓ
h
up, ut)ut −

∑
p∈J

αpm(up, up)up +
∑
p∈J

αp(up − Pmℓ
h
up)

=
∑
t∈J

∑
p∈J

αpm(Pmℓ
h
up − up, ut)ut +

∑
p∈J

αp(up − Pmℓ
h
up)

=
∑
p∈J

αp

[∑
t∈J

m(Pmℓ
h
up − up, ut)ut + (up − Pmℓ

h
up)

]
.

Lemma 5.4. Let Uj be an eigenfunction associated to Λj such that ∥U ℓ
j ∥m = 1. Then, for a

sufficiently small mesh size h, there exists cλi > 0 such that,

∥U ℓ
j − PmU ℓ

j ∥a ≤ cλi
max
p∈J

∥up − Pmℓ
h
up∥a, (5.38)

∥U ℓ
j − PmU ℓ

j ∥m ≤ cλi
max
p∈J

∥up − Pmℓ
h
up∥m, (5.39)
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∥U ℓ
j − PmU ℓ

j ∥a ≤ cλi
(hk + hr+1/2), (5.40)

∥U ℓ
j − PmU ℓ

j ∥m ≤ cλi(h
k+1 + hr+1/2). (5.41)

where Pmℓ
h

is the orthogonal projection over Fℓ
h with respect to mℓ

h, given in Definition 5.1.

Proof. Taking the norm with respect to the bilinear form a of (5.35), we bound it as follows,

∥PmU ℓ
j − U ℓ

j ∥a ≤
∑
p∈J

|αp|

[∑
t∈J

|m(Pmℓ
h
up − up, ut)|∥ut∥a + ∥up − Pmℓ

h
up∥a

]
.

By applying Cauchy-Schwarz, we have,

∥PmU ℓ
j − U ℓ

j ∥a ≤ (
∑
p∈J

|αp|2)
1
2

(∑
p∈J

[∑
t∈J

|m(Pmℓ
h
up − up, ut)|∥ut∥a + ∥up − Pmℓ

h
up∥a

]2) 1
2

.

By Lemma 5.1 of [22] the coefficients (αp)p∈J satisfy,
∑

p∈J |αp|2 ≤ C(N), where C(N) is a constant
dependent on the multiplicity N of λi. Keeping in mind that, for all t ∈ J, ut satisfies that,
a(ut, v) = λim(ut, v), for any v ∈ H1(Ω,Γ), we have,

∥PmU ℓ
j − U ℓ

j ∥a ≤ (C(N))
1
2

(∑
p∈J

[∑
t∈J

1

λi
|a(Pmℓ

h
up − up, ut)|∥ut∥a + ∥up − Pmℓ

h
up∥a

]2) 1
2

≤ cλi

(∑
p∈J

[∑
t∈J

1

λi
∥Pmℓ

h
up − up∥a∥ut∥a∥ut∥a + ∥up − Pmℓ

h
up∥a

]2) 1
2

≤ cλi

(∑
p∈J

[∑
t∈J

∥Pmℓ
h
up − up∥a

1

λi
∥ut∥2a + ∥up − Pmℓ

h
up∥a

]2) 1
2

.

Noticing that 1
λi
∥ut∥2a = ∥ut∥2m = 1 for all t ∈ J, we have,

∥PmU ℓ
j − U ℓ

j ∥a ≤ cλi

(∑
p∈J

[∑
t∈J

2∥Pmℓ
h
up − up∥a

]2) 1
2

.

Then, we arrive at the inequality (5.38) given by,

∥PmU ℓ
j − U ℓ

j ∥a ≤ cλi
max
p∈J

∥up − Pmℓ
h
up∥a.

To prove (5.40), we need to keep in mind that the norms with respect to the bilinear forms a
and aℓh are equivalent and we use (5.33) as follows,

∥up − Pmℓ
h
up∥a ≤ c∥up − Pmℓ

h
up∥aℓ

h
≤ c∥up − Paℓ

h
up∥aℓ

h
+ cλi

∥up −Πhup∥mℓ
h
.

By applying again the norm equivalence and using the error estimations (5.3) and (5.15), we have,

∥up − Pmℓ
h
up∥a ≤ cλi

(hk + hr+1/2).

Combining the latter inequality with (5.38), we obtain (5.40).
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Passing to the proof of Inequality (5.39), we consider the norm with respect to m of (5.35) as
follows,

∥PmU ℓ
j − U ℓ

j ∥m ≤
∑
p∈J

|αp|

[∑
t∈J

|m(Pmℓ
h
up − up, ut)|∥ut∥m + ∥up − Pmℓ

h
up∥m

]
Using Cauchy-Schwarz, we proceed in a similar manner as for the previous inequality,

∥PmU ℓ
j − U ℓ

j ∥m ≤ (
∑
p∈J

|αp|2)
1
2

(∑
p∈J

[∑
t∈J

|m(Pmℓ
h
up − up, ut)|∥ut∥m + ∥up − Pmℓ

h
up∥m

]2) 1
2

≤ (C(N))
1
2

(∑
p∈J

[∑
t∈J

∥Pmℓ
h
up − up∥m∥ut∥m∥ut∥m + ∥up − Pmℓ

h
up∥m

]2) 1
2

≤ cλi

(∑
p∈J

[∑
t∈J

2∥Pmℓ
h
up − up∥m

]2) 1
2

,

where we used ∥ut∥2m = 1. Consequently, we obtain the inequality (5.39). Lastly, using the error
estimation (5.2), we obtain (5.41).

Proof of Theorem 5.1: the eigenvalue estimation (5.1). Firstly we recall (5.30), we get,

|λj − Λj | ≤ ∥PmU ℓ
j − U ℓ

j ∥2a + λj∥PmU ℓ
j − U ℓ

j ∥2m + |aℓh − a|(U ℓ
j , U

ℓ
j ) + Λj |mℓ

h −m|(U ℓ
j , U

ℓ
j ).

Secondly, we use (5.40), (5.41) and (5.8) to arrive at,

|λj − Λj | ≤ cλi(h
2k + h2r+1) + λjcλi(h

2k+2 + h2r+1) + |aℓh − a|(U ℓ
j , U

ℓ
j ) + cΛjh

r+1∥U ℓ
j ∥2H1(Ω,Γ)

≤ cλi(h
2k + h2r+1) + |aℓh − a|(U ℓ

j , U
ℓ
j ) + cΛjh

r+1∥U ℓ
j ∥2H1(Ω,Γ).

The remaining term can be estimated as such by using (5.7),

|aℓh − a|(U ℓ
j , U

ℓ
j ) ≤ chr∥∇U ℓ

j ∥2L2(Bℓ
h)

+ chr+1∥U ℓ
j ∥2H1(Γ)

By adding and subtraction PmU ℓ
j as follow, and then applying (5.40), we get,

|aℓh − a|(U ℓ
j , U

ℓ
j ) ≤ chr∥∇(PmU ℓ

j − U ℓ
j )∥2L2(Bℓ

h)
+ chr∥∇(PmU ℓ

j )∥2L2(Bℓ
h)

+ chr+1∥U ℓ
j ∥2H1(Γ)

≤ cλi
hr(h2k + h2r+1) + chr∥∇(PmU ℓ

j )∥2L2(Bℓ
h)

+ chr+1∥U ℓ
j ∥2H1(Γ)

≤ cλi(h
2k+r + h3r+1) + chr∥∇(PmU ℓ

j )∥2L2(Bℓ
h)

+ chr+1∥U ℓ
j ∥2H1(Γ).

Since we have PmU ℓ
j ∈ Eλi a linear combination of exacts eigenvalues, then PmU ℓ

j ∈ H2(Ω,Γ) and
the inequality (5.5) can be applied to it as follows,

|aℓh − a|(U ℓ
j , U

ℓ
j ) ≤ cλi

(h2k+r + h3r+1) + chr
(
h1/2∥PmU ℓ

j ∥H2(Ω)

)2
+ chr+1∥U ℓ

j ∥2H1(Γ)

≤ cλi
(h2k+r + h3r+1) + chr+1∥PmU ℓ

j ∥2H2(Ω) + chr+1∥U ℓ
j ∥2H1(Γ)

≤ cλi
hr+1(∥PmU ℓ

j ∥2H2(Ω) + ∥U ℓ
j ∥2H1(Γ)),

where ∥PmU ℓ
j ∥2H2(Ω) + ∥U ℓ

j ∥2H1(Γ) is uniformly bounded with respect to h and r. Since the exact
eigenfunctions are sufficiently regular and we supposed that ∥U ℓ

j ∥L2(Ω) = ∥ut∥L2(Ω) = 1, by (5.36),
∥PmU ℓ

j ∥H2(Ω) is bounded independently of h. By Inequality (5.40), dist(U ℓ
j ,Eλi

) → 0 where Eλi
is

of finite dimension, we can bound ∥U ℓ
j ∥H1(Γ) independently of h. Finally, replacing this inequality

in the eigenvalue estimation, we get the desired result (5.1).
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6 Numerical experiments
In this section are presented numerical results aimed to illustrate the convergence estimates

of Theorem 5.1. We perform these simulations in the two dimensional and three dimensional
cases. The Ventcel problem (1.1) is considered on various domains. The discrete problem (4.1)
is implemented and solved using the finite element library CUMIN [31]. The resolution of the
spectral problem is done with the help of the library ARPACK2, which is a numerical software
library for solving large scale eigenvalue problems. The symmetric case (the iterative Lanczos
algorithm) is used in shift invert mode with a shift value σ = −1 (in order to accurately compute
the eigenvalues of smallest amplitude). For this method, linear systems Ax = b have to be solved
for a single matrix A and for numerous varying right hand sides: a linear system solver is required
for the sparse CSR matrix A that is symmetric and positive definite.

In dimension 2, the direct solver MUMPS3(MUltifrontal Massively Parallel sparse direct Solver)
is considered allowing fast computations. It is particularly well adapted in the present context
where linear systems involving the same matrix A have to be solved many times. Cholesky LLT

decomposition of a single (positive definite) CSR sparse matrix is computed once at the beginning
and afterwards used for numerous linear equation resolutions all along the spectral Lanczos algo-
rithm. The tolerance for the Lanczos algorithm was set to a low value (1E−12): this allowed to
compute quickly, while using MUMPS, the numerical errors up to error values of 1E−11, allowing
us to study the convergence asymptotic regimes. More details on the computational efforts are
given in the following paragraph devoted to the unit disk case.

In dimension 3, memory requirements imposed a lighter method: a conjugate gradient with
Jacobi preconditioning has been used. The tolerances for the iterative algorithms (Lanczos and
conjugate gradient) have been set to very low values (1E−14): this generally allowed to compute
accurately the numerical errors up to error values of 1E−10, which was necessary in order to well
capture the convergence asymptotic regimes. The 3D computations are the most demanding in
terms of computational effort and time. Therefore, they deserved a specific attention, which is
given in the paragraph dealing with the unit ball.

Curved meshes of the domain Ω of geometrical order 1 ≤ r ≤ 3 have been generated using the
software Gmsh4. All integral computations (either on the physical domain Ω or on the compu-
tational domain Ωr

h) are performed on the reference simplex using changes of coordinates. These
changes of coordinates are made on each element of the underlying mesh that is considered: either
an affine mesh T (1)

h , a curved mesh T (r)
h or an exact mesh T (e)

h . This allows to compute numerical
errors such as ∥uℓ

h−u∥L2(Ω) between the lift uℓ
h of a finite element function uh defined on Ω

(r)
h and

a function u defined on the smooth domain Ω. On the reference simplex, high order quadrature
methods are used such that the integration error is of lower order than the approximation errors
that are evaluated in this section: it has systematically been verified that the integration errors
have negligible influence over the forthcoming numerical results.

Convergence towards the eigenfunctions has only been studied on domains where the analytical
solutions are known (the disk and the ball). On domains where the eigenfunctions are not ana-
lytically known, such a convergence study is much more complicated to handle. We would need
to compute reference eigenfunctions on a refined reference grid and also to project the numerical
solutions defined on coarser meshes. However, in the context of curved meshes, this would lead to
non trivial difficulties, which cannot be considered in the present work.

All numerical results presented in this section can be fully reproduced using dedicated source
2https://www.arpack.fr/
3https://mumps-solver.org/index.php
4https://gmsh.info/
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codes available on CUMIN Gitlab5.

6.1 The two dimensional case
Eigenvalue estimate on a smooth domain. The Ventcel problem (1.1) is considered on a
smooth domain defined as the interior of a Jordan curve, denoted γ. The curve γ has been
set in such a way to have a smooth and connex domain, which moreover is non-convex with no
symmetries, in order to avoid eventual super convergence properties. Indeed, the domain Ω is the
interior of the Jordan curve γ : θ ∈ [0, 2π] → γ(θ) ∈ R2 satisfying γ(0) = γ(2π). For any θ ∈ [0, 2π],
the function gamma is given by,

γ(θ) = (κ(θ) cos θ, κ(θ) sin θ),

where k(θ) = 1 + α cos θ + β sin θ + β
2 sin 3θ, with α = 0.3 and β = 0.4. Curved meshes of

order r = 1, . . . , 3 are generated using CUMIN and Gmsh (see Figure 1 for linear and quadratic
meshes). Pk finite element methods, with degrees k = 1, . . . , 4, are employed to estimate the
eigenvalue error.

Figure 1: Representation of the 6th eigenfunction computed using P3 finite element on a (coarse)
mesh of Ω: affine mesh (left) and quadratic mesh (right).

The mesh degree and the finite element order being fixed, the 10 first eigenvalues are com-
puted on a series of successively refined meshes: each mesh counts 20× 2n−1 edges on the domain
boundary, for n = 1, . . . , 5. We do not know the exact eigenvalues of the Ventcel problem (1.1) on
this domain. Thus, reference eigenvalues have been computed on a reference mesh of order r = 3
using a P4 finite element method. The reference mesh counts 20 × 25 boundary edges and is
made of approximately 76 000 cubic triangles, the associated P4 finite element space has approxi-
mately 610 000 DOF (Degrees Of Freedom). We mention that the computation time is very fast in
the present case: total computations roughly last one minute on a simple laptop, which are made
really efficient with the direct solver MUMPS here.

To calculate the eigenvalue error, we estimate the difference between the reference eigenvalues,
denoted λj , and the computed eigenvalues denoted Λj . In Table 1, the convergence order of the
error associated to the 6th eigenvalue, given by eλ6 := |λ6 − Λ6|, is presented. We mention that
any other choice within the 10 eigenvalues that have been computed lead to the same convergence

5Cumin GitLab deposit, https://plmlab.math.cnrs.fr/cpierre1/cumin

25

https://plmlab.math.cnrs.fr/cpierre1/cumin


pattern. The convergence orders are evaluated from the error ratio between two successive meshes.
The order estimations display very stable behaviour (no oscillation): we reported in Table 1 the
convergence orders estimated between the two finest meshes.

eλ6

Mesh type P1 P2 P3 P4

Affine (r=1) 1.96 2.00 2.00 2.00
Quadratic (r=2) 1.99 3.97 3.98 3.97
Cubic (r=3) 1.99 2.99 4.07 4.08

Table 1: Convergence order of eλ6 (Figures in red represent a loss in the convergence rate).

As displayed in Table 1, the convergence rate of eλ6
on an affine mesh (r = 1) are equal

to r + 1 = 2 for any Pk finite element method used as expected by the theory.
For the quadratic case (r = 2), a super convergence is observed: a saturation of the error occurs

at order 4 when it was expected to stop at 3. This super convergence had already been observed
in [10], [9] and [6]: quadratic meshes seem to behave as if r = 3, however no theoretical explanation
of this phenomenon has been proposed so far to the authors’ knowledge. It is interesting to notice
that this super convergence also occurs in the present example though the domain is neither convex
nor symmetric. This implies that this phenomenon is not related to some particular geometric
properties of the domain, as one might presume.

On the cubic meshes (r = 3), the convergence order of eλ6 follows the expected estimate (5.1)
and a saturation of the error is observed at order r + 1 = 4. The only odd case worth mentioning
is when using a P2 finite element method on a cubic mesh. In this particular case, we obtained a
convergence order of 3 whereas the theory predicts a convergence order of 4. This loss is observed
in all the numerical experiments throughout this work and it will be discussed in details in the
following paragraph.

Error estimates on the unit disk The Ventcel problem (1.1) is considered on the unit
disk D(O, 1) ⊂ R2. In this case, the eigenfunctions are the harmonic polynomials. A convergence
analysis is performed on the 6th eigenvalue λ6 of multiplicity 2 with corresponding eigenspace,
denoted E3, equal to the space of harmonic polynomials of degree 3.

To proceed, Pk finite element methods, of degrees k = 1, . . . , 4, are used for the error es-
timates on meshes of order r = 1, . . . , 3 (see Figure 2 for linear and quadratic meshes). The
mesh order and the finite element degree being fixed, the 12 first eigenvalues are computed on
a series of five successively refined meshes: each mesh counts 20 × 2n−1 edges on the domain
boundary, for n = 1, . . . , 6. On the most refined mesh using a P4 finite element method, we
counted 20× 25 boundary edges and approximately 75 500 triangles. The associated P4 finite ele-
ment space has approximately 605 600 DOF. The computations are accomplished very quickly, the
total computation time is less than four minutes on a regular computer.

We denote Λ6 a numerical eigenvalue approximating λ6 with U6 as its associated computed
eigenfunction. For each mesh order r and each finite element degree k, the following numerical
errors are computed on a series of refined meshes:

eL2 := inf
{
∥U ℓ

6 − u∥L2(Ω), u ∈ E3

}
, eH1

0
:= inf

{
∥∇(U ℓ

6 − u)∥L2(Ω), u ∈ E3

}
,

and eλ6 := |λ6 − Λ6|.

The L2 distance between U ℓ
6 and the eigenspace E3, denoted eL2 , is computed using the L2 or-

thogonal projection of U ℓ
6 onto E3. In a similar manner, the L2 distance between ∇U ℓ

6 and the
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space ∇E3 = {∇u, u ∈ E3}, denoted eH1
0
, is also computed using the L2 orthogonal projection

of ∇U ℓ
6 onto ∇E3.

In Tables 2 and 3, the convergence orders of eL2 , eH1
0

and eλ6
are reported. They are evaluated

from the error ratio between two successive meshes that display very stable behaviour, detecting
no oscillation. The displayed error rates are estimated between the two finest meshes.

Figure 2: Display of the eigenfunction U6 associated to the computed eigenvalue Λ6 using P3

method on an affine mesh (left) and a quadratic mesh (right).

eL2 eH1
0

P1 P2 P3 P4 P1 P2 P3 P4

Affine mesh (r=1) 2.01 2.48 2.48 2.48 1.00 1.51 1.50 1.50
Quadratic mesh (r=2) 2.01 3.07 4.5 4.47 1.00 2.01 3.5 3.49
Cubic mesh (r=3) 2.01 2.47 3.48 4.49 0.99 1.49 2.48 3.49

Table 2: Convergence order of the eigenfunctions errors in L2 and H1
0 norms (Figures in red

represent a loss in the convergence rate).

The H1
0 error convergence rate in Table 2 is equal to min {k, r + 1/2}, for the most part: on

an affine mesh, the order of eH1
0

is equal to 1.5, for all Pk method with k ≥ 2, as expected. On
the quadratic mesh, similarly to the result in Table 1, the quadratic mesh acts like a cubic mesh:
the error rate is equal to 3.5 instead of 2.5 for a P4 method, as if r is equal to 3. However, one
needs to point out that, with a P3 method, the order is equal to 3.5 surpassing the expected value
equal to 3. A possible explanation for this phenomenon is that the eigenspace E3 associated to λ6

is equal to the space of harmonic polynomials of degree 3 on the disk, as stated before. Moreover,
the finite element approximation space Vh is also made of polynomials on most of the domain
(all the elements that do not have an edge on the boundary, i.e. Ω \ Bℓ

h where Bℓ
h is defined

in Corollary 5.1). This large vicinity between E3 and Vh may be a possible cause for the super
convergence observed here. Lastly, on the cubic mesh, for a P4 method the rate of eH1

0
is equal

to 3.5, as anticipated. However, oddly, for a P2 and P3 method, a loss in the order of convergence
of eH1

0
is depicted and highlighted in red. Instead of having a convergence rate equal to 2 (resp. 3)

for a P2 (resp. P3) method we obtained 1.5 (resp. 2.49). This is discussed in more details in the
following paragraph.

The L2 error convergence rates are displayed in Table 2, where a super convergence is quickly
noticed: in the affine case (r = 1), the convergence rate of eL2 is equal to 2.5 instead of 1.5 for
a Pk method with k ≥ 2. As discussed previously, a super convergence is observed on the quadratic
mesh: the quadratic mesh acts like the cubic mesh with r = 3. However, the convergence order
depicted in Table 2 is equal to 4.5 surpassing the expected order of 3.5 for a P3 and P4 method. In
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the cubic case, the convergence rate is equal to 4.5 instead of 3.5 for a P4 method. A plausible reason
for this super convergence on all curved meshes of order r = 1, 2, 3 is that the L2 estimate (5.2)
is not optimal. In the light of these numerical results, we can formulate the following conjecture
which may be a more accurate version of the obtained estimate (5.2):

eL2 ≤ cλi
(hk+1 + hr+1). (6.1)

We obtained a similar error estimate in the L2 norm in [9] for a Ventcel problem with source terms.
However we have not been able to prove this estimate (6.1). One has to point out that even with
the estimate (6.1) a super convergence is still observed in the following cases: on affine mesh with
a Pk method with k ≥ 2, the rate of eL2 is equal to 2.5 instead of 2 = r + 1. Additionally, on
quadratic meshes with a P3 and P4 method, the order of eL2 is equal to 4.5 instead of 4 = r + 1.
Similarly, on cubic meshes with a P4 method, the error order is equal to 4.5 instead of 4 = r + 1.
As stated in the case of the H1

0 error, the large similarity between the eigenspace E3 associated
to λ6 and the finite element space Vh may be a possible cause for this super convergence.

One needs to stress that for these both errors eH1
0

and eL2 , similarly to the results in Table 1,
a loss in the convergence rate is detected on a cubic mesh with a P2 and P3 method. This
convergence default of −1/2 is already discussed for the H1

0 error in the previous paragraph, and
it is also observed in the case of the L2 error: the convergence rate of eL2 is equal to 2.5 for
the P2 method instead of 3. So far we are not able to fully explain this convergence default on
cubic meshes. Moreover as discussed in [9], we noticed that it is only related to "volume norms",
since the numerical errors computed in L2(Γ) and H1(Γ) norms show the expected convergence
rate. Numerical experiments we have led in this direction show that this lack of convergence is
not related to the lift. This lack of convergence is associated with the interpolation error between
a smooth function u and its finite element interpolent Iu ∈ Vh, denoted ∥Iu − u∥

H1(Ω
(r)
h )

. On

the considered cubic meshes, this error behaves like O(hk−1/2) instead of O(hk) for k ≥ 2. While
conducting some experiments, we noticed that this interpolation error is highly sensitive to the
position of the central node in cubic elements without being able so far to overcome this issue.

eλ6

Mesh type P1 P2 P3 P4

Affine (r=1) 2.00 2.00 2.00 2.00
Quadratic (r=2) 2.00 4.01 4.01 3.99
Cubic (r=3) 2.00 3.27 3.89 4.00

Table 3: Convergence order of eλ6
= |λ6 − Λ6| (Figures in red represent a loss in the convergence

rate).

The convergence rates of eλ6
observed in Table 3 are analogous to the results of Table 1. As

anticipated, the quadratic mesh (r = 2) behaves as if r is taken equal to 3: the convergence rate is
equal to 4 instead of 3, for all Pk method with k ≥ 2. A loss in the convergence rate is highlighted
in red in Table 3 and in Table 1, in the cubic case (r = 3) for a P2 method. Indeed, in the same
case, the H1

0 order of convergence for the associated eigenfunction in Table 2 is equal to 1.5 instead
of 2 (see Table 2). This seems to imply an order of convergence of 2× 1.5 = 3 instead of 2× 2 = 4
for the eigenvalues.

6.2 A 3D case: error estimates on the unit ball
To conclude these numerical experiments, the system (1.1) is now considered on the unit

ball B(O, 1) ⊂ R3. The ball is discretized using meshes of order r = 1, . . . , 3, which are depicted in
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Figure 3 for affine and quadratic meshes. A convergence analysis is performed on the 10th eigen-
value λ10 of multiplicity 7. Since on the unit ball, the eigenfunctions are the harmonic polynomial,
the corresponding eigenspace E3 to λ10 is equal to the space of harmonic polynomials of degree 3.

For each mesh order r and finite element degree k, we compute the 12 first eigenvalues on a
series of five successively refined meshes: it has been necessary to consider these five meshes in
order to obtain a reliable estimation of the convergence rates (considering a 6th mesh however would
have been unaffordable in terms of computational efforts). Each mesh counts 20× 2n−1 edges on
the equator circle, for n = 1, . . . , 5. The most refined mesh has approximately 2, 4×106 tetrahedra
and the associated P3 finite element method counts 11 × 106 degrees of freedom. Consequently
the matricial system of the spectral problem, which needs to be solved, has a size 11 × 106 with
a rather large stencil. As a result, in the 3D case, the computations are much more demanding,
both in terms of CPU time and of memory consumption. The use of MUMPS, as we did in the 2D
case, is no longer an option due to memory limitation. The inversion of the linear system is done
using the conjugate gradient method with a Jacobi preconditioner. With this strategy, 8 iterations
of ARPACK were in general required to reach convergence (with a tolerance threshold of 1E− 14
as stated in this section’s introduction): each iteration of ARPACK required roughly 130 linear
system inversions, each of which involving 2 000 iterations of the preconditioned CG algorithm. To
handle these computations, we resorted to the UPPA research computer cluster PYRENE6. Using
shared memory parallelism on a single CPU with 32 cores and 2 000 Mb of memory, each case
required between 10 to 30 hours of computations.

Figure 3: Display of the eigenfunction associated with the eigenvalue Λ10 using P2 finite element
on an affine mesh (left) and a quadratic mesh (right).

Denote Λ10 a numerical eigenvalue approximating λ10 with U10 as its associated computed
eigenfunction. In each case, the following numerical errors are computed on a series of refined
meshes,

eL2 := inf
{
∥U ℓ

10 − u∥L2(Ω), u ∈ E3

}
, eH1

0
:= inf

{
∥∇(U ℓ

10 − u)∥L2(Ω), u ∈ E3

}
,

and eλ10
:= |λ10 − Λ10|.

Similarly to the disk case, orthogonal projections onto E3 are used in order to compute the L2

(resp. H1
0) distance between U ℓ

10 and the eigenspace E3, denoted eL2 (resp. eH1
0
).

6PYRENE Mesocentre de Calcul Intensif Aquitain, https://git.univ-pau.fr/num-as/pyrene-cluster
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Figure 4: Display of the convergence rate of eλ10 = |λ10 − Λ10| using P2 and P3 finite element on
a quadratic mesh (left) and a cubic mesh (right).

In Figure 4, is displayed a log–log graph of the error eλ10
with respect to the mesh step, on a

quadratic mesh (right) and a cubic mesh (left). In the quadratic case, as in the two dimensional
experiments, the error is in O(h4) whereas O(h3) was expected from the theory. The same super
convergence of quadratic meshes is present as in the 2D case: it is very interesting to underline this
behaviour of the quadratic meshes, which brought a O(h4) geometric error also in three dimensions.
In the cubic case, when using a P2 method, the convergence rate of eλ10 starts around 4 tending
to 3, in hopes of following the loss in the convergence rate observed in the 2D case. Note that
for the 10th eigenvalue, its asymptotic regime is quite harder to capture than the first ones. For
an eigenvalue λj with lower rank j < 10, the convergence rate goes faster to 3, strengthening the
hypothesis of a convergence loss in this case, as observed in the 2D case. Finally, when using a P3

method on a cubic mesh the error eλ10 seems to be in O(h4), following Inequality (5.1).

Figure 5: Display of the convergence rate of eL2 using P2 and P3 finite element on a quadratic
mesh (left) and a cubic mesh (right).

In Figure 5, is displayed a log–log graph of the L2 error eL2 with respect to the mesh step, on
a quadratic mesh (right) and a cubic mesh (left). On the quadratic mesh, for a P2 method, the
order of eL2 is equal to 3, as expected. However, for a method of degree k = 3, the error order
seems to be slightly more than 4 for the first 4 meshes. Though the convergence rate decreases
on the last point, this seems to confirm that super convergence for quadratic meshes also holds on
the eigenfunctions in 3D. In the cubic case with a P2 (resp. P3) method, the graph of eL2 seems to
have a slope approximately equal to 2.5 (resp. 3.5). The same loss in convergence as in the 2D case
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is observed, see Table 2: this convergence default of −1/2 has been formerly discussed in the 2D
case.

Figure 6: Display of the convergence rate of eH1
0

using P2 and P3 finite element on a quadratic
mesh (left) and a cubic mesh (right).

Concerning the H1
0 error, the results obtained in Figure 6 agree with the rates obtained on the

disk. The convergence order is equal to 2 on the quadratic mesh with a finite element degree k = 2.
With a P3 method, the graph of eH1

0
seems to have a sloop around 3.5 higher than the awaited

value of 3. As for the cubic mesh, the loss in the convergence rate of eH1
0

was already observed and
discussed in the case of the disk: for a P2 (resp. P3) method, one can assess that the order of eH1

0

is slightly less than 2 (resp. 3), similarly to Table 2.

A Mesh construction

A.1 Affine mesh T (1)
h

Let T (1)
h be a polyhedral mesh of Ω made of simplices of dimension d (triangles or tetrahedra),

it is chosen as quasi-uniform and henceforth shape-regular (see [7, definition 4.4.13]). Define
the mesh size h := max

{
diam(T );T ∈ T (1)

h

}
, where diam(T ) is the diameter of T . The mesh

domain is denoted by Ω
(1)
h := ∪

T∈T (1)
h

T . Its boundary denoted by Γ
(1)
h := ∂Ω

(1)
h is composed of

(d − 1)-dimensional simplices that form a mesh of Γ = ∂Ω. The vertices of Γ(1)
h are assumed to

lie on Γ. For T ∈ T (1)
h , we define an affine function that maps the reference element T̂ onto T ,

FT : T̂ → T := FT (T̂ ). For more details, see [12, page 239].

A.2 Exact mesh T (e)
h

In the 1970’s, many authors gave an explicit construction of an exact triangulation (see [32, 29]).
In this subsection, is recalled the definition of an exact mesh given in [20, §4], [19, §3.2] and [10, §2].
The present definition of an exact transformation F

(e)
T combines the definitions found in [29, 32]

with the orthogonal projection b as used in [16].

Let us first point out that for a sufficiently small mesh size h, a mesh element T cannot have
d+1 vertices on the boundary Γ, due to the quasi uniform assumption imposed on the mesh T (1)

h .
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Definition A.1. Let T ∈ T (1)
h be a non-internal element (having at least 2 vertices on the bound-

ary). Denote vi = FT (v̂i) as its vertices, where v̂i are the vertices of T̂ . We define εi = 1
if vi ∈ Γ and εi = 0 otherwise. To x̂ ∈ T̂ is associated its barycentric coordinates λi associ-
ated to the vertices v̂i of T̂ and λ∗(x̂) :=

∑d+1
i=1 εiλi (shortly denoted by λ∗). Finally, we define

σ̂ :=
{
x̂ ∈ T̂ ;λ∗(x̂) = 0

}
and the function ŷ :=

1

λ∗
∑d+1

i=1 εiλiv̂i ∈ T̂ , which is well defined on T̂\σ̂.

Consider a non-internal mesh element T ∈ T (1)
h and the affine transformation FT . In the two

dimensional case, FT (σ̂) will consist of the only vertex of T that is not on the boundary Γ. In the
three dimensional case, the tetrahedral T either has 2 or 3 vertices on the boundary. In the first
case, FT (σ̂) is the edge of T joining its two internal vertices. In the second case, FT (σ̂) is the only
internal vertex of T .

Definition A.2. We denote T (e)
h the mesh consisting of all exact elements T (e) = F

(e)
T (T̂ ),

where F
(e)
T = FT for all internal elements, as for the case of non-internal elements F

(e)
T is given

by,
F

(e)
T : T̂ −→ T (e) := F

(e)
T (T̂ )

x̂ 7−→ F
(e)
T (x̂) :=

{
x if x̂ ∈ σ̂,

x+ (λ∗)r+2(b(y)− y) if x̂ ∈ T̂\σ̂,

(A.1)

with x = FT (x̂) and y = FT (ŷ). It has been proveen in [20] that F
(e)
T is a C1-diffeomorphism

and Cr+1 regular on T̂ .

B The lift transformation
We recall that the idea of lifting a function from the discrete domain onto the continuous one

was already treated and discussed in many articles dating back to the 1970’s, like [30, 32, 29, 5].
The key ingredient is a well defined lift transformation going from the mesh domain onto the
physical domain Ω.

We recall the lift transformation G
(r)
h , which was defined in [9, §4]. Following the notations

given in Definition A.1, the transformation G
(r)
h , is given piecewise for all T (r) ∈ T (r)

h by,

G
(r)
h |

T (r)
:= F

(e)

T (r) ◦ (F
(r)
T )−1, F

(e)

T (r)(x̂) :=

{
x if x̂ ∈ σ̂

x+ (λ∗)r+2(b(y)− y) if x̂ ∈ T̂\σ̂, (B.1)

with x := F
(r)
T (x̂) and y := F

(r)
T (ŷ), where F

(r)
T is the Pr-Lagrange interpolant of F

(e)
T defined

Section 3. By definition, we have G
(r)
h |

T (r)
= id|

T (r)
, for any internal mesh element T (r) ∈ T (r)

h .

C Proof of inequality (5.15)
Keeping in mind the definition of Πh : H1(Ω,Γ) → Vh as the Riesz projection in Definition 5.1,

we want to prove the estimate (5.15), given by,

∥u−Πhu∥mℓ
h
≤ chk+1.

To prove this estimate, we need to recall the definition of an interpolant, which can be found
in [9]. Keeping in mind that Vh denotes the Pk-Lagrangian finite element space, let the Pr-
Lagrangian interpolation operator be denoted by I(r) : C0(Ωh) → Vh.
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The lifted finite element space is given by, Vℓ
h :=

{
vℓh, vh ∈ Vh

}
, with its lifted finite element

interpolation operator Iℓ defined as follows,

Iℓ : C0(Ω) −→ Vℓ
h

v 7−→ Iℓ(v) :=
(
I(r)(v ◦G(r)

h )
)ℓ
.

Notice that, since Ω is an open subset of R2 or R3, then we have the following Sobolev injec-
tion Hk+1(Ω) ↪→ C0(Ω). Thus, any function w ∈ Hk+1(Ω) may be associated to an interpolation
element Iℓ(w) ∈ Vℓ

h.
We recall its associated interpolation inequality, which is proved in [9, Proposition 6].

Proposition C.1. Let v ∈ Hk+1(Ω,Γ) and 2 ≤ m ≤ k + 1. The operator Iℓ satisfies the interpo-
lation inequality with a constant c > 0 as follows,

∥v − Iℓv∥L2(Ω,Γ) + h∥v − Iℓv∥H1(Ω,Γ) ≤ chm∥v∥Hm(Ω,Γ). (C.1)

Secondly, we define the functional Fh on H1(Ω,Γ) as follow,

Fh : H1(Ω,Γ) −→ R
v 7−→ Fh(v) = (a− aℓh)(u−Πhu, v),

where a is the continuous bilinear forms defined on [H1(Ω,Γ)]2 in Section 2 and aℓh is the lift of the
discrete bilinear form defined on [Vℓ

h]
2 in Section 4. Notice that for v ∈ Vℓ

h, Fh(v) = a(u−Πhu, v),
by Definition 5.1 of Πh.

In order to prove the inequality (5.15), we proceed by bounding Fh as follows in Lemma C.1,
with the help of the inequality (C.1)

Lemma C.1. Let v ∈ H1(Ω,Γ), there exists c > 0 such that,

|Fh(v)| ≤ chk+r∥v∥H1(Ω,Γ). (C.2)

Proof. Denote e := u−Πhu. Let v ∈ H1(Ω,Γ), using Inequality (5.7) we have,

|Fh(v)| = |a− aℓh|(e, v) ≤ chr∥e∥H1(Ω,Γ)∥v∥H1(Ω,Γ) + chr+1∥e∥H1(Ω,Γ)∥v∥H1(Ω,Γ)

≤ chr(∥e∥H1(Ω,Γ) + ch∥e∥H1(Ω,Γ))∥v∥H1(Ω,Γ).

Then applying the H1 error inequality (5.14), we get,

|Fh(v)| ≤ chr(hk + hk+1)∥v∥H1(Ω,Γ) ≤ chk+r∥v∥H1(Ω,Γ).

Proof of Inequality (5.15). To prove estimate (5.15), we use an Aubin-Nitche argument. Since
e ∈ L2(Ω), then there exists a unique solution ze ∈ H2(Ω,Γ) solution of the weak formulation (2.1)
with source terms satisfying,

∥ze∥H2(Ω,Γ) ≤ c∥e∥L2(Ω). (C.3)

We have, using the continuity of the bilinear form a,

∥u−Πhu∥2L2(Ω) = ∥e∥2L2(Ω) = a(e, ze) = a(e, ze − Iℓze) + a(e, Iℓze)

≤ ccont∥e∥H1(Ω,Γ)∥ze − Iℓze∥H1(Ω,Γ) + |Fh(Iℓze)|.
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We apply the inequalities (5.14), (C.1) for ze ∈ H2(Ω,Γ) and (C.2) since Iℓze ∈ Vℓ
h, as follows,

∥u−Πhu∥2L2(Ω) ≤ c(hk)h∥ze∥H2(Ω,Γ) + chk+r∥ze∥H1(Ω,Γ) ≤ chk+1∥ze∥H2(Ω,Γ).

By applying (C.3) and dividing by ∥u−Πhu∥L2(Ω), we obtain,

∥u−Πhu∥L2(Ω) ≤ chk+1.

By the equivalence between the norms the norms ∥ · ∥m = ∥ · ∥L2(Ω) and ∥ · ∥mℓ
h

in Corollary 5.2,
we obtain (5.15).
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