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Abstract
The fluorescence yields are useful x-ray atomic fundamental parameters for x-ray spectrometric

purposes but suffer from large tabulated uncertainties, and this is the first time to our knowledge that
all three subshell parameters are measured together. We determined the three L partial fluorescence
yields and the associated Coster-Kronig transition probabilities of gadolinium, by selectively ionizing
the three L subshells with a tunable monochromatic photon beam. We found ω1 = 0.099(3), ω2 = 0.162(4)
and ω3 = 0.159(3) that are in good agreement with tabulated values, but our derived uncertainties are
significantly reduced.
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1 Introduction

X-ray atomic parameters such as mass attenuation coefficients, diagram line energies, fluorescence
yields are required in large variety of applications that rely on x-ray based techniques. These pa-
rameters quantify the interaction of photons with matter, what is necessary to model the physics of
technique. After a large amount of experimental or theoretical studies in the sixties and seventies,
the interest of the community in performing new measurements decreased. For example, the number
of papers dealing with mass attenuation measurements collapsed in the nineties [1]. While some ele-
ments attracted a lot of work regarding one fundamental paramental or the other, the available x-ray
database and compilations can rely on several publications, in some other cases, very few publications
if none are available and databases must rely on theoretical calculations or extrapolated/interpolated
values [2, 3, 4, 5]. Most of the time, uncertainties are not quoted, which makes it questionable to
pretend having reliable results using them. To overcome these drawbacks, an international effort is
being undertaken to improve the reliability of the x-ray fundamental parameters of elements.

In our recent work about the L and M diagram line energies of gadolinium [6], we started by mea-
suring the mass attenuation coefficients and their associated uncertainties over a wide range of photon
energies including N , M and L absorption edges. This allowed us to identify weak M lines by check-
ing the consistency of two experimental approaches having different calibration procedures. Following
this first step of line identification, the line absolute intensities are the other parameters important
to qantify. In the present paper, we focussed our work on the partial L fluorescence yields and made
our experimental investigations with an energy-dispersive spectrometer, thus leading to poorer spectral
resolution than a double-crystal spectrometer but making it possible to calibrate its energy-dependent
efficiency [7].
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In the case of the fluorescence yields, very few experimental works are published and among them
also some incomplete sets of values. Therefore, available tables provide interpolated values. Two
sources published theoretical values of the partial L fluorescence yields [8, 9], and two other are com-
pilations that rely on interpolation on fitting curves from nearest elements [10, 11]. The xraylib library
is also providing values [12] for the L partial fluorescence yields but they are derived from already cited
works. In general, there are not so many different sources of experimental values for high-Z elements
and that is a reason for being mistrustful in proposed values and their associated uncertainties if any.

2 Experimental conditions

The experimental fluorescence spectra were acquired at the SOLEIL synchrotron (France) on the hard
X-rays branch of the metrology beamline to get monochromatic X-rays in the 3-30 keV energy range.
Its double Si(111) cristal monochromator was aligned as described in [13] to minimize harmonics and
stray light, and the Bragg angle was calibrated with respect to K-absorption edges of pure metal foils
as detailed in [6], its energy resolution is measured as ∆E/E ≤ 1.7 × 10−4 at the copper K absorption
energy edge. We used a sample of 10 µm of nominal thickness to measure the L fluorescence lines.
This thin foil was used in [6] and its mass per unit area is known with an excellent accuracy (less than
1% typically) as well as its purity. It was weighted 10.664(10) mg with an area of 135.52(10) mm2.

The x-ray fluorescence of the sample was studied using an experimental setup where the energy-
dispersive spectrometer (SDD) is set at 90° from the incident beam and the sample is at 45° from both
the incident beam and the spectrometer directions. The SDD has an energy resolution of 128 eV at 5.9
keV. The incident photon beam energy was chosen to ionize sequentially the three L subshells.

3 Partial L fluorescence yields

3.1 The fluorescence cross-sections

The emitted x-ray fluorescence, originated by photoionization, is the result of several processes that in-
clude the attenuation of the incoming and emitted fluorescence photons in the target, the photoelectric
effect and atomic relaxation including subshell rearrangements. Without any vacancy exchange be-
tween subshells, the general formula linking the number of counts in the full-energy peak of a specific
x-ray line to the intensity of the incoming photon beam is the Sherman’s equation for a pure element
[14]:
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where I0 is the number of photons per unit time of the incoming beam with energy E0 and Ii is the
full-energy peak area for characteristic x-rays with energy Ei, ηi is the detection efficiency at photon
energy Ei, Ω is the solid angle of detection, ωi is the partial fluorescence yield of the diagram line of
interest, τ0 is the partial photoelectric coefficient at photon energy E0, M and A are respectively the
mass (in g) and area (in cm2) of the sample, β is the incidence angle and θ the detection angle, both
being 45°. The detection efficiency ηi was experimentally determined by comparison with a reference
detector on the lab-source SOLEX as in [7]. µ0 and µi are the total mass attenuation coefficients at the
excitation energy E0 and at the characteristic energy Ei, respectively. As several lines originates from
a single subshell, we summed the fluorescence production cross sections of diagram lines belonging to
the same subshell (Table 2). In equation (1), the parameters M , A, µ0,i, Ω, I0,i and ηi are independently
measured, leaving the partial fluorescence yields ωi and the photoelectric cross sections τ0 as the two
unknowns of the equation. The integration of equation (1) gives the fluorescence production cross
section σi:
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Figure 1: Partial L photoelectric cross-sections from EPDL and adopted values. Insert : µC and µR are
the Compton and Rayleigh scattering respectively.
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∑
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4π ×
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where the fluorescence intensities values Ij with indices j correspond to the diagram lines with inner-
shell origin Li.

This expression is valid for K-fluorescence yields but must be slightly modified for L-lines in order
to take into account the Coster-Kronig effect. Coster-Kronig transitions happen between subshells
with the same principal quantum number, making it possible for a primary vacancy created in one of
the subshells to shift to a higher subshell before the initial vacancy is filled by another transition [4].
The Coster-Kronig transition probabilities are represented by the fij parameters and modify equation
(2). Indeed, in the case of a diagram line starting from a vacancy in the L3 subshell, τ0 becomes τ3,0
for incoming photons with an energy E0 between the L3 and L2 absorption edges. For energies larger
than the L2 absorption edge, vacancy transfers from one subshell to another are taken into account by
the Coster-Kronig transition probabilities fkl from subshell k to subshell l. Thus, depending on which
subshell the primary vacancy is created as well as on the diagram line considered, the fluorescence
production cross sections values σ are summed up in Table 1 for the L subshells.

Table 1: Equations of the L fluorescence production cross sections and L absorption edges energies (in
eV).

EL3
= 7246.6(28) EL3

≤ E0 ≤ EL2
σ3 = ω3 × τ3,0

EL2
= 7930.0(30) EL2

≤ E0 ≤ EL1

σ3 = ω3 × (τ3,0 + f23 × τ2,0)
σ2 = ω2 × τ2,0

EL1
= 8377.3(10) EL1

≤ E0

σ3 = ω3 × (τ3,0 + f23 × τ2,0 + (f13 + f12 × f23)× τ1,0)
σ2 = ω2 × (τ2,0 + f12 × τ1,0)

σ1 = ω1 × τ1,0

3.2 Photoelectric cross-sections

The partial photoelectric cross sections mentioned in equation 2 cannot be measured experimentally
independently from the fluorescence yields. Thus, we evaluate them from the experimental mass atten-
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uation coefficients already determined in [6] and we use the theoretical values from the EPDL97 [15]
as initial guess. In Figure 1 (insert), the black line represent the total L photoelectric cross sections
calculated as µ− µCompton − µRayleigh − τMN where µCompton and µRayleigh are respectively the incoherent
and coherent cross sections taken from EPDL97 and τMN represents the photoelectric cross sections
of the M and N shells calculated as an extrapolation of the total mass attenuation coefficients curve
from energies smaller than EL3

for energies larger than the L absorption edges.
The partial photoelectric cross sections τL3,2,1, in equation 1, were adjusted with two criteria. First,

their sum must match µ− µCompton − µRayleigh − τMN , illustrated by the superposition of the black and
green curves in the insert of Figure 1. The second criterion used the derived values of the partial
fluorescence yields. In energy ranges where no Coster-Kronig effects are involved in the emission of
photons, the energy dependence of the fluorescence cross sections σi is only due to the photoelectric
cross sections. For example, for excitation energies E0 larger than the L3 absorption edge and lower
than the L2 edge, the emitted photons are due to the filling of vacancies in the L3 subshell thus the de-
rived fluorescence cross section σ3 is the product ω3 × τ3,0 where ω3 is the partial L3 fluorescence yields
and τ3,0 is the photoelectric cross section due to subshell L3 at excitation energy E0. The fluorescence
yields remaining constant, it allows to derive the energy-dependence of the photoelectric cross sections
τ3. The same procedure applies for other subshells and the derived photoelectric cross sections that ful-
fill these two constraints are presented in Figure 1. While the energy-dependence between our adopted
values and those from EPDL97 are rather similar, it seems that our values for τ2 are significantly larger
in all cases.

4 Results of the partial L fluorescence yields

4.1 Spectra acquisitions and peaks identification

Thirty spectra are acquired at increasing excitation energies from 7.3 to 15 keV to allow to identify the
contributions from the three L subshells. We identified fifteen diagram lines in the acquired spectra,
that were fitted with our COLEGRAM software [16] using Voigt functions. The line energies and natural
widths were taken from [6, 17]. The background of all spectra were processed to take into account the
dicontinuity due to the presence of a peak. Some of these lines could not be distinguished as they are
too close. The diagram line Lα1 includes Lα2 and Lη for energies larger than the L2 absorption edge.
For the same reason, Lβ1 and Lβ4, Lβ3 and Lβ6, Lβ2 and Lβ15, Lβ7 and Lβ5, Lγ6 and Lγ8 are identified
as a single line. All the diagram lines are presented in Table 2.

Table 2: Diagram lines (transition and energies). Transitions in blue are detected together with a more
intense line.

Line Transition Energy (eV) Line Transition Energy (eV) Line Transition Energy (eV)
Ll L3M1 5362.6(30) Lβ1 L2M4 6713.42(13) Lγ5 L2N1 7547(3)
Lt L3M2 5559.7(28) Lβ4 L1M2 6686.67(11) Lγ1 L2N4 7787(3)
Ls L3M3 5703.1(28) Lβ6 L3N1 6865.25(23) Lγ6 L2O4 7912(3)
Lα1 L3M5 6056.8(3) Lβ3 L1M3 6831.50(16) Lγ8 L2O1 7899.5(30)
Lα2 L3M4 6024.5(3) Lβ2 L3N5 7102.38(18) Lγ2 L1N2 8085.3(14)
Lη L2M1 6048.3(3) Lβ15 L3N4 7098.2(7) Lγ3 L1N3 8124.3(14)
Lβ17 L2M3 6394.3(30) Lβ7 L3O1 7220(3) Lγ4 L1O4 8360.8(14)

Lβ5 L3O4,5 7238.6(30)

Figure 2 presents the Ll, Lt, Ls, Lα1,2, Lβ6, Lβ2,15 and Lβ7,5 lines from the L3 subshell. An averaged
ratio of the Lβ6/Lα1,2 lines intensities is obtained and is used as input for spectra taken at excitation
energies larger than the L2 absorption edge because Lβ6 cannot be further distinguished from Lβ1,
limited by the detector resolving power. The lines Lη, Lβ17, Lβ1, Lγ5, Lγ1, Lγ6,8 arise when exciting
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Figure 2: Gadolinium L lines for excitation energy EL3
≤ E0 ≤ EL2

.

with photons of energies larger than EL2
, as presented in Figure 3. Unfortunately, Lη cannot be

distinguished from Lα1,2 and its contribution was subtracted by taking its intensity equal to 0.027*Lβ1

[18]. Finally, at excitation energies larger than EL1
, the lines Lβ3, Lβ4, Lγ2, Lγ3 and Lγ4 are showing

up (Fig. 4). Once again, some of these new lines cannot be separated and their contribution must
subtracted using the experimental ratios as measured in [6]. The diagram line Lβ4 is hidden by Lβ1and
Lβ3 by Lβ6 (Lβ6 already evaluated as a fixed ratio of the Lα1,2 line). The contribution of Lβ4 is subtracted
from the Lβ1 line intensity by taking its intensity equal to 0.56*Lβ3 [6].

4.2 Results and assessment of uncertainties

We summed all lines from the same subshell in order to get the total subshell fluorescence yields. We
averaged the derived partial L-fluorescence yields obtained with the spectra taken at different excitation
energies among the same subshell and present our results in Table 4. From equation 2, we derived the
following individual contributions to the final uncertainties according to the GUM [19]:

(
dωi
ωi

)2

≈
(
dIj
Ij

)2

+

(
dI0
I0

)2

+

(
dΩ

Ω

)2

+

(
dM

M

)2

+

(
dA

A

)2

+

(
dτi,0
τi,0

)2

+

(
A

2
√

2Mµ0

)2

×

(dµ0

µ0

)2

+
∑
j

(
dµj
µj

)2


(3)
The first two terms accounts for the statistics and are taken as the standard deviations resulting

from the global fitting of all fluorescence cross sections. The contributions from the mass attenuation
coefficients is energy-dependent and always kept under 0.25%. The different contributions are listed in
Table 3, they are determined either by direct experimental estimate (mass, area, solid angle, counting
statistics, mass attenuation coefficients) or indirectly (photoelectric cross sections). The dominant
terms are due to the statistics and is around 3% for the three partial fluorescence yields.

Table 3: Relative standard uncertainties contributing to the total uncertainty.

Origin Mass Area
Solid Counting Photoelectric Mass attenuation
angle statistics cross sections coefficients

Contribution (%) 0.1 0.08 1 <3 <0.5 <0.25
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Figure 3: Gadolinium L lines for excitation energy EL2 ≤ E0 ≤ EL1 .

Figure 4: Gadolinium L lines for excitation energy EL1 ≤ E0.

In the past, the average L-fluorescence yields was more commonly used as it was easier to mea-
sure when spectrometers had poor resolution. The average L-fluorescence yields is a combination of
the partial fluorescence yields, the Coster-Kronig transition probabilities and the partial photoelectric
cross-sections as explained in [3, 10]. In spite of being obsolete nowadays, this is the only way to com-
pare with ancient experimental values reported in [3] such as [20]. The most recent work from Papp
et al. [21] reports only on the ω1, f12 and f13. For most comparison, we found a good agreement for
the partial fluorescence yields but significant discrepancies for the Coster-Kronig factors especially for
f12. Indeed our measurements did not show a significant contribution of the photoionisation of the L1

subshell in the fluorescence lines of responsibles for ω2.

5 Conclusion

To our knowledge, this is the first experimental measurement of the three L partial fluorescence yields
of gadolinium. Nevertheless, we found a good agreement with tabulated values for ω1,2,3 despite the
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Table 4: Partial L-fluorescence yields and Coster-Kronig transition probabilities. The “Origin” column
stands for experimental (exp), theoretical (th) and compilation (comp).

Origin ω̄L ω1 ω2 ω3 f12 f13 f23

Present exp 0.163(1) 0.099(3) 0.162(4) 0.159(3) 0.053(23) 0.27(4) 0.095(20)

Singh [20] exp 0.184(5)

Papp [21] exp 0.101(5) 0.166(20) 0.287(14)

Perkins [8] th 0.0765 0.174 0.164

Puri [9] th 0.083 0.175 0.167 0.216 0.334 0.160

Krause [10] comp 0.079(12) 0.158(11) 0.155(8) 0.19(3) 0.30(3) 0.147(25)

Campbell [11] comp 0.09 0.175 0.167 0.19 0.25 0.15

xraylib [12] comp 0.102 0.158 0.155 0.19 0.279 0.149

scattering of the scarce published values. On the contrary, our experimental Coster-Kronig transition
probabilities are significantly different from those in tables but these values are questionable as no
experimental work was never done and they rely only on theoretical calculations or extrapolations in
compilations. The derived values of the Coster-Kronig transition probabilities are strongly dependent
of the fluorescence yields as well as the photoelectric cross sections explaining why we still have some
discrepancies and rather large associated uncertainties, especially for f12. Nevertheless, we have an
excellent agreement for ω1 and f13 with the most recent experimental values from Papp [21].
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