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Abstract
We investigate ultrafast vibronic dynamics triggered by intense femtosecond infrared pulses in

small molecules. Our study is based on numerical simulations performed with 2D model molecules,

and analyzed in the perspective of the renown Lochfrass and Bond-Softening models. We give a

new interpretation of the observed nuclear wave packet dynamics, with a focus on the phase of

the bond oscillations. Our simulations also reveal intricate features in the field-induced nuclear

motion that are not accounted for by existing models. Our analyses assign these features to strong

dynamical correlations between the active electron and the nuclei, which significantly depend on

the carrier envelope phase of the pulse, even for relatively “long” pulses, which should make them

experimentally observable.

I. INTRODUCTION

With the development of intense laser sources, it is now possible to probe ultrafast molec-

ular dynamics at the femtosecond time scale [1–3] and below [4–6]. While these studies were

for a long time restricted to the vibrational dynamics in electronic excited states or in ion-

ized species, femtosecond nuclear dynamics have been recorded in real time in the electronic

ground state (EGS) of several diatomic molecules, e.g. D2 [7], I2 [8, 9], and Br2 [10], and a

few years ago in larger molecules, e.g. CO2 [11], NH3 [12], CH3I [13], CH2I2 [14], CH3OH

[15], H2O [16]. These experiments used a femtosecond infrared pulse to create a coherent

vibrational wave packet in the EGS. However such coherent population transfer raises the

question of the vibrational excitation mechanism. Indeed, in the particular case of homonu-

clear diatomic molecules, the electric field does not couple the vibrational states within a

given electronic state. Two different mechanisms were proposed, dubbed Bond-Softening

(BS) and Lochfrass (LF) [17]. Both are based on an adiabatic approach where the electronic

and nuclear dynamics are treated separately. The former, BS, is related to the instantaneous

Stark shift while the latter, LF, is related to the instantaneous strong-field ionization rate.

From the nuclei point of view these couplings can be seen as an effective complex potential,

which depends on the internuclear distance R, and effectively distorts the potential energy

surface (PES) of the EGS in the complex plane. The Stark shift constitutes the modification
∗ marie.labeye@ens.psl.eu
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of the real part of this effective potential while the ionization rate amounts to its imaginary

part, i.e., the lifetime of the dressed state [18, 19].

Although the BS and LF mechanisms occur simultaneously and may in principle interfere,

they are usually thought of as being independent from each other, and are thus treated

separately [7, 9, 17]. For BS one needs to solve the Born-Oppenheimer (BO) nuclear Time-

Dependent Schrödinger Equation (TDSE) taking into account only the Stark shift, while

for LF one solves the TDSE with only the ionization rate. In the two cases one finds

that, after the interaction with the pulse, some population has been transferred from the

ground to the first vibrational excited state, and that the population in the higher excited

states remains negligible, consistently with experimental results[7]. The nuclear wave packet

thus starts to oscillate at a frequency ωvib equal to the energy difference between these two

vibrational states. The phase Φ of these oscillations depends on the considered mechanism

and is therefore usually used to distinguish them [7, 8, 16]. If one takes only LF into

account then ΦLF = π, while if only BS is considered then ΦBS = π/2 [7]. This phase

was experimentally measured in Ref. 7 for D2 where they obtained Φexp = 0.946π, and in

Ref. 8 Φexp = 0.81π, for I2. In both cases they concluded that it was a direct experimental

proof of the observation of Lochfrass. The phase was also measured for different vibrational

transitions of H2O in Ref. 16 where the value of the phase was used to distinguish which

mechanism was predominant for each transition.

However there is no established theoretical background relating the value of this phase Φ

to the relative importance of LF and BS which would support such a conclusion. Besides,

simulations that include only one or the other of the two mechanisms are somewhat artificial.

To justify such a separation, one would have to consider that BS and LF are completely

decoupled. This is far from being intuitive, since they can occur simultaneously, and both

affect the nuclear dynamics.

Moreover, the LF and BS models allow to include some of the electron-nuclei coupling but

only in an averaged and adiabatic way, where the electrons adapt instantaneously both to the

nuclei, and to the laser electric field. Although they successfully reproduce the phase of the

nuclei oscillations in D2 [7], their full potential and limitations have never been thoroughly

investigated. In particular, since they consider electrons and nuclei separately, they cannot

reproduce the full vibronic correlations that drive the observed dynamics.

In this article we analyze the different vibronic correlations that are included in the LF and
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BS models and their effect on the field-induced nuclear dynamics of a low dimensional model

molecule reminiscent of H2. In section II we present our numerical framework. Section III is

organized in three parts, first we assess the qualitative relevance of approaches[9, 17] where

the LF and BS mechanisms were treated separately. We compare the predictions of these

models to a complete BO model, where both mechanisms are included simultaneously[7], to

question the limits of the interpretations based on the LF/BS dichotomy. Hereafter, we refer

to this combined approach, first implemented in Refs. 20 and 7, as LBS for Lochfrass-Bond

Softening. We then compare this LBS model to fully correlated simulations where both

electrons and nuclei are treated at the same level of theory. We show evidence that, later

on, parts of the vibronic wave-packet leaving the EGS eventually rescatter towards the x = 0

origin where the EGS is located, i.e., the electron returns to the nuclei. This rescattering

electron dynamics manifests as interferences which consequently affect the nuclear motion

in the EGS, through vibronic correlation. These highly correlated dynamics are completely

absent from the LBS model and have not been characterized before. Interestingly, our

numerical simulations show that it depends strongly on the carrier envelop phase (CEP)

of the incident laser pulse, and that, for short pulses, this dependence counter-intuitively

increases with the pulse duration. Finally we show that these findings can be reproduced

with simulations performed in a BO-states basis, provided than the active space is large

enough.

II. NUMERICAL METHODS

We investigate the nuclear dynamics of a homonuclear diatomic model molecule submit-

ted to a strong femtosecond infrared pulse. We use 2D model systems, where the electron

is confined in the direction of the linearly polarized electric field, for which extensive simu-

lations can easily be performed. We compare two different systems: one where the field is

aligned with the molecular axis and one where the field is perpendicular. In this section we

detail the different models used to simulate the dynamics of these model molecules. Atomic

units are used throughout this article, unless otherwise stated. Since we are mainly inter-

ested in excitations from the ground to the first vibrational excited state of the EGS, all

times will be expressed in units of this transition period Tvib = 2π/∆Evib = 8.05 fs, where

∆Evib = 0.514 eV = 4140 cm−1. All simulations details are given at the end of the section.
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A. Laser pulse

In all our numerical calculations, we take a sine-square envelope for the electric field:

F (t) = F0 sin
2

(
ωL

2Nc

t

)
sin(ωLt+ ϕce), (1)

where F0 ≈ 0.09 a.u. is the field amplitude corresponding to a peak intensity of IL = 3 ×

1014 W/cm2, ωL = 1.55 eV = 12 500 cm−1 is the field angular frequency corresponding to a

800 nm Ti-Sa laser, Nc is the total number of optical cycles in the pulse set to Nc = 8 unless

otherwise stated, and ϕce is the CEP. With these parameters, the peak ponderomotive

potential of the laser pulse is Up = 17.9 eV.

B. Two dimensional model systems

In our 2D systems, the first dimension corresponds to the electron position x, and the

second dimension to the internuclear distance R. The total Hamiltonian reads:

H(x,R, t) =− 1

2µ

∂2

∂R2
− 1

2

∂2

∂x2
+ VNN(R) + VeN(x,R) +Hint(x, t) (2)

where the first two terms are kinetic energy terms with µ the reduced mass of the nuclei, VNN

is the nucleus-nucleus interaction which will be taken to be equal to the PES of the electronic

ground state of H2
+ which was obtained by solving the time independent Schrödinger equa-

tion for the electron, through a shooting algorithm implemented in elliptical coordinates, at

each internuclear distance. These numerical energies, which were previously used in a differ-

ent context [21], are shown as a solid black line on Fig. 1. Finally, VeN is the nuclei-electron

interaction potential and Hint is the interaction with the field in length gauge:

Hint = xF (t). (3)

The nuclei-electron interaction depends on the system. For the parallel case, where the

electron is confined in the direction of the molecular axis, we use a molecular Soft-Coulomb

potential:

V
//
eN(x,R) =− 0.5√

a(R)2 + (x+R/2)2
− 0.5√

a(R)2 + (x−R/2)2
, (4)

where the regularization parameter a(R) is adapted so that the electronic ground state at

each value of R has the same energy as the one of the real H2 molecule, within the BO
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approximation, as reported in Ref. 22. The obtained values (see section II E) are shown as

a solid red line on Fig. 1, along with the data from Ref. 22 (black x). For the perpendicular

case, where the electron is confined in the direction perpendicular to the molecular axis, we

use a simple Soft-Coulomb potential:

V ⊥
eN(x,R) = − 1√

a(R)2 + x2
, (5)

where again we fit the regularization parameter a(R) so that the electronic ground state

energy matches the one of the real H2 molecule, within the BO approximation, as reported

in Ref. 22. The obtained values (see section II E) are shown as blue crosses on Fig. 1, along

with the data from Ref. 22 (black x).
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FIG. 1. Field-free BO potential energy surfaces of our 2D model systems. Ground electronic state

of H2
+ (black) corresponding to VNN, electronic ground state energy of H2 of the parallel (red) and

perpendicular (blue crosses) systems, and BO electronic ground state of H2 from Ref. 22 (black x).

Although these are simple 2D model systems, they are, to some extent, comparable to a

real H2 molecule. Indeed, the electronic dynamics will mostly happen along the polarization

direction of the field. Moreover, by construction of our model, the obtained BO vibrational

states and energies in the EGS of the neutral and of the ion match those of the actual H2

molecule treated in the BO approximation (and ignoring rovibrational couplings). Even

though, the “parallel” and “perpendicular” models have the same BO states, they are not
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equivalent. In particular, the parallel case has a larger polarizability, which affects both

the DC Stark shift and the strong-field ionization rate [23], and thus, as we will see in

section III, the BS and LF mechanisms. Note that our model molecules also have electronic

excited states in the neutral, that are not intended to match the exact ones. Moreover, since

it is a single active electron system, there is no electronic excited states in the ion in our

model: all continuum electronic states correspond to the electronic ground state of H2
+. We

also expect the correlations to be overestimated by the low dimensionality [24, 25].

C. Lochfrass and Bond Softening models

The Lochfrass and Bond-Softening models rely on the Born-Oppenheimer approximation:

the wave function is factorized in an electronic and a nuclear contribution:

Ψ(x,R, t) = φ̃0(x;R,F (t))χ(R, t), (6)

where φ̃0(x;R,F (t)) is the electronic ground state dressed by the instantaneous electric

field F (t), for which R and t are just parameters, and χ(R, t) is the nuclear wave function

that propagates on this dressed electronic state. The adiabatic approximation supposes

that this field-dressed state φ̃0(x;R,F (t)) instantaneously adapts to the value of the time-

dependent electric field. It is thus solution, for each time t, of the field-dressed electronic

time-"independent" – in the sense that the time is just a constant parameter – Schrödinger

equation:

Hel(x,R, F (t))φ̃0(x;R,F (t)) = ε0
(
R,F (t)

)
φ̃0(x;R,F (t)), (7)

where

Hel(x,R, F ) = −1

2

∂2

∂x2
+ VNe(x,R) + xF (8)

is the field-dressed electronic Hamiltonian. The field-dressed energy can be decomposed into

three terms:

ε0(R,F ) = E0(R) + ∆E(R,F )− i
Γ(R,F )

2
. (9)

that all have meaningful physical interpretation.

The first term E0(R) is the field-free electronic energy of the neutral electronic ground

state. This term directly gives the field free PES of the EGS as VPES(R,F = 0) = VNN(R)+

E0(R).
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FIG. 2. Stark shift of the neutral electronic ground state for our 2D systems: (a) parallel and (b)

perpendicular case. The PES (eq. 10) is shown as a function of R for various values of F given in

a.u. in the legend.

The second term ∆E(R,F ) is the DC Stark shift, and accounts for the dressing of the

state by the field [26], mainly through two-photon interaction with the electronic excited

states. This term will distort the real part of the effective potential as the electric field

oscillates. We show in Fig. 2 the dressed PES

VPES(R,F ) = VNN(R) + E0(R) + ∆E(R,F ) (10)

as a function of R for a few values of the field F computed with the R-box method [27]

(see section II E). Consistently with previous results [18], we observe that, in the parallel

case [Fig. 2(a)], the field distorts the PES by reducing the energy barrier to dissociation,

and thus soften the molecular bond. However, in the perpendicular case [Fig. 2(b)] this

bond-softening effect is suppressed.

Finally, the third term in eq. 9, Γ(R,F ), is the strong-field ionization rate. This term

directly accounts for the finite lifetime of the EGS in the presence of the field, mostly due

to tunnel ionization. In a non-Hermitian approach it is simply implemented by including a

non-zero imaginary part in the EGS energy. We show on Fig. 3 the ionization rate Γ(R,F )

as a function of R for a few field values [23] (see section II E).

We stress again that the internuclear distance R and the time t that appear in eqs. 7

and 9 are only fixed parameters, and not variables. The fact that R is a parameter is related

to the BO approximation: the electrons instantaneously adapt to the nuclei. The fact that
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FIG. 3. Strong-field ionization rate Γ(R,F ) of our 2D systems: (a) parallel and (b) perpendicular

case. The rate is shown as a function of R for various values of F given in a.u. in the legend.

t is a parameter is related to the adiabatic approximation: the electrons instantaneously

adapt to the field. The total vibronic TDSE [28–30]

i
∂

∂t
Ψ(x,R, t) =

[
− 1

2µ

∂2

∂R2
+ VNN(R) +Hel

]
Ψ(x,R, t) (11)

can thus be reorganized as:

iφ̃0(x;R, t)
∂

∂t
χ(R, t) = φ̃0(x;R, t)

[
− 1

2µ

∂2

∂R2
+ VNN(R) + ε0(R,F )

]
χ(R, t). (12)

Note that we neglected the ∂φ̃0(x;R, t)/∂t term using the adiabatic approximation, and the

∂2φ̃0(x;R, t)/∂R
2 term using the BO approximation. We can divide eq. 12 by φ̃0(x;R, t) to

get a purely nuclear TDSE:

i
∂

∂t
χ(R, t) =

[
− 1

2µ

∂2

∂R2
+ VNN(R) + E0(R) + ∆E(R,F (t))− i

Γ(R,F (t))

2

]
χ(R, t). (13)

Therefore in this adiabatic BO formalism we completely separated the electronic and the

nuclear dynamics. We can thus concentrate on the nuclear dynamics by considering a nuclear

wave packet that evolves on a field-dressed PES. The interaction with the electron and with

the laser field is taken into account solely through the instantaneous Stark shift ∆E and

strong-field ionization rate Γ.

If one sets the Stark shift ∆E(R,F ) to zero in eq. 13, then we recover the equation of

motion used in Ref. 17 to describe Lochfrass, here called the LF model. On the opposite,
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one might set the ionization rate Γ to zero to describe only Bond-Softening, recovering what

we called the BS model. However, setting one of these two terms to zero seems artificial,

and thus, here we show the results of simulations including both contributions, which we

called LBS.. We mention that this model is very close to the one used in Ref. 31, where they

give a fully analytical solution in the case of the Morse potential. Here we use a numerical

approach, which we can use for any chosen potential.

D. Fully correlated model

The fully correlated simulations treat both electronic and nuclear degrees of freedom at

the same level of theory. We thus numerically solve the full vibronic TDSE (eq. 11) to get

the 2D time-dependent wave function.

This representation includes all the relevant neutral and ionic electronic states. To di-

rectly compare to the LBS model, and to what is measured in the experiments [7, 8], we

compute the average value of R within the EGS as

⟨R⟩EGS (t) =

∫
R |χEGS(R, t)|2 dR∫
|χEGS(R, t)|2 dR

, (14)

where

χEGS(R, t) =

∫
φ0(x;R)Ψ(x,R, t) dx (15)

is the projection of the full time-dependent wave function Ψ(x,R, t) onto the EGS φ0(x;R)

of our system. Furthermore, we define the vibrational population of state v as the projection

of χEGS onto the BO vibrational states χv of the the EGS φ0, i.e.,

Pv(t) =

∣∣∣∣∫ χEGS(R, t)χv(R) dR

∣∣∣∣2 . (16)

The phase of this projection can be used to extract the oscillation phase of ⟨R⟩EGS (t) in the

case where the population in the vibrational excited states of the EGS is dominated by the

population in the first vibrational excited state:

Φ10 = ϕ1(tf)− ϕ0(tf) + ℏ∆Evibtf . (17)

Here tf is the time at the end of the pulse, and ϕv(tf) is the phase of the projection∫
χEGS(R, tf)χv(R) dR.
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FIG. 4. Schematic representation of the different active spaces used in the state-projected calcu-

lations: Ba (a), Bb (b), Bc (c), Bd (d) (see text). The electronic ground state is in dark blue,

the bound electronic states are in light blue, the lowest continuum electronic state is in black,

vibrational states are depicted as horizontal lines. Basis Ba is the most complete one. The states

included in Ba, but not in the other bases are depicted in grey, with a red cross.

We use two different bases to represent the wave function: a two-dimensional grid and

a ensemble of field-free Born-Oppenheimer states. The 2D grid results are easily checked

for convergence with respect to all grid parameters, they are thus considered "exact" up to

numerical accuracy and used as a reference throughout this work. We refer to these reference

calculations as xR in the following. The BO basis is used to analyze the importance of
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the active space in the representation of the dynamics. We first found a sufficiently large

basis to reproduce the exact results, and then we compared this "complete" active space to

"restricted" active spaces, where some BO states were removed. The various BO bases used

are sketched in Fig. 4. We show the PES of several neutral and ionic electronic states. The

total number of electronic states used in the neutral is called nel, and the total number of

continuum electronic states in the ion is called nion. For each electronic state i we include a

different number of vibrational states nnvib(i). This number is written on top of the different

PES in Fig. 4.

The largest basis, that we call Ba, is depicted in Fig. 4(a). It includes all neutral electronic

states computed on the x grid (see section II E) corresponding to nel = 24 neutral electronic

states. It also includes all ionic continuum electronic states with an asymptotic kinetic

energy ϵ below ϵmax=5.0 a.u., corresponding to nion = 375 ionic electronic states. We include

nvib(0) = 10 vibrational states for the neutral electronic ground state, nvib(n ≥ 1) = 150

vibrational states for each neutral electronic excited state, and for each ionic electronic state

nvib(ϵ) = 10. We compare this reference basis to three different ones. The basis Bb, Fig. 4(b),

includes almost the same states as Ba, except that only one vibrational state was included for

each electronic continuum state. The basis Bc, Fig. 4(c), comprises almost the same states

as Ba, except that only the first 11 electronic states were included. The basis Bd, Fig. 4(d),

is composed of almost the same states as Ba, except that some electronic excited states are

missing: the ground and first electronic excited states, and the 13 higher lying Rydberg

states are included, but all electronic excited states in between are removed. Finally, we

also checked the importance of the continuum active space by varying the maximum energy

of the continuum states included. This is not depicted in Fig. 4.

E. Numerical details

1. Lochfrass and Bond Softening

The Stark shift of our model systems (see eqs. 4, 5 and 8) was computed with the so-called

R-box method [27] in one dimension. The strong-field ionization rate of our model systems

was obtained by solving the electronic one dimensional TDSE within a Born-Oppenheimer

(BO) approach [23], over sampled values of the field F and of the fixed internuclear dis-
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tance R, and then extrapolated for arbitrary (R,F ) values. No substantial difference in

the dynamics was found when the analytical formula derived in Ref. 23 was used for the

strong-field ionization rate. Note that the 1D approach tends to overestimate the polariz-

ability compared to the 3D case, which overestimates the Stark Shift, and underestimates

the ionization rate. Since we are interested in qualitative behavior, rather than quantitative

predictions, this does not affect our conclusions.

The nuclear wave packet is represented on a grid with 8000 points, separated by ∆R =

2.5×10−3 a.u. The vibrational states are computed by numerical diagonalization of the field-

free Hamiltonian with the LAPACK library. The ground vibrational state is then chosen as

the initial state and propagated with a Crank-Nicolson [32] algorithm with 8192 times steps

per laser cycle.

In this representation, the expectation value ⟨χ|R|χ⟩ directly yields the average value

⟨R⟩EGS of the internuclear distance within the EGS of our model molecules. Finally, the

population in the different vibrational states are computed by projection of the nuclear wave

function on the eigenstates of the field-free nuclear Hamiltonian.

2. Grid basis

The wave function is represented on a two-dimensional grid and the TDSE is solved with

a split-operator algorithm:

|Ψ(t+∆t)⟩ =exp

[
−iV

(
t+

∆t

2

)
∆t

2

]
exp[−iK∆t] exp

[
−iV

(
t+

∆t

2

)
∆t

2

]
|Ψ(t)⟩ , (18)

where V (t) = VNN+VeN+Hint(t) is the potential part of the Hamiltonian which only depends

on the position operators x and R, and is thus diagonal in the 2D grid basis, and K =
P 2
R

2µ
+ P 2

x

2

is the kinetic energy operator. After multiplying |Ψ(t)⟩ by the first exponential factor, we

switch to momentum representation of the 2D wave function by 2D Fourier transform with

the FFTW library [33]. Since K is diagonal in this basis, we can easily apply the second

exponential factor, then we go back to position representation by inverse Fourier transform

and apply the third exponential factor to get |Ψ(t+∆t)⟩.

The 2D grid has 4096 points in x separated by ∆x = 10−1 a.u, and 1024 points in R

separated by ∆R = 10−2 a.u. We use 1024 time steps per laser cycle. The eigenstates

of the correlated Hamiltonian, which corresponds to the full vibronic states, are computed
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by imaginary time propagation, and the ground state is taken as the initial state of the

propagation. To avoid nonphysical reflections at the boundaries of the box, a 100 a.u. long

cos1/8 mask type absorber [34] is used in the x direction.

3. Born-Oppenheimer basis

The wave function is represented in the basis of field-free BO states. The BO electronic

states φi(x;R) and energies ϵi(R) are computed by diagonalizing the electronic Hamiltonian

with the LAPACK library on a grid with 20001 points in x separated by ∆x = 2× 10−2 a.u.

This diagonalization is performed for fixed values of R ranging from 0 to 15 a.u, separated

by a constant step of 0.15 a.u. The dipole matrix elements between electronic states are

computed as

di,j(R) =

∫
φi(x;R) xφj(x;R) dx (19)

for all these values of R.

The electronic energies ϵi(R) and dipole matrix elements di,j(R) are then linearly inter-

polated on a finer grid containing 8000 R points ranging from 0 to 15 a.u. and then taken as

constant. Within each electronic state i, the BO vibrational states χ(i)
v (R) and energies E(i)

v

are computed by diagonalizing the BO vibrational Hamiltonian on the finer R grid. The

BO dipole matrix elements d(i,j)v1,v2 are computed as d(i,j)v1,v2 =
∫
di,j(R)χ

(i)
v1 (R)χ

(j)
v2 (R)dR. These

calculations were implemented using the Julia programming language [35].

The field free Hamiltonian H0 is approximated by a diagonal matrix containing the BO

vibrational energies. The initial wave function is taken as the BO ground state, and propa-

gated with a split-operator algorithm

|Ψ(t+∆t)⟩ =exp

[
−iH0

∆t

2

]
exp

[
−iF

(
t+

∆t

2

)
X∆t

]
exp

[
−iH0

∆t

2

]
|Ψ(t)⟩ , (20)

where F (t) is the electric field, X is the dipole matrix and ∆t is the value of the time step.

We used again 1024 time steps per laser cycle.

III. RESULTS AND DISCUSSION

Similarly to what was reported before [7, 17], we find that the strong infrared laser

pulse triggers some nuclear dynamics in our model molecule, in both the parallel and the
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perpendicular cases. However, the different models that we detailed in the previous section

are not all able to reproduce fully the quantitative and qualitative features that we observed.

To analyze these differences in depth, we first compare the LBS model to the previously

defined LF and BS models. Then we compare the LBS model to our fully correlated reference

calculations, and finally we investigate the importance of the active space with the BO-basis

calculations.

A. Lochfrass and Bond-Softening

We start by comparing the differences and similarities between LF and BS. In both cases,

the field triggers some nuclear dynamics in the EGS of the neutral model molecule. This

indicates that some vibrational excited states of the neutral EGS are populated by the pulse.

We show in Fig. 5 and Fig. 6 the population Pv(t), see eq. 16, in the vibrational excited

states of the neutral EGS as a function of time for the parallel and perpendicular case,

respectively. We note that in the BS model, the time-dependant Hamiltonian is Hermitian,

so that the norm of the wave function is conserved. However, when we include the ionization

rate, the Hamiltonian is not Hermitian anymore: the norm of the wave function decreases

with time to account for the population that leaves the EGS through strong-field ionization.

To get a consistent comparison of these models, we thus renormalize the population in the

vibrational states by the total population in the neutral EGS. In both Fig. 5 and 6, the top

panel (a) shows the population in the first vibrational excited state, and the bottom panel

(b) shows the total population in the other vibrational excited states.

We find that all mechanisms actually predict a quite similar bell-shaped behavior for

the populations in the different vibrational states as a function of time. In agreement with

Ref. 7, 17, we find that almost only the first vibrational excited state [Fig. 5(a) and 6(a)]

gets populated. The population in the higher excited states [Fig. 5(b) and 6(b)] remains

negligible and will have very little effect on the nuclear dynamics.

We see that the relative importance of the BS and LF mechanisms is different for the

parallel and perpendicular cases. In the parallel case, BS induces a higher final population

in the excited state than LF, and conversely for the perpendicular case. This is actually

consistent with our previous observation that the Stark shift is strongly reduced in the

perpendicular case (see section II and Fig. 2), which reduces the effect of BS, and increases
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the effect of LF.
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FIG. 5. Population in the first vibrational states normalized by the population in the EGS of the

neutral as a function of time for the parallel case. (a) Population in the first vibrational state of

the EGS and (b) population in all higher lying vibrational excited states of the EGS. The field

intensity envelope is displayed as an orange filled curve on panel (a).

If we now compare the LF and BS models to the full LBS model, we see that the behavior

is qualitatively the same: some population is transferred to the vibrational excited states,

mainly in the first vibrational excited state. An important remark is that the final excited

populations in the LBS model (= 0.021) is not just a sum of the LF and BS models (= 0.017).

This indicates that LF and BS are not completely independent mechanisms, but that they

are coupled.

To investigate further, we show the average value of the internuclear distance ⟨R⟩ as a
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FIG. 6. Population in the first vibrational states normalized by the population in the EGS of the

neutral as a function of time for the perpendicular case. (a) Population in the first vibrational

state of the EGS and (b) population in all higher lying vibrational excited states of the EGS. The

field intensity envelope is displayed as an orange filled curve on panel (a).

function of time, as calculated by these different models, in Fig. 7. This is more directly

related to what is actually measured in experiments [7, 8]. As was found in these experi-

mental works, we see that the internuclear distance oscillates, and, as soon as the field is

turned off, behaves as

⟨R⟩ = R0 + δR cos(ωvibt− Φ), (21)

where ωvib is the energy difference between the ground and first vibrational excited state. In

the parallel case (panel a), we find that the oscillation amplitude predicted by BS is larger

than the one predicted by LF, while this is the contrary for the perpendicular case (panel
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FIG. 7. Average value of the internuclear distance in the EGS as a function of time for the (a)

parallel and (b) perpendicular cases. Panel (c) shows the electric field as a function of time, and

two sine functions with phase Φ = π and Φ = π/2.

b). This is perfectly consistent with the results shown in Fig. 5 and 6.

The main difference between the predictions of the LF and BS models is the phase Φ of

these oscillations. This was actually used experimentally to discriminate between the two

mechanisms. In agreement with Ref. 17, we find a phase close to π for LF: 1.03π, and 1.02π

for the parallel and perpendicular case, respectively. However, the predictions of the BS
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model are not exactly equal to π/2 as claimed in Ref. 17, we find 0.65π and 0.57π for the

parallel and perpendicular case, respectively.

The value of this phase was interpreted in Ref. 17 by the initial motion of the nuclei. In

the case of Lochfrass, it depends on the slope of the ionization rate near the equilibrium

internuclear distance. In the case of the H2 molecule, since the ionization potential decreases

with R close to the equilibrium distance, the strong-field ionization rate increases with R, so

that Lochfrass initially drives the nuclear wave packet towards low values of the internuclear

distance R. This is consistent with the results displayed in Fig. 7: the average value ⟨R⟩

predicted by LF first decreases as a function of time, reaches a minimum at the maximum of

the field envelope (t = 0), and then oscillates. On the contrary, for Bond-Softening, since the

polarization increases with increasing values of R, the BS mechanism loosen the molecular

bond, and initially drives the nuclear wave packet towards larger values of R. This is also

consistent with the results displayed in Fig. 7: the average value ⟨R⟩ predicted by BS first

increases as a function of time, reaches a maximum at the maximum of the field envelope

(t = 0), and then oscillates.

However, this interpretation only holds as long as we consider the LF and BS mechanisms

separately. As we previously discussed, they can occur simultaneously and have to be

included together. When we do so, as shown in Fig. 7, we see that, in both the parallel and

perpendicular case, the average value ⟨R⟩ first increases, as in the BS softening case, reaches

a maximum at t = 0, but then oscillates with a phase Φ = 0.92π which is much closer to the

LF predicted one. This contradicts the interpretation that the oscillation phase is controlled

by the initial motion of the nuclear wave packet. As a consequence, our results indicate that

the slope of the ionization rate near the equilibrium distance cannot directly be deduced

from this oscillation phase Φ, as was claimed in Ref. 8. We emphasize that our results do

not infer the claim that, in the cases where LF is dominating, the slope of the ionization

rate controls the initial motion of the nuclear wave packet. However, we can conclude that

this initial motion itself does not always determine the oscillation phase.

Moreover, in both the parallel and the perpendicular case, we find a phase Φ = 0.92π,

which is close to the Lochfrass prediction, even though the BS mechanism is predominant

in the parallel case. This strongly challenges the interpretation that the oscillation phase

allows to discriminate between the two mechanisms. On the contrary, our results indicate

that both mechanisms are actually coupled, and cannot be seen as independent from one
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another. The oscillation phase is a consequence of the coupled dynamics, and not of the

relative importance of one mechanism with respect to the other. In all the following, we will

thus only consider the full LBS model, and compare it to reference fully correlated models.

To simplify the discussion, we focus on the aligned case.

B. Correlations

We now want to investigate more in depth the capabilities and limits of the LBS model.

For this, we represented in Fig. 8(a) the different levels of vibronic correlation to be con-

sidered. In particular, since LBS relies on the BO approximation, the vibronic correlations

between the electron and the nuclei cannot be perfectly represented in this model. These

vibronic correlations can originate from different contributions. The dynamics that are con-

fined along the R axis, (i), or along the x axis, (ii), are uncorrelated. We expect them to be

well represented by a factorized time-dependent wave function as in eq. 6. Conversely, the

diagonal contributions, sketched as (iii) and (iv), couple the electronic and nuclear degrees

of freedom, either when an electron leaves the nuclei but never comes back (iii), or when an

electron is excited or ionized but interferes later on with the nuclei (iv). These correlations

should not, a priori, be well represented by a factorized wave function. Nevertheless, the

strength of the LBS formalism is that their imprint on the nuclear dynamics may itself be

included. This is actually handled by the Stark shift ∆E and strong-field ionization rate Γ

in eq. 13. Indeed, these two electronic terms depend on the nuclear coordinate R, and will

thus affect the nuclear dynamics. The ionization rate Γ allows to represent dynamics where

an electron is ionized and never comes back to the nuclei afterwards. It therefore allows to

represent the correlations sketched as (iii) in Fig. 8. The effect of the Stark shift term ∆E

is somewhat less clear in this (x,R) picture, but it will mostly couple the electronic states

of the neutral molecule, so that it will allow to represent dynamics where the electron stays

close to the nuclei.

To summarize, we expect the LBS model to be able to account for dynamics that are

either decoupled, (i) (ii); coupled dynamics where the electron stays in a bound electronic

state; or coupled dynamics where the electron is ionized, leaves the nuclei and do not come

back, (iii). Consequently, if we had some dynamics where, in the idea of the renown three-

step model [36–38], an electron would be ionized, then, upon acceleration by the laser field,
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FIG. 8. Illustration of the vibronic correlations in the (x,R) plane. (a) Schematic representation of

the different contributions to the vibronic dynamics (i) uncorrelated nuclear dynamics, (ii) uncor-

related electronic dynamics, (iii) correlated dynamics, (iv) strongly correlated dynamics. Absolute

value of the wave function at t = 0.27× Tvib for a laser pulse with ϕce = π/2 computed with (b)

the LBS model and (c) the fully correlated simulations.

would be brought back to the nuclei, and there would recombine to the ground state, these

"trajectories" would be completely absent from the LBS model. Even their imprint on the

nuclear dynamics could not be represented properly. There contributions are sketched as

(iv) in Fig. 8. We assess their impact on the nuclear dynamics in the following by confronting
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the LBS results with the fully correlated simulations.

We stress that it is very difficult to disentangle the contributions that we just mentioned

directly from the complete time-dependent wave function. This is illustrated on panels (b)

and (c) of Fig. 8, where we show the wave function at a representative time t ≃ 0.27× Tvib

during the laser pulse computed either in the LBS formalism (b), or with the fully correlated

xR model (c). As expected we see that the LBS wave function can only represent the

nuclear dynamics close to the R axis, while the xR model shows complex interferencing

wave function. In order to discriminate the various levels of correlation in the fully vibronic

wave packet ψ(x,R, t), we use a numerical absorber, as illustrated in Fig. 8(a), to discard the

strongly correlated contributions (iv) before the electron returns to interfere with the EGS.

From the classical three-step model, we expect the maximum excursion to be about xmax =

2F0/ω
2
L=57 a.u. for the "long trajectories", and half as much for the "short trajectories"

[36, 37]. We therefore place our numerical absorber closer than this value to get an effective

absorption of these trajectories.

In Fig. 9, we plot the average value ⟨R⟩EGS (t), see eq. 14, as it evolves in time, with

different absorbing conditions. In panel (a) the absorber is located at xabs = 104.8 a.u. ≃

1.8× xmax, i.e., sufficiently far away from the molecule so that it does not affect the bound

state dynamics. We observe here that both the LBS and xR simulations predict a similar

oscillatory behavior with a near π phase. However, when we compare the results of the LBS

with the xR model for ϕce = 0, we observe several discrepancies, indicating that vibronic

correlations indeed affect the nuclear dynamics. We see that the two models noticeably

predict different values of the phase, amplitude, and average value of the oscillations. This

indicates that the predicted nuclear wave packets are different both in terms of vibrational

state populations and phases. But the most remarkable difference is that the results pre-

dicted by the xR model unexpectedly depend on the carrier envelope phase of the laser pulse

ϕce. This feature is completely absent from the LBS predictions, (not shown in Fig. 9, but

in the following figures).

To understand which of the correlations discussed above is responsible for these discrep-

ancies, we move our numerical absorber closer to the molecule. Panels (b) and (c) of Fig. 9

display the results obtained with xabs = 28.5 a.u. = 0.5×xmax and xabs=15 a.u. = 0.26×xmax,

respectively. We clearly see that the agreement between the two models increases when the

absorber gets closer. On panel (c), where the absorber is so close that almost all ionized
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FIG. 9. Average value of the internuclear distance in the electronic ground state as a function

of time for the parallel case. Results obtained with the LBS and xR models for different values

of the CEP (see legend). The xR simulations are performed with an absorber acting from (a)

xabs=104.8 a.u., (b) xabs=28.46 a.u., (c) xabs=15 a.u. from the center of mass of the molecule. The

time frame in panels (b) and (c) is restricted to the support of the pulse envelope, displayed as an

orange filled curve in panel (a).

parts of the wave function are removed, we even reach a perfect agreement between the LBS

(uncorrelated) and xR (correlated) models. This strongly suggests that the discrepancies

between the two models are actually due to dynamics where the electron leaves the EGS and

undergo recollision later on [path (iv) sketched in Fig. 8(a)]. The LBS is by essence unable
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to describe such a mechanism since it only treats the dynamics in the EGS, and discards

the ionized part of the wave function. This explains why we get a perfect agreement with

the LBS model when we absorb this part of the wave function before it can come back close

the nuclei, thus preventing any kind of rescattering. The numerical absorber in position

representation used in the xR model thus plays a similar role as the "absorbing" imaginary

potential term −iΓ/2 in the nuclear TDSE (eq. 12).

C. CEP dependence

An interesting feature in Fig. 9(a) is the difference in the nuclear dynamics predicted by

the fully correlated xR model for two different values of the CEP, ϕce = 0 and π/2. This

feature, that has, to our knowledge, not been identified nor commented before, is completely

absent from the LBS model. We investigate this behavior in this section.

We plot the normalized population in the vibrational excited states of the EGS as a

function of time in Fig. 10. We see that population in the first vibrational excited state

(a) has a step-like evolution that adiabatically follows the successive maxima of the field on

the rising front of the pulse. The curves corresponding to a CEP of 0 and π/2 are thus,

as expected, out of phase, but have the same average envelope for times t < 0. With the

LBS model, the two curves continue to follow each other until the end of the laser pulse.

However, in the xR simulations, we see that the two curves depart from each other after

the pulse maximum (t = 0). They reach significantly different final populations after the

pulse end (t ≥ 1.32×Tvib). This leads to different ⟨R⟩EGS oscillation amplitudes – which are

directly proportional to the population in the first vibrational excited state P1 (eq.16)– as

observed in Fig. 9(a). The total population in the higher lying vibrational states is shown in

Fig. 10(b), we see that the fully correlated xR simulations predict a much larger population

in the higher lying vibrational excited states. This emphasizes the importance of the vibronic

correlations influence on the nuclear dynamics. Note, however, that these results are not

to be over-interpreted: the population in the different states is actually gauge-dependent as

long as the field is not zero. To avoid this problem, in the following, we concentrate on the

population at the end of the pulse, when the field is zero.

To characterize this effect more precisely, we show in Fig. 11 the population in the first

few vibrational excited states v of the EGS at the end of laser pulse as a function of the
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FIG. 10. Population in the first vibrational states normalized by the population in the EGS of

the neutral as a function of time for the parallel case. (a) Population in the first vibrational state

of the EGS and (b) population in all higher lying vibrational excited states of the EGS. Results

obtained with the LBS and xR models for different values of the CEP ϕce = 0 and ϕce = π/2.

The field intensity envelope is displayed as an orange filled curve on panel (a).

CEP ϕce for different pulses duration. Panel (a) corresponds to the same laser conditions

as Fig. 9. These results clearly show that the LBS nuclear dynamics does not have any CEP

dependence. On the contrary, the xR populations display strong variations with the CEP.

We confirm this trend when looking at the oscillation phase Φ of ⟨R⟩EGS (t), which is plotted

as a function of ϕce on Fig. 12. We see on this figure that the oscillation phase predicted by
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FIG. 11. Population in the first vibrational states v of the molecule at the end of the pulse,

normalized by the overall population in the EGS, as a function of ϕce for a laser duration of (a)

8 optical cycles, (b) 6 optical cycles and (c) 4 optical cycles. Results obtained with the LBS and

xR models.

the xR simulations also depends on ϕce, while the phase predicted by LBS is constant. We

thus believe that the CEP is a promising parameter knob to selectively observe the effects

of the vibronic correlations on the nuclear dynamics.

We then tried to identify a proper way to observe signatures of this ϕce dependence

on the nuclear dynamics. Intuitively, one would think that a CEP-dependence is directly

related to the laser pulse duration. Indeed, one expects the CEP dependence to be averaged
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FIG. 12. Oscillation phase of ⟨R⟩EGS (t) as a function of CEP, extracted by projecting the final

wave function on the field-free first and ground vibrational states of the EGS (see eq. 17). Results

obtained with the LBS and xR models.

out for longer pulses [39–42]. However it unexpectedly turns out that the ϕce dependence

gets even more pronounced when the pulse duration increases, as clearly seen in Fig. 11. The

effects of the vibronic correlations rather seem to build up during the laser pulse, requiring

longer pulses to have a substantial influence.

D. Importance of the active space

Eventually, we further investigated the mechanisms underlying these correlated processes

by progressively restricting the active space in the simulation, in the spectral domain rather

than in the physical (x,R) plane as previously. As detailed previously, we performed sim-

ulations where we solved the full TDSE (eq. 11) by expanding the wave function ψ(x,R, t)

over several sets of BO states, spanning different energy regions of the Hilbert space. We

consider a reference BO basis Ba, described in detail in the Numerical methods and sketched

in Fig. 4(a) whose results match the ones obtained with the grid xR simulations, and similar
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bases but where some degree of freedom is restricted.
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FIG. 13. Normalized population in the first vibrational excited state of the EGS at the end of the

pulse as a function of CEP. The BO basis used is the full basis depicted in Fig. 4(a), but with

different values of ϵmax (see legend).

We first investigate the importance of the continuum representation by comparing the

basis Ba to BO bases almost equivalent, but with different number of electronic continuum

states. The basis Ba contains all continuum states up to an electron kinetic energy of

ϵmax = 5a.u. = 136 eV = 7.6Up where Up = F 2
0 /4ω

2
L is the peak ponderomotive potential of

the pulse. This corresponds to 375 continuum states. The other bases have ϵmax = 2.3 a.u. =

62.6 eV = 3.5Up, ϵmax = 2.1 a.u. = 47.1 eV = 3.2Up and ϵmax = 1.0 a.u. = 27.2 eV = 1.5Up

with 247, 235 and 156 continuum states, respectively. We show in Fig. 13 the final normalized

population in the first vibrational excited state as a function of CEP for Ba and these three

other bases. We see that the results obtained with the basis Ba perfectly match the exact xR

results. As expected, the results obtained with the other bases gets closer to the exact ones

when ϵmax is increased, i.e., when the basis size is increased. More precisely, we observe the

results get much better as soon as ϵmax gets higher than the classical limit ϵmax ≃ 3.2× Up,

which corresponds to the maximum kinetic energy of electrons that gets rescattered towards

the nuclei [36, 37], and is reminiscent of the cutoff energy of High-order Harmonic Generation

(HHG) spectra [36–38].
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This confirms our interpretation that the nuclear dynamics is affected by parts of the

wave packet that come back to the nuclei after ionization. Our results are consistent with

Ref. 43 where the nuclear dynamics was shown to impact the HHG spectra of diatomic

molecules, but in a complementary way, we show that the HHG-like trajectories have an

impact on the nuclear dynamics.

We also checked that not only the ionic electronic states are important, but the ionic

nuclear vibrational states: we compare the reference basis Ba with a basis Bb where we

removed all ionic vibrational excited states [see Fig. 4(b)]. The results are shown in Fig. 14.

We see that this restricted basis Bb is not able to reproduce the correct nuclear dynamics.

The results are independent of the CEP, indicating that the vibronic correlations seem to be

absent in this case. Moreover, the population in the first vibrational excited state is largely

overestimated.

After the continuum states, we also investigate the importance of the electronic bound

states to reproduce the nuclear dynamics. We compare the reference basis Ba to a basis

Bc (no Rydberg states), and a basis Bd keeping only the ground and first electronic excited

state and the Rydberg states (see Fig. 4). The results are shown in Fig. 14. We see that

neither bases Bc nor Bd are able to reproduce the dynamics. In both cases, almost no

population gets transferred to the first vibrational excited state. This indicates that the

electronic dynamics needs to be accurately represented to correctly reproduce the nuclear

dynamics.

All these results enforce our interpretation that the CEP dependence in the dynamics in-

deed stems from strong correlations between electronic and nuclear degrees of freedom. Both

bound and continuum electronic states have to be well represented to properly model the con-

sidered strong-field driven molecular dynamics, somehow reminiscent of a chirp-dependent

adiabatic passage [44], which cannot be fully accounted for by the models currently available.

IV. CONCLUSION

To summarize, we investigated the strong field driven ultrafast nuclear dynamics of a

model diatomic molecule. We confronted different adiabatic models based on the Born-

Oppenheimer approximation: Lochfrass, Bond-Softening and a combination of both. We

showed that since Lochfrass and Bond-Softening happen simultaneously, they can be coupled

29



0

0.02

0.04

0.06

π0.00π 0.25π 0.50π 0.75π

P
1
/
P
E
G
S

ϕCE (rad)

xR
LBS
Ba

Bb (x0.1)
Bc (x10)
Bd (x10)

FIG. 14. Normalized population in the first vibrational excited state of the EGS at the end of the

pulse as a function of CEP. The different BO basis used are described in the Numerical methods

and sketched in Fig. 4.

and should therefore be treated in a common formalism. We also challenged the previous

interpretation that the phase of the molecular bond length oscillations was directly related

to the initial motion of the nuclei, and eventually could be used to discriminate between

Lochfrass and Bond-Softening. Conversely, our results indicate that the phase can sometimes

be independent of the relative importance of these two mechanisms. More explicitly, if

either LF or BS is clearly dominating, then this mechanism will control the oscillation phase

(respectively π or π/2 in the conditions of this work). However the reciprocal is not true:

a given value of the phase does not allow to conclude on the dominating mechanism. In

particular, a π phase does not imply that Lochfrass is clearly dominating. We expect these

conclusions to hold for other peak intensities and pulse duration, and also in the case of no

CEP control.

We also analyze in details how vibronic correlations can affect the nuclear dynamics. We

were able to discriminate between two different kinds of correlations. The first one is related

to electronic excitation and direct ionization. It can be perfectly reproduced even when

nuclear and electronic dynamics are considered separately, and is therefore well accounted

for by the Lochfrass and Bond-Softening mechanisms. The second one originates from
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recollision processes and has, to our knowledge, never been described before. Our results

established that the latter is responsible for a CEP dependence of the field induced nuclear

dynamics in the EGS, that is absent from the Lochfrass and Bond-Softening mechanisms.

We emphasize that, even though our results were obtained with low-dimensional model

systems, and are therefore not quantitatively comparable to an experiment, the qualitative

description of the processes described should remain valid. Further analytical developments

and CEP-resolved experiments are needed to fully interpret the CEP dependence of the

nuclear dynamics evidenced in the present work, with the perspective of gaining a deeper

insight on vibronic correlations driven by strong fields.
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