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a b s t r a c t 

Large eddy simulations of a row of seven jets emerging from a perforated pipe and impinging on a flat 

heated plate were carried out using a compressible hybrid thermal lattice Boltzmann solver. The average 

Reynolds number of the emerging jets was 5 0 0 0 , with an exit-to-plate distance of 3 jet diameters. Two 

levels of upstream crossflow were simulated: one with weak cross flow, with a velocity ratio of ≈ 9 . 7 , and 

one with strong cross flow, with a velocity ratio of ≈ 2 . The flow field and heat transfer statistics were 

validated against experimental PIV and infrared thermography data from a recent study, showing good 

agreement. The effect of varying the Mach number on the wall heat transfer was subsequently tested. It 

was found that an increased Mach number lead to an increased value of the Nusselt number near the 

stagnation points. 

1. Introduction 

Impinging jet configurations, which can be used to produce 

high rates of convective heat transfer, are found in a wide vari- 

ety of industrial applications. These include the cooling of machine 

components such as turbine blades or electronic devices, the dry- 

ing of food products, and the heating of airplane wings to prevent 

ice formation. 

A single axisymmetric impinging jet is typically divided into a 

free jet region, where the jet is not affected by the impacted sur- 

face, a stagnation region, where the jet is slowed down by the wall 

and deflected outward, and a wall jet region, where the jet largely 

flows parallel to the wall. At low nozzle-to-plate distance, this 
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rameters, are fairly well understood. However, for single impinging 

jets, the level of heat transfer can decline rapidly with distance 

from the stagnation region, and as a result, single jet impingement 

is typically effective in cooling only a small area. In order to 

efficiently cool a surface, multi-jet configurations are often used. 

The use of more than one jet substantially increases the com- 

plexity of the flow phenomena, and adds additional parameters 

whose effects are less well understood. The configuration is no 

longer axisymmetric and becomes fully three-dimensional. The jets 

can interact with one another both before and after they impact 

the plate. The jets can be arranged as a single row along one axis, 

or as an array of multiple inline or staggered rows of jets [15] , or 

following a 2 or 3-dimensional form [16] . If the jet nozzles are sup- 
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est case is known for exhibiting two peaks in the radial Nusselt 

umber distribution: a primary peak near the stagnation point, 

nd a secondary peak further downstream, in the wall jet region. 

his configuration has been the subject of extensive experimental 

1–5] and numerical [6–11] research, along with numerous litera- 

ure reviews [12–14] , many of which seek to explain the existence 

f the two peaks. As a result, despite the existence of many possi- 

le parameters (nozzle geometry, Reynolds number, Mach number, 

onfinement, plate distance), the aerothermal behavior of this test 

ase, and its variation based on changes to the aforementioned pa- 
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lied by a fluid flow whose direction is not strictly normal to the 

ole of the nozzles, the jets have a condition of upstream cross 

ow, which leads to a distortion in the shape of the jet. This adds 

dditional complexity to the flow phenomena, and introduces an 

dditional parameter (the degree of upstream crossflow). Likewise, 

he jets can also exit into a domain where an existing flow par- 

llel to the impacted surface is present, leading to a condition of 

ownstream crossflow. 

Multiple jet impingement has also been investigated experi- 

entally and numerically [17–19] . The greater physical complexity 

nd wider number of parameters involved in multijet configura- 

ions with crossflow make the use of computational fluid dynamics 

CFD) attractive as a means of predicting the most optimal config- 

ration. 
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Nomenclature 

τupdate Update period for dynamic mass flow condition [s] 

μ Dynamic viscosity [ kgm 

−1 
s −1 ] 

K cbc,in characteristic boundary condition inlet relaxation 

coefficient [ s −1 ] 

K dyn,out dynamic pressure outlet relaxation coefficient [ s −1 ] 

T αβ Viscous stress tensor [ kgm 

−1 
s −1 ] 

ρ Density [ kgm 

−3 
] 

γ Ratio of specific heats [ ] 

x , y , z Cartesian coordinates [m] 

u x , u y , u z Cartesian velocity [ ms −1 ] 

u τ Friction velocity [ ms −1 ] 

R s Specific gas constant [ Jkg 
−1 

K 

−1 ] 

p Pressure [ Pa ] 

c Speed of sound = 

√ 

γ R s T [ ms −1 ] 

Ma j Jet Mach Number = 

U 
e f f 
j 

c [ ] 

s Entropy [ Jkg 
−1 

K 

−1 ] 

Multi-Jet Variables 

λ Thermal conductivity [ Wm 

−1 K 

−1 ] 

D j Jet hole diameter [ m ] 

D p Pipe inner diameter [ m ] 

� j Hole spacing [ m ] 

H Injection-to-plate distance [ ms −1 ] 

A j Hole cross-sectional area πD 

2 
j 
/ 4 [ s 2 ] 

A p Pipe cross-sectional area πD 

2 
p / 4 [ s 

2 ] 

V R Velocity ratio [ ] 

U 

nom 

j 
Nominal jet bulk speed [ ms −1 ] 

U 

e f f 
j 

Effective jet bulk speed ≈ 1 . 4 U 

nom 

j 
[ ms −1 ] 

U p Pipe bulk speed [ ms −1 ] 

(ρU) j,a v g Average jet bulk momentum magnitude 

[ kgs 
−1 

m 

−1 ] 

(ρU) p Pipe bulk momentum magnitude [ kgs 
−1 

m 

−1 ] 

˙ m Mass flow rate [ kgs 
−1 

] 

Re j Jet Reynolds number = 

(ρU) j,a v g D j 
μ [ ] 

q w 

Wall heat flux [ Wm 

−2 ] 

T p Pipe inflow temperature [ K] 

T j Jet temperature [ K] 

T w 

Wall temperature [ K] 

T re f Reference temperature for heat transfer [ K] 

h Heat transfer coefficient = 

q w 
T w −T re f 

[ Wm 

−1 K 

−1 ] 

Nu Nusselt number = 

hD j 
λre f 

[ ] 

λre f Thermal conductivity for calculation of the Nusselt 

number [ Wm 

−1 K 

−1 ] 

τimpact Nominal jet flow-through time = 

3 D j 
U nom 

j 

[s] 

LBM Variables 

R Hybrid recursive regularized operator [ ] 

ψ 

∗
i Forcing corrective term [ ] 

c ∗
iα Discrete velocity [ ] 

c ∗s Lattice constant [ ] 

f ∗
i 

Distribution function [ ] 

f 
eq ∗
i 

Equilibrium distribution function [ ] 

f 
neq ∗
i 

Off-equilibrium distribution function [ ] 

τ ∗ Relaxation time [ ] 

Operators 

RMS Root-mean-square 

〈 〉 Time averaging 
+ Wall units 
2 
Reynolds-Averaged Navier-Stokes (RANS) approaches remain the 

ost commonly used family of methods for turbulent flow sim- 

lations of industrial relevance. However, these approaches have 

ifficulty in reliably predicting the flow field and heat transfer of 

ulti-jet impingement configurations [13] . Although k − ω SST and 

 

2 − f based models have been recommended for this family of 

est cases, many RANS multi-jet studies show significant discrep- 

ncies in the heat transfer distribution [20,21] . As a result, higher 

delity-simulations, typically those involving Large Eddy Simula- 

ion (LES) approaches, are highly attractive for these configura- 

ions, particularly when precise results are required. 

There are relatively few LES studies of impinging multi-jet con- 

gurations in the literature. Draksler et al. [16] performed a study 

f an array of jets arranged in a hexagonal shape, with no up- 

tream crossflow. Their simulation produced good agreement with 

he experimental configuration. Hossain et al. [22] simulated a sin- 

le row of jets exiting into a narrow channel, and were likewise 

ble to accurately predict the flow field and heat transfer. Otero- 

érez et al. [23] performed LES of a multi-jet configuration with 

ownstream crossflow, whereas Ahmimache (2022b) [24] carried 

ut an LES of a row of impinging jets with upstream crossflow. 

o the authors’ knowledge, these are the only LES that have been 

erformed on multi-jet configurations, with the last one being the 

nly one performed on an impinging jet test case with strong up- 

tream crossflow. It is likely that LES studies for these configura- 

ions are limited by their high computational cost. 

Due to the high cost of traditional Navier-Stokes based LES, 

he Lattice Boltzmann Method (LBM) has emerged as an alterna- 

ive means of performing LES. The principal element of the LBM is 

he collide-and-stream algorithm, which has low rates of dissipa- 

ion and dispersion [25] while typically only making use of imme- 

iate neighbors, rendering it efficient for massively parallel com- 

uting [26,27] . The use of Cartesian meshes can be paired with 

ctree refinement, significantly accelerating mesh generation. LBM 

pproaches have been tested on industrial configurations and have 

roduced good results at a lower computational cost compared to 

avier-Stokes methods [28] . 

Although LBM approaches have typically been limited to 

sothermal, weakly compressible flows, new LBM models have 

ade it possible to simulate thermal compressible flows [29–35] . 

hey combine a Lattice Boltzmann algorithm for the resolution of 

he mass and momentum equations, coupled with a finite differ- 

nce/finite volume scheme for the resolution of the energy scheme. 

his approach has been tested on the classic round impinging jet 

est case with a Reynolds number of 23 0 0 0 and a nozzle-to-plate

pacing of two diameters [36] , yielding very good agreement with 

revious experimental and numerical investigations of this con- 

guration. However, the method has remained untested for more 

omplex aerothermal jet simulations. 

Recently, Ahmimache et al. (2022a) [37] performed an in-depth 

tudy of a configuration based on a single row of impinging jets 

ith upstream crossflow. The test case is composed of a perfo- 

ated pipe whose holes produce jets that impact upon a heated 

at surface. It is a test case that is meant to represent a simpli-

ed geometry of an Active Clearance Control (ACC) sytem, meant 

o cool a turbine casing in order to induce a contraction in its size 

nd reduce the blade tip gap. They examined the effects of dif- 

erent nozzle-to-plate spacings, upstream crossflow intensities, jet 

eynolds numbers, and nozzle-to-nozzle spacings, and performed 

n in-depth study on their effects on the flow field statistics and 

eat transfer properties. This configuration thus possesses ample 

xperimental data that can be used to validate a numerical simu- 

ation approach. One of the main objectives of this work is thus to 

alidate the hybrid LBM approach for complex aerothermal flows 

y performing LBM-Large Eddy Simulations on the perforated pipe 
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est case of Ahmimache et al. (2022a) [37] for two levels of up- 

tream crossflow. 

Furthermore, although the database of Ahmimache et al. 

2022a) [37] is based on low speed incompressible flows, ACC sys- 

ems can involve jets of higher velocity [24,38] , where compress- 

bility effects are not negligible. Compressibility effects on multi- 

mpinging jet configurations are not well characterized. The exper- 

ments of Goodro et al. [39–41] on multiple arrays of jets indicate 

hat at constant Reynolds number, an increase of the Mach num- 

er yields increased heat transfer. By contrast, the RANS study of 

en Ahmed [42] shows a decrease in heat transfer with increasing 

ach number. In the present study, the hybrid LBM solver is fully 

ompressible, and these effects can be investigated. This is done 

ere on one of the configurations, via the Pressure Gradient Scaling 

PGS) [43] approach, where the value of the specific gas constant 

 s in the ideal gas relation p = ρR s T is adjusted. Three Mach num-

ers are investigated: Ma ≈ 0 . 08 (corresponding to the true physi- 

al conditions of the experiment of Ahmimache et al. (2022a) [37] ), 

a ≈ 0 . 30 , and Ma ≈ 0 . 50 . 

This paper is organized in the following sections. In Section 2 , 

he hybrid LBM solver used in this study is briefly detailed, along 

ith an additional mass flow rate condition used to ensure the cor- 

ect conditions are being simulated. Section 3 describes the numer- 

cal setup of the test case: the geometry, configurations, boundary 

onditions, fluid properties, meshes, and simulation strategy are 

etailed. In Section 4 , first, the results of the simulations at low 

ach number are validated against the experimental data. Next, 

he effects of compressibilty on the Nusselt number distribution 

re investigated. 

. Overview of the thermal LBM approach 

.1. Hybrid thermal compressible LBM 

Within this section, the variables written in non-dimensional 

orm are denoted using the subscript ∗. This is done using 

0 , �x, T 0 , �t = 

�xc ∗s √ 

R s T 0 
, where c ∗s = 

√ 

1 / 3 is the non-dimensional

attice constant. The simulations in this work are carried out us- 

ng the Lattice Boltzmann solver ProLB [44] , which has recently 

een adapted for carrying out complex thermal flows. The model 

ses an improved density-based thermal equilibrium distribution 

unction [34] with isotropy correction [45] , together with a hybrid 

egularized recursive (HRR) collision operator, coupled with an en- 

ropy equation solved with finite difference/finite volume scheme, 

sing the MUSCL approach [32,34,46] . The collide-and-stream al- 

orithm, in non-dimensional form, is as follows: 

f ∗
i 
(x ∗α + c ∗

iα, t ∗ + 1) = f eq ∗
i 

(x ∗α, t)+ 

1 − 1 

τ ∗ ) R ( f neq ∗
i 

) + 

1 

2 

ψ 

∗
i (x ∗α, t ∗) , 

(1) 

here f ∗
i 

is the particle distribution function, with the subscript 

 representing the index of the discrete lattice velocities c ∗
iα . Here, 

he D3Q19 lattice is used. f 
eq ∗
i 

is the equilibrium distribution func- 

ion, R ( f 
neq ∗
i 

) is the off-equilibrium distribution reconstructed us- 

ng the HRR collision operator (see [29–34,46] ), τ ∗ represents the 

ondimensional relaxation time τ ∗ = μ∗/ (ρ∗c 2 s ) + 

1 
2 , and ψ 

∗
i 

is a 

orcing term used to correct discretization errors produced by this 

BM approach. 

The equilibrium distribution function is written as: 

f eq ∗
i 

= ω i ρ
∗( f eq, (0) ∗

i 
+ f eq, (1) ∗

i 
+ f eq, (2) ∗

i 
+ f eq, (3) ∗

i 
) . (2) 

 i are the standard weights for the D3Q19 lattice. The term at or- 

er 0 is defined as: 

f eq, (0) ∗
i 

= 1 + d i , where d i = 

{ω 0 −1 
ω 0 

(T ∗ − 1) , c ∗
i 

= (0 , 0 , 0) 

T ∗ − 1 , else . 
(3) 
3 
he term at order 1 is: 

f eq, (1) ∗
i 

= 

c ∗
iα

c ∗2 
s 

u 

∗
α. (4) 

he term at order 2 is based on the isotropy correction of Bauer 

t al. [45] . It leads to the correct calculation of certain fourth order 

oments and is: 

f eq, (2) ∗
i 

= 

⎧ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎩ 

−u 

∗
αu 

∗
α, c ∗

i 
= (0 , 0 , 0) 

−3 u 

∗
αu 

∗
α + 6(c ∗

iαu 

∗
α) 2 , c ∗

i 
∈ { (±1 , 0 , 0) , 

(0 , ±1 , 0) , (0 , 0 , ±1) } 
− 3 

2 
c ∗2 

iα u 

∗2 
α + 

9 
2 
(c ∗

iαu 

∗
α) 2 , else . 

(5) 

astly, the term at order 3 is equal to: 

f eq, (3) ∗
i 

= 

1 
6 c 2 ∗s 

[ 
3(H 

(3) ∗
ixxy 

+ H 

(3) ∗
iyzz 

)(u 

∗
x u 

∗
x u 

∗
y + u 

∗
y u 

∗
z u 

∗
z )+ 

H 

(3) ∗
ixxy 

− H 

(3) ∗
iyzz 

)(u 

∗
x u 

∗
x u 

∗
y − u 

∗
y u 

∗
z u 

∗
z )+ 

(H 

(3) ∗
ixzz 

+ H 

(3) ∗
ixyy 

)(u 

∗
x u 

∗
z u 

∗
z + u 

∗
x u 

∗
y u 

∗
y )+ 

H 

(3) ∗
ixzz 

− H 

(3) ∗
ixyy 

)(u 

∗
x u 

∗
z u 

∗
z − u 

∗
x u 

∗
y u 

∗
y )+ 

(H 

(3) ∗
iyyz 

+ H 

(3) ∗
ixxz 

)(u 

∗
y u 

∗
y u 

∗
z + u 

∗
x u 

∗
x u 

∗
z )+ 

H 

(3) ∗
iyyz 

− H 

(3) ∗
ixxz 

)(u 

∗
y u 

∗
y u 

∗
z − u 

∗
x u 

∗
x u 

∗
z ) 

] 
. 

(6) 

here H 

(3) ∗
iαβγ

are the LBM Hermite polynomials at order three: 

 

(3) ∗
iαβγ

= c ∗iαc ∗iβc ∗iγ − c ∗2 
s 

(
c ∗iαδβγ + c ∗iβδγα + c ∗iγ δαβ, 

)
. (7)

t can be seen, that in contrast to the classic isothermal LBM, 

ariable temperature T ∗ is present within the equilibrium distri- 

ution function, leading to an expression for pressure equal to 

p ∗ = ρ∗c ∗2 
s T ∗ in non-dimensional terms, or p = ρR s T in dimen-

ional terms. On standard lattices, the present equilibrium distri- 

ution function leads to errors in the viscous stress tensor (includ- 

ng the Mach error present in standard LBM approaches), which 

re corrected via the term ψ 

∗
i 

: 

 

∗
i = ω i 

H 

(2) ∗
iαβ

2 c ∗4 
s 

∗
αβ, (8) 

efined such that 

∗
αβ

= c ∗2 
s u 

∗
α

∂(ρ∗(1 −T ∗)) 
∂x ∗

β
+ c ∗2 

s u 

∗
β

∂(ρ∗(1 −T ∗)) 
∂x ∗α

+ 

2 
3 
δαβρ∗c ∗2 

s 

∂u ∗γ
∂x ∗γ

− δαβc ∗2 
s 

∂ρ∗(1 −T ∗) 
∂t ∗ + 

∂Er r ∗
αβγ

∂x ∗γ
. 

(9) 

here 
∂Er r ∗

αβγ

∂x ∗γ
is the term derived from the inability of standard 

attices to recover third order moments: 

∂Er r ∗
αβγ

∂x ∗γ
= −

⎡ 

⎢ ⎣ 

∂ρ∗u ∗x u 
∗
x u 

∗
x 

∂x ∗
∂ρ∗u ∗x u 

∗
y u 

∗
z 

∂z ∗
∂ρ∗u ∗x u 

∗
y u 

∗
z 

∂y ∗

∂ρu ∗x u 
∗
y u 

∗
z 

∂z ∗
∂ρ∗u ∗y u 

∗
y u 

∗
y 

∂y ∗
∂ρ∗u ∗x u 

∗
y u 

∗
z 

∂x ∗

∂ρ∗u ∗x u 
∗
y u 

∗
z 

∂y ∗
∂ρ∗u ∗x u 

∗
y u 

∗
z 

∂z ∗
∂ρ∗u ∗z u 

∗
z u 

∗
z 

∂z ∗

⎤ 

⎥ ⎦ 

(10) 

When coupled with an entropy equation, the equivalent macro- 

copic equations are the compressible Navier-Stokes equations, 

ith the energy equation based on entropy s : 

∂ρ

∂t 
+ 

∂ρu α

∂x α
= 0 , (11) 

∂ρu α

∂t 
+ 

∂(ρu αu β + pδαβ ) 

∂x β
= 

∂ 

∂x β
T αβ . (12) 

∂s 

∂t 
+ u α

∂s 

∂x α
= 

1 

ρT 

∂ 

∂x α
(−q α) + 

1 

ρT 
T αβ

∂u α

∂x β
(13) 
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Table 1 

Summary of the physical properties of the cases. 

Case 1 Case 2 

Re j 5 0 0 0 5 0 0 0 

� j/D j 2.25 2.25 

H/D j 3 3 

V R 9.7 2 

˙ m 1 [ kgs 
−1 

] 0.002 0.0097 

˙ m 2 [ kgs 
−1 

] 0.002 0.002 

˙ m 3 [ kgs 
−1 

] 0 0.0077 

Ma j ≈ 0 . 08 , 0 . 30 , 0 . 50 ≈ 0 . 08 
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here T αβ is the viscous stress tensor: 

 αβ = μ( 
∂u α

∂x β
+ 

∂u β

∂x α
− 2 

3 

∂u γ

∂x γ
) . (14) 

nd q α is the heat flux: 

 α = λ
∂T 

∂x α
. (15) 

 full reconstruction approach is used for the boundaries, and 

he direct coupling (DC) algorithm of Astoul et al. [47] , adapted 

or thermal flows, is used for grid transitions. The subgrid scale 

erms are modeled using the shear-improved Smagorinsky model 

f Lévêque et al. [48] . This model is based on the Smagorinsky 

odel, but reduces the value of turbulent viscosity in zones of 

ean shear such as boundary layers and shear layers. 

.2. Mass flow rate boundary conditions 

In the present work, the only deviation from the model used 

n [36] is the use of mass flow rate boundary conditions. These 

re required in order to ensure that the correct flow configuration 

s being solved. Navier-Stokes Characteristic Boundary conditions 

NSCBC) are used for in and outflow conditions, using the Local 

ne Dimensional Inviscid (LODI) [49] approximation, and adapted 

or LBM approaches [50] . From Lodato et al. [51,52] , the outgoing 

ave L 5 corresponding to normal velocity u n for non-reflecting 

urbulent inflow condition, if transverse terms are neglected, can 

e rewritten as: 

 5 = ρc 

(
K cbc , in 

(
u n − u 

t 
n 

)
− ∂u 

t 
n 

∂t 

)
, (16) 

here K cbc,in is a relaxation coefficient (in Hz), and u t n is the tar- 

et normal velocity. The time derivative 
∂u t n 
∂t 

term is used if inflow 

erturbations (turbulence injection) are used. For a mass flow rate 

ondition, L 5 is simply modified such that: 

 5 = ρc 

(
K cbc , in 

ρ

(
( ρu ) n − ( ρu ) 

t 
n 

)
− ∂u 

t 
n 

∂t 

)
. (17) 

In the case where there are multiple outlets, and therefore mul- 

iple mass flow rates to be specified, an additional boundary con- 

ition is required in order to ensure the correct distribution of flow 

hrough the separate outlets. For this case, the approach proposed 

y Odier et al. [53] is used. The pressure imposed on the dynamic 

utlet is updated every τupdate periods of time such that: 

p n +1 = p n + K dyn, out (〈 ˙ m 〉 − ˙ m 

t ) (18) 

here the subscript n represents the given period, K dyn, out is an- 

ther relaxation coefficient, 〈 ˙ m 〉 is the mass flow rate through the 

utlet averaged over τupdate , and ˙ m 

t is the target mass flow rate. 

hus, at every period n of duration τupdate , the actual mass flow 

ate is evaluated and compared to the target mass flow rate. If, for 

xample, the mass flow rate is too low, at the next period n + 1 ,

he imposed pressure is changed such that p n +1 < p n . This im- 

osed pressure is used as a target for the classical NSCBC pressure 

utlet of [49–51] . 

. Setup 

.1. Geometry and configurations 

The configuration is presented in Fig. 1 a and is composed of 

 perforated pipe embedded into a rectangular cuboid domain. It 

s the same geometry as the one studied experimentally by Ahmi- 

ache et al. (2022a) [37] . The seven holes along the pipe are circu-

ar and uniform, and are of diameter D j . They are directly normal 
4

o a heated flat plate. Fluid is supplied to the pipe at mass flow 

ate ˙ m 1 . When the fluid reaches the holes, it forms jets which im- 

inge upon the heated plate. The amount of flow that goes through 

he pipe holes is denoted ˙ m 2 , and this flow is allowed to leave the 

omain through a larger hole. At the opposite side of the pipe in- 

et, either a solid wall is placed, (henceforth called case 1, or C1), 

r a mass flow ˙ m 3 is allowed to leave the pipe domain (hence- 

orth called case 2, or C2). For C1, since the end of the pipe is

locked off, all of the inflow entering the pipe leaves through the 

ipe holes, and thus ˙ m 1 = ˙ m 2 . For C2, ˙ m 1 = ˙ m 2 + ˙ m 3 . 

A detailed view of the XZ and Y Z planes (respectively at y = 0 

nd x = 0 ) of the computational domain is shown in Fig. 1 b. The

imensions are written in terms of the hole diameter D j = 4 mm . 

he pipe has an inner diameter D p = 8 . 2 D j = 32 . 8 mm , and an

uter diameter of 10 D j = 40 mm . The holes are spaced evenly with 

 distance � j = 2 . 25 D j . The inset in Fig. 1 b shows the two possible

onfigurations C1 and C2, showing a blocked and open pipe exit 

espectively. The nozzle-to-plate spacing is H/D j = 3 . The heated 

late is a rectangle of size [ L x × L y ] = [20 D j × 15 D j ] and its center

s placed directly above the central hole. The origin of the domain 

s placed at the center of the exit of the central hole. 

One of the means of quantifying the two cases is by means of 

he speed or velocity ratio V R , which is the ratio of the bulk speed

r bulk momentum magnitude of the jets relative to that of the 

ipe. This parameter is defined as: 

 R = 

(ρU) j,a v g 
(ρU) p 

(19) 

here (ρU) j,a v g is the average bulk momentum magnitude of the 

ets, (ρU) p is the bulk momentum magnitude through the pipe, A p 

s the cross-sectional area of the pipe, and A j is the cross-sectional 

rea of each of the seven holes. 

The two cases are summarized in Table 1 . They correspond to 

wo of the test cases investigated by Ahmimache et al. (2022a) 

37] . For case 1, since the pipe exit is blocked off, ˙ m 1 = ˙ m 2 . Based

trictly on conservation of mass and the area ratio 
A p 
7 A j 

, the ra- 

io between the pipe and jet bulk momenta is 9.606, compared 

o a nominal value of V R = 9 . 7 used to describe the experimental

est case. This difference is attributed to uncertainties in the ex- 

erimental equipment [37] . As the characteristic jet speed is ≈ 9 . 7 

imes greater than the speed of the pipe flow, crossflow effects are 

elatively weak for this configuration. By contrast, for case 2, the 

haracteristic jet speed is only ≈ 2 . 0 times greater than the speed 

f the pipe flow, and as a result, crossflow effects are significantly 

tronger than for case 1. 

Ma j in the table corresponds to the approximate Mach num- 

er of the jets exiting from the holes. For both cases, the mass 

ow rate through the holes ˙ m 2 = 2 gs −1 , corresponds to a jet bulk 

omentum magnitude (ρU) b, j = 22 . 73642 kgm 

−1 
s −1 . With an ap- 

roximate density of ≈ 1 . 1762 kgm 

−3 
, this corresponds to a nomi- 

al bulk speed of U 

nom 

j 
= 19 . 33 ms −1 . However, the vena contracta 

ffect reduces the cross-sectional area of the jet, and in reality, 

he jets exit at ≈ 27 − 30m / s . The approximate effective velocity 



Fig. 1. Diagrams of the simulated geometry and the two possible cases. 
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= 1 . 4 U 

nom 

j 
is used to calculate the Mach number used to de-

ote the test cases. Ma j ≈ 0 . 08 represents the real physical condi- 

ions studied in the experiment, whereas Ma j ≈ 0 . 30 and Ma j ≈
 . 50 correspond to additional studies performed here, using the 

GS approach. 

.2. Fluid properties and boundary conditions 

The working fluid has a specific gas constant of R s = 

87 . 15 Jkg 
−1 

K 

−1 for the configuration corresponding to the real 

xperiments ( Ma j ≈ 0 . 08 ). For the investigation of higher Mach 

umbers, R s = 20 . 42 Jkg 
−1 

K 

−1 for the Ma ≈ 0 . 3 case, and R s =
 . 35 Jkg 

−1 
K 

−1 for the Ma ≈ 0 . 5 case. The dynamic viscosity is set 

o μre f = 1 . 82 × 10 −5 kgm 

−1 
s −1 , with variation based on Suther- 

and’s law. The Sutherland reference temperature is set to T = 

00 K, (which is the temperature imposed at the pipe inlet), for the 

a ≈ 0 . 08 and Ma j ≈ 0 . 30 cases. For the Ma j ≈ 0 . 50 case, the ac-

eleration of the fluid through the jet holes leads to a loss in static 

emperature, leading to T j ≈ 287 K. In order to maintain the same 

et Reynolds number, the Sutherland reference temperature is set 

o 287 K for this case. 

For C1, the mass inflow of ˙ m 1 = 2 gs −1 corresponds to a pipe 

ulk momentum magnitude (ρU) p = 2 . 367 kgm 

−1 
s −1 , yielding a 

ipe Reynolds number Re p = 4266 . A power law profile for the spe-
5 
ific momentum is prescribed at the inlet using the NSCBC condi- 

ion described in 2.2 . The profile is defined such that 

ρU) x (r) = (ρU) cl 

(
1 − r 

R 

)
1 /n , (20) 

ith the centerline velocity (ρU) x,cl = 1 . 31(ρU) p and n = 5 . 15 .

he centerline coefficient is taken from the DNS of El Khoury at 

e b = 5 300 [54] , with n chosen to ensure that the integral of

he momentum profile corresponds to the correct mass flow. Ho- 

ogeneous Isotropic Turbulence (HIT), based on the approach of 

échara et al. and Bailly and Juvé [55,56] is injected across the in- 

et plane. A static temperature of T p = 300 K was imposed at the 

nlet. The outlet pressure corresponding to ˙ m 2 is set to p ˙ m 2 
= 

01325 Pa . All of the walls except for the central plate are adiabatic 

o-slip walls. For the central plate, first an initial simulation with 

n adiabatic no-slip wall is run in order to obtain T aw 

, after which a

eat flux condition with q w 

= 40 0 0 Wm 

−2 is imposed (for the cases 

nvolving PGS, q w 

= 284 . 4 Wm 

−2 for Ma ≈ 0 . 30 and 102 . 4 Wm 

−2 for 

a ≈ 0 . 50 to maintain dimensional consistency). Each combination 

f the configuration and mesh thus has an adiabatic run and a heat 

ux run. 

For C2, this configuration adds an additional degree of compli- 

ation to the numerical simulation, as two mass flow conditions 

ust be controlled in order to attain the correct Reynolds numbers 

and hence crossflow intensities). The mass inflow of ˙ m = 9 . 7 gs −1 



Fig. 2. Zoomed X-Z cross-section of instantaneous non-dimensional axial velocity for Case 2, along with the grid points of Mesh 2. 

Fig. 3. Non-dimensional mesh element size �z + on the impacted plate, for Case 1, Ma j ≈ 0 . 08 . 
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orresponds to a pipe bulk momentum magnitude (ρU) b,p = 

1 . 47979 kgm 

−1 
s −1 , yielding a pipe Reynolds number Re p = 20 464 . 

s in C1, a power law profile with HIT is imposed with the same

tatic temperature condition, this time with (ρU) cl = 1 . 262(ρU) b,p 

nd n = 6 . 05 . The outlet pressure corresponding to ˙ m 2 is like-

ise set to p ˙ m 2 
= 101325 Pa . However, for the pipe outlet, a dy- 

amic pressure condition (described in Section 2.2 ) is imposed so 

hat ˙ m 3 = 7 . 7 gs −1 . The initial guess for the pressure was set to 

p ˙ m 2 , n =0 = 101925 Pa . The wall conditions are identical to the ones 

f C1. 

In order to alter the Mach number of the jets, three values 

f the gas constant R s are chosen. Given a jet temperature of 

 j ≈ 300 K, the Mach number is approximately 0 . 08 , 0 . 30 , 0 . 50 for

he values of R s = 287 . 15 , 20 . 42 , 7 . 35 . 

.3. Meshing strategy 

When using octree mesh structures, the zones where different 

esh sizes are used are referred to as Resolution Domains (RD). 
6

ere, RD1 refers to zones where the finest grid spacing is used. 

rid spacing in RD2 is 2 × greater than the spacing in RD1, and in

D3 it is 4 × greater, and so on. Nodes in RD2 are updated only 

alf as often as nodes in RD1 (meaning that the time step for RD2 

s double that of RD1). As a result, the notion of ”equivalent” fine 

odes can be introduced. An RD2 node is counted as having the 

ost of 1 / 2 that of an RD1 node, and an RD3 node is counted as

 / 4 , and so on. 

An instantaneous snapshot of the axial velocity and grid points 

an be seen in Fig. 2 , showing the mesh topology on the right hand

ide. In all cases, RD1 points are reserved for the jet holes and the 

oints near the impingement surface. For C1, the Reynolds number 

n the pipe is low ≈ 4 300 , and therefore, RD4 is used near the

ipe walls, with RD5 used in the bulk flow of the pipe. For C2, 

ecause the pipe Reynolds number is higher, RD3 is used near the 

ipe walls, with RD4 used in the bulk flow. 

Table 2 provides a quantitative description of the grids for Case 

. Case 2 has similar grid properties, but results in about ≈ 15% 

ore CPU time for the same physical time, due to the extra points 

laced in the central pipe due to the higher Reynolds number. The 

eshes are identical for the PGS cases with Ma ≈ 0 . 30 and Ma ≈
 . 50 . However, due to the increased time step relative to the flow-

hrough-time, these cases require 3 and 4 times fewer time steps 

han the baseline case, respectively. 



Fig. 4. Evolution of the mass flow rate and spatially averaged wall temperature over time for the different simulations used for Case 2, Ma j ≈ 0 . 08 . 

Fig. 5. Comparison of 〈 u z 〉 for a cut in the XZ plane, y = 0 , for Case 1, Ma j ≈ 0 . 08 . The dotted lines in the upper left contour represent the z locations of the 1D profiles. 

7 



Fig. 6. Comparison of u RMS 
z for a cut in the XZ plane, y = 0 , for Case 1, Ma j ≈ 0 . 08 . The dotted lines in the upper left contour represent the z locations of the 1D profiles. 

Table 2 

Summary of the properties of the different meshes. C1M1 = Configuration 1 Mesh 

1, C1M2 = Configuration 1 Mesh 2. 

C1M1 C1M2 

�(x, y, z) RD 1 /D jet 0.0125 0.01 

�(x, y, z) max /D jet 0.4 0.32 

Total Points (M) 21.68 40.48 

Eq. Fine Points (M) 13.31 25.12 

�t (s) 8 . 9785 · 10 −8 7 . 1828 · 10 −8 

N � t for τimpact 6914.26 8642.82 

N � t for τstats 768 0 0 0 960 0 0 0 

CPU time for τstats 9164.97 19672.49 
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A visualization of the near-wall distance �z + is shown in Fig. 3 . 

he maximal values ( ≈ 7 , 5 . 9 for meshes 1 and 2, respectively) are

igher than the typically recommended of ≈ 2 value for typical LES 

all boundary layers [57] . However, satisfactory flow field results 

sing LBM solvers have been found for larger values [58,59] . Fur- 

hermore, the near-wall flow physics of an impinging jet differ sig- 

ificantly from that of a typical boundary layer, with good heat 

ransfer results being reported for LES with wall-normal distances 

uperior to 2 [9,36] . For impinging jets, it has previously been re- 

orted that high levels of grid stretching near the wall leads to 

oor results [6,7] . Since the mesh is entirely composed of cubes, 

he stream and spanwise grid point distance is equivalent to the 

all-normal distance, producing excellent resolution in these di- 

ections. 
8 
.4. Simulation strategy and convergence 

The flow field and heat transfer statistics are all based on a sta- 

istical time of τstat ≈ 111 τimpact , where τimpact = 3 
D j 

U nom 
j 

is the flow- 

hrough time from the holes to the wall, based on the nominal 

ulk speed U 

nom 

j 
= 19 . 33 ms −1 . In order to make sure that the ef- 

ects of compressibility are properly accounted for, each configu- 

ation is simulated with both an adiabatic and a heated wall con- 

ition at the plate. For the sake of consistency, this is performed 

cross all Mach numbers, even if it will be shown in Section 4.3 

hat this is unnecessary for Ma j ≈ 0 . 08 . The simulations are run 

equentially, with a typical order as follows: 

1. C1M1, adiabatic wall, 

2. C1M1, imposed heat flux, 

3. C1M2, imposed heat flux, 

ith the proceeding simulation being initialized with the field 

ased on the time step of the previous simulation. The statistics 

re taken after a transient period that is determined using the tem- 

oral convergence of the mass flow rate and the space-averaged 

all temperature. 

Fig. 4 shows the convergence of the mass flow rate and 

pace-averaged wall temperature for Case 2, Ma ≈ 0 . 08 . It can 

e seen that after a period of adaptation, the outlet condition 

t the end of the pipe is able to adjust its pressure such that 

he correct distribution of fluid is achieved between the holes 



Fig. 7. Comparison of instantaneous u z for the two meshes at a cut in the XZ plane, 

y = 0 , for Case 1, Ma j ≈ 0 . 08 . 

Fig. 8. Comparison of 〈 u z 〉 for the two cases, Ma j ≈ 0 . 08 , at a cut in the XY plane, 

z/D j = −0 . 1 , for Mesh 2. 

a

fl
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r

s

Fig. 9. Comparison of the Nusselt number for the two meshes, for Case 1, Ma j ≈ 0 . 08 . Th

profiles along x and y . 

9 
nd the pipe exit. In all of the cases studied here, the mass 

ow rates evaluated over the statistical period are within 1% 

f the target values. Since the corresponding experimental study 

eports a mass flow uncertainty of 2% [37] , this is considered 

atisfactory. 
e dotted lines in the upper left contour represent the locations of the cuts for the 



Fig. 10. Mean Nusselt number (top) and instantaneous aerothermal field near the 

wall (bottom), with zoom at one of the locations of a secondary peak, for Case 1, 

Mesh 2, Ma j ≈ 0 . 08 . 

Fig. 11. Comparison of the Nusselt number for the three Mach numbers, for Case 1, 

Mesh 2. 

Fig. 12. Comparison of the Nusselt number for two Mach numbers, for Case 1, Mesh 

2, using different normalization temperatures. 
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10 
. Results and discussion 

.1. Validation of the flow field 

Fig. 5 shows a cut in the XZ plane at y = 0 of the mean axial ve-

ocity at the three central holes, along with the 1D velocity profiles 

long x on lines at z/D j = 0 . 2 , 1 . 0 , 2 . 0 , 2 . 8 , for Case 1. Fig. 6 shows

he same profiles, but for the velocity fluctuations. 

The qualitative 2D velocity profile shows good agreement be- 

ween the experiments and the LBM-LES. However, it can be 

learly seen that the LBM-LES results have ”thicker” jet cores that 

ersist longer in the axial direction than those seen in the experi- 

ental data. Examining the 1D velocity profile at z/D j = 0 . 2 , both

BM-LES meshes produce roughly the same results, with slightly 

atter profiles than the experimental results. By contrast, at x/D j = 

 . 0 , Mesh 2 produces better agreement, as the jet core has been

educed in width, indicating that the finer mesh better captures 

he development of the jet. Closer to the wall, at z/D j = 2 . 0 and

/D j = 2 . 8 , all both meshes produce results that are in good agree-

ent with the experimental data, although the LES shows a more 

owerful fountain zone, with stronger levels of negative axial ve- 

ocity. 

The discrepancies between the numerical simulations and the 

xperimental data in the 2D fields are greater for the veloc- 

ty fluctuations than for the mean velocity. Notably, it can be 

een that the shear layers show weaker fluctuations near the 

oles. This contrast is particularly visible in the right shear lay- 

rs, which, for both meshes, show little fluctuations until around 



Fig. 13. Comparison of 〈 u z 〉 for a cut in the XZ plane, y = 0 , for Case 2, Ma j ≈ 0 . 08 . The dotted lines in the upper left contour represent the z locations of the 1D profiles. 
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4

N

/D j ≈ 0 . 5 . For the left shear layer, the finer mesh is better able

o capture the Kelvin-Helmholtz instability and the transition to 

urbulence. 

The same profiles as Figs. 5 and 6 , but for Case 2 instead of

ase 1, can be found at Figs. 13 and 14 , in Appendix A.1 . The con-

lusions are by and large, the same as for Case 1, although the jets 

re significantly thinner for Case 2 than for Case 1, as the much 

tronger upstream crossflow leads to a greater degree of jet defor- 

ation, and produces thinner shear layers. 

The destabilization of the shear layer can be seen in the in- 

tantaneous profiles of axial velocity for Case 1 for both meshes 

n Fig. 7 . The breakdown of the roughly irrotational potential core 

ccurs via a ”pinching” action induced by the generated vorti- 

al structures [60] . It can be seen that the finer mesh leads to

n earlier breakdown of the laminar shear layer, as was seen 

n Figs. 5 and 6 . This test case involves the acceleration of the

uid through the holes, producing jets where the jet shear lay- 

rs undergo transition via the Kelvin-Helmholtz instability with 

 Re ≈ 5 0 0 0 , a process that represents a particular challenge.

he Reynolds number is sufficiently low such that the transi- 

ion to turbulence is not immediate in the numerical simulations. 

he simulation must use sufficient points, and have a sufficiently 

on-dissipative numerical scheme, in order to capture this phe- 

omenon. However, it can be seen in Figs. 5 and 6 that further 

ownstream, at stations z/D j = 2 . 0 and z/D j = 2 . 8 , the two meshes

roduce very similar results, suggesting that the delayed transition 

o turbulence exhibited by the first mesh does not lead to serious 

iscrepancies in the flow field near the wall. 
11 
Fig. 8 shows the mean velocity profiles for cases 1 and 2, for 

esh 2, at a distance of 0 . 1 D j upstream of the nozzles, inside the

ipe perforations. It can be seen that both profiles are not axisym- 

etric, with a reduction of the effective area of the jet seen on the 

eft, which was described in the experimental study of Fénot et al. 

2016) [61] . The degree of non-axisymmetry is greater for Case 2 

han for Case 1, and the smaller effective area of the jets of Case 

 means that the gradients are sharper, meaning even more points 

re required to effectively capture the shear layer behavior. 

The three-dimensional nature of this test case presents addi- 

ional difficulty compared to typical long pipe jets. For long pipe 

ets, mesh refinement can be placed in the pipe boundary layer, 

hich can be extended into the free jet shear layer: the user 

nows a priori where the zones of strong shear are, and can there- 

ore mesh accordingly. This is typical in long pipe jet LES studies 

6,7,10,36] . In the present test case, the three-dimensional nature 

f this flow renders the placement of additional refinement zones 

n the jet shear layer significantly more complicated, thus leading 

o the wholesale refinement in the holes, as seen in Fig. 2 . The

resence of ”wasted” points in this current simulation (of which 

here are more for Case 2 than for Case 1) renders the future use 

f adaptive mesh refinement techniques attractive. 

.2. Validation of the wall heat transfer 

The Nusselt number is defined as: 

u = 

hD j 

λre f 

, (21) 



Fig. 14. Comparison of u RMS 
z for a cut in the XZ plane, y = 0 , for Case 2, Ma j ≈ 0 . 08 . The dotted lines in the upper left contour represent the z locations of the 1D profiles. 
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here λre f is a reference thermal conductivity, and h is the heat 

ransfer coefficient, defined as: 

 = 

q w 

T w 

− T re f 

, (22) 

here q w 

is the wall heat transfer (imposed as a boundary condi- 

ion): 

 w 

= 

(
λ(T = T w 

) + λsgs 

)∂T 

∂n 

| w 

. (23) 

here λ(T = T w 

) is the thermal conductivity that varies according 

o Sutherland’s law, λsgs is the subgrid scale thermal conductivity, 

nd 

∂T 
∂n 

| w 

is the temperature gradient at the heated wall. 

The choice of T re f can play a crucial role in the profile of the

usselt number [62] . If the jet is incompressible, and the jet tem- 

erature is equivalent to the ambient temperature, then T re f = T j 
an be chosen. However, if either of those two criteria are not 

espected, then the proper choice is T re f = T aw 

, with T aw 

the wall

emperature for an equivalent jet test case, but with an adiabatic 

all instead of a heated one. In this section of this work, T re f = T aw 

s used to calculate h , and λre f = λ(T = T j ) for the calculation of

u . The effects of the choice of T re f are discussed in Section 4.3 . 

The first column of Fig. 9 shows the time-averaged 2D Nus- 

elt number profile at the impacted plate for Case 1, compar- 

ng the results of the experiments with that of the LBM-LES. The 

econd column compares the profile along x along the row cen- 

erline ( y/D j = 0 ), along y at the location of the central stagna-

ion point ( x/D j = 0 . 4 ), and the line-averaged y profile between

5 . 25 ≤ x/D j ≤ 6 . 05 (which covers the five central holes). 
12 
For the distribution along x , it can be seen that both meshes re- 

over the Nusselt number distribution with a high degree of preci- 

ion, in particular at the stagnation points. At this location, the dif- 

erence between the two meshes is relatively minor. For the three 

ets on the right, the stagnation points are shifted very slightly to 

he right, but otherwise show good agreement. 

Small intermediate peaks of the Nusselt number can be seen 

n between stagnation points, which are not present in the exper- 

mental results. Within the present simulation results, these sec- 

ndary peaks are a result of the collision of adjacent wall jets and 

he formation of the fountain effect, as seen in Fig. 10 . “below” the 

ountain effect, a secondary vortex is formed, leading to a recir- 

ulation bubble that brings cool fluid in contact with the wall. In 

ontrast to the secondary peak in the Nusselt number found for 

ingle axisymmetric jets, these peaks are attested at any given in- 

tant of the simulation. The secondary vortices are described by 

arcasci [63] , and were attested in the PIV study of Ichikawa et al. 

64] . The presence of secondary peaks at the location of two ad- 

acent wall jets is also attested by the infrared camera study of 

ae-Hayee, et al. [65] . The LES results of Draksler et al. [16] attest 

imilar secondary peaks. It is possible that the IR camera results 

f Ahmimache et al. [37] did not possess sufficient resolution to 

etect these secondary peaks. 

The profile along y at x/D j = 0 . 4 shows similarly good agree-

ent. Mesh 1 shows a fairly significant underestimation of the 

usselt number further away from the stagnation point, whereas 

esh 2 follows the experimental data quite well. The line-averaged 

ata, which allows for the heat transfer of the five central jets to 



Fig. 15. Comparison of the Nusselt number for the two meshes, for Case 2, Ma j = ≈ 0 . 08 . The dotted lines in hte upper left contour represent the locations of the cuts for 

the profiles along x and y . 
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e averaged, also shows similarly good agreement with the experi- 

ental data. Integrating the line-averaged data from −4 ≤ y/D j ≤ 4 

roduces a spatially averaged Nusselt number across the plate of 

2.42 for the experimental data, along with 30.32 ( 6 . 48% error) for

esh 1, and 32.20 ( 0 . 679% error) for Mesh 2. When taking into ac-

ount the experimental uncertainty of 6 − 12% reported by Ahmi- 

ache et al. [37] , the precision of the LBM-LES data in this current

tudy can be considered excellent. 

As in the case for the velocity profiles, the heat transfer plots 

or Case 2 can be found in Appendix A.1 , in Fig. 15 . The agreement

etween the experiments and the LBM-LES solutions is good for 

his case as well. Regarding the space averaged Nusselt number, 

he experimental data yields a value of 33.46, with 30.36 ( 9 . 26%

rror) for Mesh 1, and 32.56 ( 2 . 69% error) for Mesh 2. Although

he error is slightly higher than for Case 1, the results are still in

ery close agreement. 

.3. Compressibility effects on the nusselt number 

As previously discussed in Section 1 , compressibility effects on 

ulti impinging jet heat transfer are not universally characterized 

n the literature, with the experiments of Goodro et al. [39–41] in- 

icating increased heat transfer with higher Mach number, and the 

ANS study of Ben Ahmed et al. [42] indicating reduced heat trans- 

er. Regarding single jet heat transfer, the experimental study of 

énot et al. (2019) [66] found a modest increase in heat trans- 

er with increasing Mach number near the stagnation point for 

n impingement distance H/D j = 1 . By contrast, for an impinge- 

ent distance of H/D j = 5 , they reported essentially no effect of 

he Mach number on the stagnation point heat transfer. The DNS 

f Wilke and Sesterhenn [67] and the LES of Otero-Pérez and Sand- 

erg [62] report a positive impact near the stagnation point, pro- 

ided that λre f = λ(T = T j ) is used in the calculation of the Nus-
13 
elt number [62] . The compressibility effects of the Mach number 

n the stagnation region are summarized in Table 3 . 

Fig. 11 shows the Mach number effects on the wall heat trans- 

er for Case 1, using Mesh 2. T re f = T aw 

is used to calculate h , and

re f = λ(T = T j ) is used to calculate the Nusselt number. The Mach 

umber is positively correlated with the heat transfer at the stag- 

ation point. By contrast, further downsteam from the stagnation 

oints, for || y/D j || > 1 . 5 , the line-averaged Nusselt number curves

re essentially identical, and thus independent of the Mach num- 

er. The behavior of these curves is qualitatively very similar to 

he results of Otero-Pérez et al. [62] for λre f = λ(T = T j ) (denoted

s Nu ∗ in their manuscript). 

Because the original test case involves a flow at Ma j ≈ 0 . 08 , it

an be tempting to use PGS in order to accelerate the calculation 

nd achieve faster convergence. This practice has been used by fi- 

ite volume compressible solvers in order to avoid the excessively 

hort time steps imposed by the acoustic CFL number [68] . In the 

resent study, the Ma j ≈ 0 . 30 case required 1 / 3 the amount of CPU

ime as the test case corresponding to Ma j ≈ 0 . 08 (corresponding 

o the reference data of Ahmimache (2022) [37] ), and produced 

usselt number profiles that varied only modestly compared to the 

rue configuration if the adiabatic wall temperature was used as a 

ormalization. 

Fig. 12 shows the Nusselt number distribution depending on the 

alue of T re f used to calculate h , with the choice being either the 

diabatic wall temperature T aw 

or the pipe injection temperature 

 p . For Ma j ≈ 0 . 08 , the profiles are unchanged, as the compress-

bility effects are so weak that T aw 

≈ T j . By contrast, even for the 

odest Mach number of 0.30, the adiabatic wall temperature pro- 

le is sufficiently modified and non-homogeneous so as to produce 

ualitatively different results. The maximal heat transfer is located 

ot at the stagnation points, but adjacent to them. This is because 

he stagnation point experiences additional heating due to com- 



Table 3 

Summary of the effects of the Mach number on stagnation region heat transfer found in the literature and in the present study. 

Study Configuration H/D j T re f λre f Result 

Present (LES) Multi-jet 3 T aw λ(T = T j ) Positive correlation 

Goodro et al. [40] (Exp.) Multi-jet 3 T t N/S Positive correlation 

Ben Ahmed et al. [42] (RANS) Multi-jet 9 T t N/S Negative correlation 

Fénot et al. (2019) [66] (Exp.) Single jet 1, 5 T aw λ(T = T aw ) Positive correlation ( H/D = 1 ), no impact ( H/D = 5 ) 

Wilke and Sesterhenn [67] . (DNS) Single jet 5 T t λconst [62] Positive correlation 

Otero-Pérez and Sandberg [62] . (LES) Single jet 4.5 T aw λ(T = T j ) Positive correlation if λre f = λ(T = T j ) 
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ressible phenomena, increasing the value of T w 

and hence reduc- 

ng Nu . The rise in temperature due to compressibility effects then 

ecays further away from the stagnation point [62] . Furthermore, 

he present multi-jet configuration, which involves the rapid accel- 

ration of flow from a large pipe into small orifices, leads to a non-

egligible drop in static temperature in the free jets at Ma ≈ 0 . 3

nd Ma ≈ 0 . 5 , a phenomenon observed by Oliver et al. [69] . 

When an additional, preliminary simulation is performed to re- 

over T aw 

, the aforementioned phenomena are taken into account 

nd the location of maximal heat transfer is returned to the stag- 

ation points. Thus, the additional simulation for T aw 

is superflu- 

us for the Ma j ≈ 0 . 08 test case, but not for the Ma j ≈ 0 . 30 one.

or PGS approaches, the reduced CPU time per convective time 

omes at the cost of performing an additional simulation, due to 

he emergence of a temperature drop in the orifices as well as non- 

omogeneous adiabatic wall temperature variation due to pres- 

ure work at the walls. These phenomena are not negligible at 

a j ≈ 0 . 3 , rendering the PGS approach less attractive, although it 

s possible that a PGS approach at Ma j ≈ 0 . 2 may be a good com-

romise between reducing simulation time and avoiding the intro- 

uction of noticeable compressible phenomena. 

. Conclusion 

An LES of a multi-impinging thermal jet test case consisting of 

 single row of seven jets emerging from a perforated pipe was 

erformed under a variety of conditions using a compressible Lat- 

ice Boltzmann solver. A strong and weak cross flow test case were 

ested. The Mach number was also varied, using a Pressure Gra- 

ient Scaling approach. The strong upstream crossflow condition 

equired the use of a dynamic mass flow condition, which suc- 

essfully reproduced the correct distribution of fluid flow. The flow 

tatistics and heat transfer fields of the low Mach test cases were 

hen validated against a rich base of data from a corresponding ex- 

eriment. 

The flow statistics showed good agreement with the experi- 

ental data for both test cases, although some discrepancies were 

ound, particularly in the shear layers. This was attributed to the 

ifficulties in adequately capturing the breakdown of laminar shear 

ayers at the modest Reynolds number involved. Better results 

ere found with mesh refinement. The practical difficulties in tar- 

eted mesh refinement in the free jet region were highlighted, as 

he jet exhibits strong three dimensional behavior. 

The heat transfer profiles at the heated plate showed excellent 

greement, for both test cases. The profiles along x and along y 

howed relatively little discrepancy with the experimental data. 

he differences between the simulations and the experiments for 

he spatially averaged Nusselt number values were small. The sim- 

lations produced small secondary peaks which were not seen in 

he experiment. These were attributed to the formation of very 

mall vortical structures resulting from near-wall flow separation, 

hich may have been too small to detect in the corresponding ex- 

erimental measurements. 

The effect of the Mach number on the wall heat transfer dis- 

ribution was evaluated. Three Mach numbers were tested, Ma j ≈
14 
 . 08 , 0 . 30 , 0 . 50 , using the adiabatic wall temperature to calculate

he Nusselt number in each case. It was found that an increase in 

ach number produced an increase in heat transfer near the stag- 

ation point. Furthermore, the advantages of using pressure gradi- 

nt scaling in order to reduce the computational time were evalu- 

ted. For scaling to Ma j ≈ 0 . 3 , it was found that using the pressure

radient scaling approach necessitates an additional simulation to 

etrieve a qualitatively similar Nusselt number profile to the ref- 

rence (incompressible) simulation. This significantly reduces the 

ain in computational time. 
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