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Abstract. The typical judicial pathway is made of a judgment by a tribunal fol-
lowed by a decision of an appellate court. However, the link between both doc-
uments is sometimes difficult to establish because of missing, incorrect or badly
formatted references, pseudonymization, or poor drafting specific to each jurisdic-
tion. This paper first shows that it is possible to link court decisions related to the
same case although they are from different jurisdictions using manual rules. The
use of deep learning afterwards significantly reduces the error rate in this task. The
experiments are conducted between the Commercial Court of Paris and Appellate
Courts.

Keywords. legal document linking, document similarity, long document processing,
named entity recognition, Siamese network

1. Introduction

Although a case may be transferred from one court to another, each tribunal (court of
first instance), court of appeal or supreme court gives its own identifier to each decision
referring to the same case. In most countries, any decision from a higher court does not
necessarily identify the underlying judgment with a unique number, nor is it always as-
sociated with publicly available metadata. This is because tribunals and courts are inde-
pendent from each other. Their information system is more geared toward the production
of the decision than to the management of the relationship with the parties involved by
the case.

France is implementing an open data program of all judicial decisions. We anticipate
that re-users will feel the lack of associated metadata and will seek alternative means to
construct the judicial pathway of a case.

The aim of this research is to find out the most efficient method to link first-instance
decisions (by tribunals) to second-instance one (by courts of appeals) despite the possible
absence of metadata and explicit references in the text body. In practice, this model
should help determine, for every outgoing appellate decision, what its original judgment
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was, to determine the pair <First-instance,Appeal> relating to the same case. For this
purpose, different techniques can be used.

• Matching pairs with rules may be a first solution to solve the problem. However
success highly depends on how dates, party names and jurisdiction names are
written.

• Matching pairs using automatically extracted metadata (NER) and standard ML
algorithms (SVM, Random Forests...) allows for better generalization, but perfor-
mance remains dependent on the underlying extraction models and the text repre-
sentation (bag of words, Word2vec, etc.).

• Matching pairs with transformer models:
Transformers ([1]) applied on raw text should outperform the previous ap-
proaches. However, due to their limitations in processing long documents, the use
of sentence embedding seems to be a good option (see [2]). Another one is to
summarize the document, see for instance [3] and [4] for some applications to
legal documents. This significantly reduces the length of the text and eases com-
parisons. Finally, the use of efficient versions of self-attention (i.e. local atten-
tion) makes it possible to handle long documents efficiently while ensuring low
memory usage.

The aim of this paper is threefold:

1. Extract metadata that can be used to link court decisions.
2. Build a dataset of pairs of court decisions (that match and do not match) in order

to further train some machine learning and transformers models.
3. Compare traditional machine learning algorithms (SVM, XGBoost, etc...) to

transformer based models to gauge similarity between documents.

2. Related works

Recent papers relate to similarity between judicial documents with different perspectives.
The first category of papers seek to predict a judgment given previous ones on sim-

ilar cases. Research was first focused on long-standing statistical models like SVM, see
[5]. It moved later on to neural networks, see [6], and then on those specialized in sim-
ilarity, such as Siamese networks. For instance, [7] introduces a model mixing one-shot
learning with recurrent neural networks and an attention mechanism to predict, on the
basis of similarity of facts, the polarity of a judicial outcome (confirmation or reversal).
These results are robust for different types of embeddings.

The second category of papers study Similar Case Matching (SCM). One key use-
case to lawyers is to assess consistency of case law, that is, to check that rulings from a
supreme court do not diverge too much between similar cases. [8] analyze the similarity
and the relevance of rulings of the Court of Justice of the European Union, where rele-
vant cases are identified through their cosine similarity, Jaccard’s similarity and words
mover’s distance based on different vectorization schemes. Recently, [9] proposed a sim-
ilarity model in order to measure the divergence level among French Cour de Cassation
rulings for similar cases.

The third perspective focuses on document and information retrieval. Retrieval-
oriented models are able to extract similar elements from a large corpus of legal docu-
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ments (see [10] for a transformer-based technique and [11] for an ontology-based one).
[12] made a literature review about legal information retrieval systems. They found that
CNN models may outperform all other models including BERT, however their perfor-
mance remains questionable for SCM.

The jurisdictional linkage may be both associated to the first and the third cate-
gories. At least in France, there is no process to build the pathway of a case through dif-
ferent jurisdictions. In this research, judgment dates, and names of parties, lawyers and
jurisdictions are key similarity factors, while in works mentioned in the second category,
facts and citations are major similarity factors.

3. Methodology: jurisdictional linkage

Solving a jurisdictional linkage problem requires several steps. It is necessary to collect
a corpus of compatible documents, to process them to build a sufficiently large training
dataset and then to apply a set of machine learning methods to solve a matching task.

3.1. The corpora

The first-instance corpus is made of 360,000 decisions from the Tribunal de Commerce
de Paris, dated from 2000 to 2010. It includes a majority of judgments proper, which can
be subject to an appeal. On average, one out of ten judgments is subject to an appeal. The
corpus also includes interim orders, divestment orders, and other procedural acts, which
are also considered as judicial decisions.

The second-instance corpus is made of appellate decisions that include the word
sequence “Tribunal de Commerce de Paris”, which refers to the biggest jurisdiction of
judgment among the 130 or so commercial tribunals in France. This represents some
13,000 decisions. The vast majority of them follow a first-instance judgment. The rest
follow a decision from Court of cassation, whose corpus is out of scope of this study.

Less than a quarter in our corpus explicitly designate their underlying trial court
judgment by their number. Fortunately, every appellate decision does identify the date
of judgment, the jurisdiction of judgment, and the parties (claimants and defendants),
mentions that are mandatory by law.

3.2. Dataset creation

Both corpora being available in a version deprived of metadata, a NER model is used to
extract such metadata in the first place. Most of these are located in the header or in the
upper part of the text body, when no structured header is present. The following labels
are created:

• Number (’numéro de répertoire général’)
• Date of judgment
• Jurisdiction of judgment
• Party (claimant or defendant)

Two datasets are built, one of 638 appellate decisions, the other made of 1496 judg-
ments from several areas of law, not only in the commercial area. They are manually an-
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notated with these labels. Each decision may be annotated with several claimants and/or
several defendants.

The data labelling is done on the Kairntech platform [13] and statistics are reported
in Table 1.

Label First-instance Appeal

Number of decisions 1496 638

Date of appellate decision N/A 606
Date of judgment 2468 604
Party 4483 2086
Id of appellate decision N/A 553
Id of first-instance decision 1438 230
Appellate court N/A 611
Tribunal 1487 614

Total number of annotations 9876 5304
Table 1. Manual annotations per label (the annotations on the Jurisdiction label are split by a simple rule
between Appellate Court and Tribunal)

3.3. Post-processing and normalization

Since NER is an extractive and not a generative task, some labels require prior normal-
ization. As dates can be written in either literal or numeric form, a small BART model
[14] is trained to convert dates to yyyy-mm-dd format. For this purpose a dataset is ar-
tificially created mixing numerical format, literal format, punctuation, typos and noise.
Thousand of examples are generated, i.e:

• Original string: “18 Juin 2010”
• Noisy string: “e le 18 jiun, 2O1O...”
• Label: “2010-06-18”

As the NER task also gives the location of the extracted sequence in the document,
the Seq2Seq generative task is performed on an extended segment of a few words before
and after it to correct some truncated predictions.

This normalization allows to classify documents by date and to extract the subset
of 13,000 court of appeal decisions that are potential candidates for the linking process
with the Paris Commercial Court.

3.4. Matching pairs with rules

The objective is to find the maximum number of matching pairs for a minimal effort.
In the absence of metadata, matching two documents requires a preliminary NER

step. The inference of the model described above on the whole corpus allows us to get
the underlying judgment number for the appeal decisions, and the judgment number for
the judgments. Since these identifiers are unique, 2770 pairs are reliably built at the end
of this step.

The case where the underlying judgment number is not available is also addressed.
Many judgments are given on the same day in any jurisdiction, and examining the par-
ties, either claimants or defendants, is a good way to disambiguate them. It is highly
unlikely that the same party will be involved in several separate cases judged on the
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same day and in the same jurisdiction. Even if some parties are natural persons duti-
fully pseudonymized in publicly available decisions and thus not suitable for disam-
biguation, legal persons can help disambiguate multiple judgments. The second proposed
method therefore consists of matching date/jurisdiction/party triples, after eliminating
pseudonyms and lower-casing legal persons. As several parties can match for the same
judgment, the duplicates are finally removed.

This method remains largely imperfect since the parties, which cannot be normal-
ized, are marred by numerous syntactic variants. Indeed, it only provides 44 more match-
ing pairs, bringing our total to 2814. The method could be extended to the names of the
lawyers, which are in principle available on the judgment and appeal decisions, and are
non-pseudonymized. However, this approach is not applied because lawyers were not an-
notated in the first stage of the NER. We hypothesize that this would have increased our
number of pairs by a few dozen at the cost of a significant additional annotation effort.
The lawyers’ names, while more homogeneous than the parties’ names, are also subject
to syntactic variants.

3.5. Matching pairs from meta-data

The manual rule-based program described above is used to build a dataset. Since docu-
ment pairs are now known, the production of counter-examples is relatively simple and is
done by randomly matching appellate with first-instance decisions. The task is defined as
a binary classification task on tabular data made of two times 2770 rows and 5 columns
(features) represented as strings:

• Date of appellate decision
• Date of judgment found in the appellate decision
• Jurisdiction of judgment found in the appellate decision
• Date of judgment found in the first-instance decision
• Jurisdiction of judgment found in the first-instance decision.

A binary classification task is then defined by concatenating the features of the doc-
ument pairs. This task is then solved using standard machine learning algorithms such as
SVM, logistic regression, multilayer perceptron (MLP) and decision-tree methods.

3.6. Matching pairs of documents with transformers

The classification task presented above can be adapted to a contemporary Transformer-
based approach. Contrary to the experiments presented so far, these models do not need
to define a set of features but are applied directly on the raw document if a sufficiently
large annotated dataset is available. This has several advantages:

• It is not necessary to define manual rules
• The model will determine itself the necessary and discriminating tokens
• Its generalization is usually better and more robust given the high number of pa-

rameters and the pretraining process.

Since the proposed task is actually a similarity task, a Siamese neural network
[15,16,17,18] approach is preferred, comparing the sentence embedding of the docu-
ments. A siamese network works on two parallel neural networks sharing their weights
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Figure 1. Architecture of a Siamese Neural Network with a Sentence Embedding (CamemBERT)

but working on different inputs. It allows to obtain a unique and static representation
with a fixed length to ease comparisons. The architecture is presented in Fig 1.

The general architecture is similar to the one proposed by SBERT [19] but the un-
derlying model is a CamemBERT [20] model warm-started from the official checkpoint
and fine-tuned on 30Gb of legal data (MLM).

However, the processing of legal documents imposes an additional constraint since
transformer based models are for most of them trained for 512 tokens sequences and
they cannot process long sequences due the quadratic complexity of self-attention. To
measure which part of a decision is likely discriminating for the similarity task, four
experiments are proposed on different parts of the document:

• First 512 tokens
• Last 512 tokens
• Full document (up to 16384 tokens)
• Summarized document (up to 512 tokens)

The data extracted by NER and used for the construction of the dataset are mostly
concentrated in the first part of the document, so we can assume that the first 512 tokens
are sufficient to reliably constitute the pairs. Since the decisions can be long, especially
for the court of appeal, the last 512 tokens may not contain any discriminating informa-
tion, lower performances are to be expected. In order to process the documents without
truncating them, we rely on a conversion script to extrapolate from an existing model.2

The fourth experiment based on summarization is particular since it is necessary to
develop a summarization model alongside. This process is done in two steps. First, a
dataset of 70K pairs of decisions/summaries is extracted from Légifrance3 and focused
on the Cour de Cassation and the Conseil d’Etat (summaries are available only from
supreme courts). A BARThez model [14,21] (Seq2Seq) is warm-started and fine tuned
on the text in-filling and de-noising tasks on the 30Gb corpus of legal data. The model is
then extrapolated (16384 tokens) thanks to the above script and fine-tuned this time on
the summarization task. Although the jurisdictions processed are different from those of
our matching task, the trained model generates concise summaries of the main elements
that the judge motivates in his/her decision.

2https://github.com/ccdv-ai/convert checkpoint to lsg
3https://www.legifrance.gouv.fr/
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4. Experiments and results

Three types of experiments are presented, one related to the NER tasks and another one
based on extracted metadata to which standard machine-learning models are fitted. The
last one based on transformers that directly process the content of the documents. The
experiments are performed with a five-fold cross-validation except for the NER task.

4.1. NER results

Two dataset configurations are tesed. The first one related to the tribunal only and the
second one to the court of appeal. The model used is the legal CamemBERT presented
above. Results are reported in Table 2.

F-measure First-instance Appeal

Date of Appellate decision N/A 92.93
Date of Judgment 90.86 82.11
Parties 83.1 76.02
ID of Appeal N/A 90.35
ID of First-instance 88.43 82.61
Appellate Court N/A 91.12
Tribunal 96.32 88.26

Table 2. F-measure on the NER task.

4.2. Metadata-based classification

Since the task is defined as a classification problem on tabular data and the features are
strings, an embedding method is needed to transform the inputs before solving the task.

For this, two methods are used, a Bag-of-words (BoW) method where the features
are summed up and another one based on a pre-trained embedding model where the fea-
tures are averaged for each document. To represent the pairs, those of the two documents
are concatenated.

The experiments are conducted on 6 standard machine learning models for process-
ing tabular data:

• Linear SVM
• SVM (rbf kernel)
• Logistic regression
• Multilayer perceptron (1e-4 learning rate, ReLU activation, 3 layers of size 100)
• XGBoost (500 estimators, max depth of 10, 0.1 learning rate)

Results are reported in Table 3.
We can directly observe that the performances vary widely depending on the rep-

resentation method. The simplest to implement (BoW) gives higher results on average
except for the random forest. From the results, providing (noisy) metadata is enough to
correctly find over 95% of the pairs.
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Linear SVC SVM Logistic Reg. MLP XGBoost

BOW

F-measure 88.48 96.23 87.14 96.06 95.08
Avg. variation 2.00 0.51 0.81 0.23 0.29

Embedding

F-measure 71.53 71.60 73.40 75.43 86.02
Avg. variation 0.58 0.50 0.93 1.44 0.94

Table 3. F-measure of standard ML algorithms on the matching task.

4.3. Raw document based classification with transformers

Transformers with Siamese architecture allow to compare documents without providing
metadata. Their use can thus be generalized quite easily as long as a labeled set of pairs
is available. The summarization task is presented first because it is reused later and the
best performing models remain the non-linear ones (SVM, MLP, XGBoost).

4.3.1. Summarization task

The summarization task performed on 70k pairs of decisions/summaries from the Cour
de Cassation and the Conseil d’Etat is trained on a specialized BARThez capable of pro-
cessing sequences of 16384 tokens. The model is fine-tuned during 10 epochs, with an
Adam optimizer, a learning rate of 8e-5, 10% of warmup steps, a linear learning rate de-
cay, a batch size of 32 and a maximum generation length of 512 tokens. We use the sum-
marization example script from HuggingFace4 to train and evaluate. The model achieves
61.74/49.39/55.47 as Rouge1/Rouge2/RougeL scores [22] with a length penalty of 2 and
5 beams. Generated summaries for the matching task rely on the same hyperparameters.

4.3.2. Matching task

For the following tasks relying on the Siamese architecture, the model is trained during
15 epochs with an Adam optimizer, a learning rate of 5e-5, 500 warmup steps, a linear
learning rate decay and a batch size of 32. The loss function used is a cosine similarity
loss which computes the euclidian distance between the cosine similarity between <s>

tokens from both documents and the associated label. Results are reported in Table 4.

512 First tokens 512 Last tokens Full document Summary

F-measure 99.20 96.84 99.44 90.15
Avg. variation 0.17 0.54 0.11 0.78

Table 4. F-measure of transformer models on the matching task.

As expected, using the first tokens of the decision produces much better perfor-
mances than using the last tokens, since discriminating data such as decision references,
dates and lawyers’ names are mostly located at the beginning. Processing up to 16384 to-
kens seems to show a marginal effect but this gain reduces the error rate by 30% (0.80%
to 0.56%) which is significant for performances above 99%.

4https://github.com/huggingface/transformers/blob/main/examples/pytorch/summarization
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The summary-based method provides disappointing results, possibly because sum-
maries are very concise and therefore less informative, which makes the comparison of
documents difficult. There is also some bias to train summaries on supreme courts rul-
ings, which are oriented to doctrine, and infer them to lower-court decisions that focus
more on facts.

The Siamese architecture is useful in production because a sentence embedding is
learned during training. Thus, these embeddings can be pre-computed for each docu-
ment, allowing inference on large volumes efficiently, the cosine distance being a simple
normalized inner product.

5. Conclusion

We have presented a methodology to reconstitute the judicial path of a case. Through
NER and simple predefined rules, a dataset of document pairs was built, allowing the task
to be solved using machine and deep learning. Two methods have been proposed, one
leveraging metadata, the other one focusing directly on the raw document. The experi-
ments carried out have shown that the use of transformer based models, trained on the
first part of the documents (512 first tokens), achieve very high performance and com-
mit only few errors compared to the other methods presented and related to metadata.
In practice, the use of Siamese architecture also has advantages in production. Because
each decision can be represented by a pre-computed fixed length vector through sentence
embedding, the comparison of a document against a large number of candidates can be
done efficiently. On the other hand, methods exploiting metadata remain very dependent
on the quality of the underlying NER model, the embedding method and the algorithm
used to solve the task.
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