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Floating-point numbers represent only a subset of real numbers. As such, floating-point arithmetic introduces

approximations that can compound and have a significant impact on numerical simulations. We introduce

encapsulated error, a new way to estimate the numerical error of an application and provide a reference

implementation, the Shaman library. Our method uses dedicated arithmetic over a type that encapsulates

both the result the user would have had with the original computation and an approximation of its numerical

error. We thus can measure the number of significant digits of any result or intermediate result in a simulation.

We show that this approach, although simple, gives results competitive with state-of-the-art methods. It

has a smaller overhead, and it is compatible with parallelism, making it suitable for the study of large-scale

applications.
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analysis; • Software and its engineering→ Dynamic analysis;
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1 INTRODUCTION

Various kinds of errors can make a simulation diverge from the observed reality. Those include

modeling errors, discretization errors, parameter uncertainties, as well as errors due to the use of

floating-point arithmetic. We can now run more than 1015 floating-point operations per second

on a supercomputer and 1012 floating-point operations per second on a standard GPU. However,

as computing power increases, so does the size of simulations, the number of their arithmetic

operations, and the magnitude of the values they process.
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47:2 N. Demeure et al.

In this context, one can expect the rounding errors introduced by the use of floating-point arith-

metic, also called numerical errors or rounding errors, to have an increasing impact on simulations.

Their likelihood and their relative importance are increasing. This matters, as numerical errors can

significantly degrade numerical results and introduce artifacts in physical simulations, and cause

phenomena to be missed or misinterpreted [2].

In this article, we present a new way to estimate the numerical error of an application, which

we call encapsulated error. We provide a method that is both direct (and thus easy to interpret) and

accurate while keeping the overhead low, making it applicable to large computations.

We describe our method as direct because, by design, there is no proxy between the user and

the numerical error. We compute the error locally and propagate it, encapsulating both the result

of the original computation and an approximation of its numerical error in a dedicated type. Thus,

we have direct access to the number of significant digits at all times and for all intermediate results.

Moreover, having observed that some functions run on numbers with few actual significant digits,

we can lower their precision to improve performance.

A C++ reference implementation, the Shaman library, is provided. It supports all mathematical

functions in the current C++ standard library, as well as mixed-precision arithmetic, and is compat-

ible with common parallelism frameworks (both OpenMP [7] and MPI [21]). Furthermore, it can

be coupled with a traditional debugger such as GDB [45] to locate predefined types of numerical

errors such as unstable tests.

Instrumenting classical algorithms, we illustrate how our method can be used to evaluate the

quality of a result and show that it is accurate and fast. Its lower impact on computing times,

compared with state of the art, and its compatibility with parallelism make it suitable for the study

of large-scale applications.

The rest of the article is organized as follows. Section 2 is dedicated to a review of related work.

Section 3 introduces the concept of numerical error and our working hypotheses. Section 4 ex-

plains our method. Section 5 details the theoretical properties of the method. Section 6 presents

the reference implementation and associated tools. We illustrate the accuracy of the method and

measure the overhead of our reference implementation in Section 7. We present our conclusion

and perspectives in Section 8.

2 RELATED WORK

The quantification of the impact of floating-point arithmetic on a given computation, aiming not

to correct it but to evaluate the result’s numerical accuracy, is not new. A variety of methods have

been developed, most of them deriving from a comparison with higher-precision arithmetic, static

proof-based methods, interval arithmetic, or stochastic arithmetic.

The obvious solution is to compare, for each computation, their output with the result of an

equivalent computation performed with higher-precision arithmetic (as explored in FpDebug [3],

Precimonious [42], and Herbgrind [43]). Although simple to implement and interpret, this has

two main limitations: first, high precision tends to have significant overhead (two orders of mag-

nitude for MPFR [15] in our tests), and second, it relies on the hypothesis that the precision

used will be sufficient to detect problems. An illustration is provided in Section 5.3, showing

how a large cancelation (a subtraction between two numbers of similar magnitude) can make

high-precision arithmetic unreliable when it is used to estimate the numerical accuracy of a

result.

One can also use static methods, which are usually built on abstract interpretation (as in

FLUCTUAT [18] and PRECiSA [14]), symbolic reasoning (as in FPTaylor [44]), SMT solvers (as

in Rosa [10] and Daisy [8]), or proof assistants (as in Gappa [11] and Real2Float [34]) to prove

that a result will have sufficient precision for all possible inputs. However, this approach is often
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Encapsulated Error, a Direct Approach to Evaluate Floating-Point Accuracy 47:3

confined to programs written in domain-specific languages and tends to be limited to programs

that are both short (often a single function) and simple (loops and tests increase the difficulty of

the task considerably) [9].

Interval arithmetic [35, 36] (or one of its variants like affine arithmetic [6]) supplies a more

scalable way to get strong guarantees on a result by doing the analysis dynamically, propagating

not a number but an interval representing both a strict upper bound and a strict lower bound on the

result and thus giving us an upper bound on the numerical error of the computation. In practice,

when applied to large computations, those methods tend to return intervals too large to be useful,

unless one performs highly specialized modifications of the original computation to mitigate the

problem (Newton’s method famously requires a fix to avoid diverging intervals [41]).

Stochastic arithmetic [39, 46] offers another alternative, adding noise to every arithmetic op-

eration to study the distribution of a result (the original IEEE-754 result being drawn from this

distribution). Although this method gives good results at scale [28], it is slow and can be complex

to interpret. Indeed, one needs to run the computation several times, calling a random number

generator for each operation, until a good estimator of the distribution of the output is reached.

Overall results from the simulation are samples from a distribution, so the user still has to perform

statistical analysis to conclude on the numerical quality of the result (CADNA [26] is a notable

exception, encapsulating three synchronous runs to avoid re-runs and post-processing, but it uses

a majority vote to evaluate comparisons that can impact the control flow of the program and the

number of runs is fixed).

With our work, we offer a method with distinct properties: both fast enough to be used on

large simulations and providing easily understandable results, which can be directly used and in-

terpreted by end users. To do so, we observe that part of the work that has been done to increase

the precision of computation, most notably pair arithmetic [30] (which derives from double-double

arithmetic [1, 12]), can be repurposed and extended to model numerical error on the fly. Further-

more, it deals correctly with the cancelation problem that makes high-precision arithmetic an

unwise choice to measure numerical error. To the best of our knowledge, we are the first to adapt

those concepts to the measure of numerical error.

3 PROBLEM STATEMENT

Throughout the article, we assume that we are using IEEE-754 [25] floating-point arithmetic with

the round-to-nearest (default) rounding mode.

IEEE-754 floating-point arithmetic uses a finite set of numbers to represent reals. Hence, some

numbers have no exact representations, and the result of most arithmetic operations between

floating-point numbers cannot be represented exactly as a floating-point number.

IEEE-754 floating-point arithmetic rounds the results to a number that can be represented with

floating-point numbers (the nearest number that can be accurately represented when using the

default rounding mode). A direct consequence is that operations are not associative in floating-

point arithmetic. Those round-offs lead to visible differences between computations done with

real numbers and floating-point numbers, we call those differences numerical errors.

It is essential to discriminate between three different types of numerical error:

• The numerical error is the difference between the result computed in infinite precision and

the actual floating-point result. This quantity is entirely determined by a sequence of opera-

tions on given inputs (and not stochastic, unlike uncertainty) and, more importantly, signed.

It is the quantity that we measure and manipulate in the following.

• The absolute numerical error is the absolute value of the numerical error. It is unsigned, and

thus its manipulation over several operations can only lead to an upper bound.
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• The relative numerical error is the absolute value of the numerical error divided by the result

computed in infinite precision. IEEE-754 floating-point arithmetic operators try to minimize

this quantity (by contrast, fixed-point arithmetic will try to minimize the absolute error).

Our goal is to give an estimation of the numerical error of the output of a given computation.

4 ENCAPSULATED ERROR: A NEW METHOD TO MEASURE NUMERICAL ERROR

We propose a new method, which we call encapsulated error, to evaluate floating-point accuracy,

representing each number using a couple (number , error ) that contains both the result of the

original IEEE-754 floating-point computations (number ) and a signed first-order approximation

of its current numerical error (error ), with respect to the machine precision, such that their sum

(number + error ) is a first-order approximation of the result as obtained in infinite precision.

4.1 Error-Free Transformations

The main building block of our method is the use of error-free transformations. When using

the rounding-to-nearest rounding mode, it is known [4] that the numerical error of the addition

and multiplication operators in IEEE-754 floating-point arithmetic can be expressed exactly as a

floating-point number without needing any additional precision. Error-free transformations, as

introduced by Knuth [29, Section 4.4.2], are operations that, despite being build on floating-point

operators, provably produce the exact numerical error for any floating-point operands (for a useful

reference, see the work of Muller et al. [37, Sections 4.3, 4.4, 5.1, and 5.2]).

We use two transformations: TwoSum [29, Section 4.4.2, theorem B], an error-free transforma-

tion able to return the error δ+ of the addition of two floating-point numbers x andy in the absence

of overflow, and a Fused Multiply-Add (fma) used to extract the error δ∗ of their multiplication (see

Algorithm 2) but also the exact residual of the division and square root [37, Section 5.2].

ALGORITHM 1: TwoSum(x , y)

z ← x + y
x ′ ← z − y
y ′ ← z − x ′
δ+ ← (x − x ′) + (y − y ′)
return δ+

ALGORITHM 2: TwoMultFma(x , y)

z ← x ∗ y
δ∗ ← fma(x ,y,−z)
return δ∗

It is to be noted that although we focus on the rounding-to-nearest rounding mode, there is a

variation of the TwoSum error-free transformation that is valid for any rounding mode [40, Section

2.3] and that some proofs [20] show that the Fused Multiply-Add operation can still be used as

an error-free transform for other rounding modes. Using those operations, one could generalize

Algorithms 3 through 6 to other rounding modes.

4.2 Operations and Functions

Our operations take (number , error ) pairs, such as (x ,δx ) and (y,δy ), as inputs and output a (z,δz )
pair, where z is the result of the operation and δz its numerical error. δz is computed using both

the error introduced by the operation and the error transmitted from the inputs (δx and δy ).
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During the evaluation of the arithmetic operations and the square root function, we compute

the error produced by the operation using an error-free transformation. Then we combine it with

the error transmitted from the inputs using basic arithmetic (Algorithms 3–6).

ALGORITHM 3: Addition((x ,δx ), (y,δy ))

z ← x + y
δz ← δx + δy + TwoSum(x ,y)
return (z,δz )

ALGORITHM 4: Multiplication((x ,δx ), (y,δy ))

z ← x ∗ y
δz ← (δx ∗ y) + (δy ∗ x ) + fma(x ,y,−z)
return (z,δz )

ALGORITHM 5: Division((x ,δx ), (y,δy ))

z ← x/y
numerator← (δx − fma(y, z,−x )) − z ∗ δy

denominator← y + δy

δz ← numerator/denominator

return (z,δz )

ALGORITHM 6: Square Root((x ,δx ))

z ←
√
x

numerator← δx + fma(−z, z,x )
denominator← z + z
δz ← numerator/denominator

return (z,δz )

Note that the second-order term, δx ∗δy , has been omitted from the computation of the error in

the multiplication operation (which should be (δx ∗ y) + (δy ∗ x ) + (δx ∗ δy ) + fma(x ,y,−z)) and

that we are linearizing the square root using its first-order Taylor approximation (see Section 5.2

for an analysis of the associated tradeoff).

The previous algorithms are equivalent to double-double arithmetic [1, 12] without the final

re-normalization step and have been introduced independently by Latkin [31] and Lange and

Rump [30]. Our work is different in that it gives a different semantic to this representation: our

pairs model numbers and their errors rather than higher-precision numbers. This means that the

error term should never impact the value of the numbers (hence the absence of the re-normalization

step) or comparisons and the control flow of a computation.

For arbitrary functions, without any easy way to estimate the error introduced by the function,

we deduce the final error by using higher-precision arithmetic (in practice, we use twice the work-

ing precision) to subtract the IEEE-754 arithmetic result from a higher-precision result computed

after having corrected our number with its error (Algorithm 7).

The error bounds from Lange and Rump [30] apply to our arithmetic. They can be used to prove

that, under their hypotheses and if we restrict ourselves to basic arithmetic operations (avoiding
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ALGORITHM 7: Arbitrary Function(f , (x ,δx ))

z ← f (x )
δz ← { f (x + δx ) − z}high precision computation

return (z,δz )

arbitrary functions that are not covered by Lange and Rump [30]), our computation of the nu-

merical error is numerically stable. We test the accuracy of our evaluation on a practical case in

Section 7.1.

4.3 Comparisons

To preserve the control flow of the original IEEE-754 computation, comparisons and tests are per-

formed on the number part of the pair such that (x ,δx ) ≤ (y,δy ) ⇔ x ≤ y.

Whenever we call a comparison operator, we can raise a warning if the subtraction of its ar-

guments produces a number with no significant digits. Thus, it means that the comparison is

numerically unstable (the implementation of CADNA [26] inspires this approach).

4.4 Outputs

Given the (number , error ) pair, our operations ensure that number is the result that would have

been obtained with classical IEEE-754 floating-point arithmetic and error is an estimation of

number ’s numerical error.

We compute the number of significant digits of number in a base b using the following for-

mula [39, Section 4.1]:

digits(number, error ) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

⌊
− logb

��� error
number

���
⌋

if number � 0 and
��� error
number

��� ≤ 1

+∞ if number = 0 and error = 0

0 else

.

The formula has the interesting property of being quite resilient to imprecision in the measure

of the error: as we round the logarithm of a ratio, having the correct order of magnitude for the

error is enough to get the correct result.

5 ANALYSIS

5.1 Characteristics

Our method was built to have several key characteristics:

• It should give us an estimation of the numerical error of any number in a given computation

so that a user can easily analyze an application, step by step if needed.

• Our outputs have to be pertinent for the non-instrumented application, meaning that the

instrumented code should follow the same branches and code paths as the non-instrumented

code and that the user should be able to confirm that the input was left unchanged by the

instrumentation.

• We need to keep the runtime overhead low enough to ensure that our method is suitable for

very large simulations.

Starting from those criteria, we designed the method around a simple principle: computing the

numerical error produced locally and combining it with the numerical error propagated from the

inputs.

Having those design criteria in mind, it is interesting to review some characteristics of the result-

ing method. As comparisons are computed on thenumber part of the pair, our method ensures that
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we go through the same path and branches as the original computation. Therefore, it gives us both

the same result that we would have had with the original computation in IEEE-754 arithmetic and

a first-order approximation of its numerical error. Having both quantities for all numbers allows

us to compute an estimate of the number of significant digits at all times and for all intermediate

results.

The instrumentation might interfere with compiler optimizations, such as vectorization, caus-

ing the instrumented result to differ from the result of the original computation. However, this

difference is bounded by the difference one observes between two levels of compiler optimization

and can be quantified by checking whether the instrumented application’s output is similar to

the output of the non-instrumented application. In our experience, it does not interfere with the

estimation of the numerical error.

Due to the fine granularity of the method, implementations can test the quality of the numbers

produced after each operation and forward the information to a debugger to pinpoint the origin

of the numerical inaccuracies in the computation (a functionality inspired by CADNA [26]).

Contrary to asynchronous methods (e.g., stochastic arithmetic), the control flow of the compu-

tation is not altered. Although this ensures that our analysis is pertinent to the un-instrumented

application’s outputs, we only explore and return information about the branches followed by

the original computation. A more accurate result might have followed different branches (due to

unstable comparisons) with vastly different behaviors: we know nothing of those behaviors. In

practice, this has been observed to cause our method to underestimate the accuracy of some codes

designed to be resilient to numerical errors in intermediate steps. Hence, it is crucial to be sure

that meaningful tests are stable before starting to trust the estimation of the number of significant

digits. Here, our method’s ability to detect unstable branches is crucial.

Finally, our method is compatible with parallelism and, as we will present in the following sec-

tions, has a low overhead compared to state of the art. This makes it a suitable candidate to analyze

high-performance computations.

5.2 Second-Order Terms

We could easily have added a second-order term to the formula for the multiplication operator

(and deal with the square root as we do with arbitrary functions). However, we have observed that

adding this term leads to either no sensitive improvement or even an artificial explosion of the nu-

merical error. The most likely explanation is that the second-order term for the multiplication can

be of the same magnitude as the numerical error introduced by the addition needed to incorporate

it into our estimation.

If the computation of a number x is numerically stable, then, by definition, given the machine

epsilon u (u = 1
2b

1−m , the machine epsilon associated to an m digits floating-point system with

base b), its numerical error is of order o( |x | ∗u). Adding a second-order term to our estimate adds

a correction of order o( |x | ∗u2), but the error introduced by the addition of the correction itself is

of order o(( |x | ∗u + |x | ∗u2) ∗u) = o( |x | ∗u2 ∗ (1+u)),which can dominate the correction, creating

spurious results.

Meanwhile, if the numerical error is higher than o( |x | ∗ u), then the first-order approximation

of the numerical error is already enough to reflect the fact that the computation is not numerically

stable without requiring second-order terms.

Note that it should be possible to introduce this second-order term in a numerically stable way

with an alternative formula based on a compensated dot product. Nevertheless, the impact on

the computing time would be significant for, according to our tests, no sensitive improvement in

accuracy.
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5.3 Comparison with Higher-Precision Arithmetic

One might wonder how this scheme could be more precise than deducing the error from doing

the computation with our target precision and higher-precision arithmetic side to side, especially

since the usual rule of thumb for compensated summation and arithmetic relying on error-free

transformations is to assume that they are equivalent to doubled precision.

Indeed, most operations get the same error estimation as with roughly doubled precision (mi-

nus any overlapping bits between the value of the number and its error). However, the decisive

difference is in the resilience to cancelations. For instance, both 64-bit floating-point arithmetic

and 200-bit floating-point arithmetic would evaluate (2215 + 1) − 2215 as 0 (since even with 200 bits

of precision, 2215 + 1 rounds to the same binary representation as 2215). A comparison between

both results would conclude that 0 is the proper result and that there appears to be no numerical

error. However, by keeping the numerical error as a separate quantity, the error introduced during

the cancelation (1) is separated from the numbers that caused it, and thus the final error is still

properly evaluated.

However, by keeping the numerical error as a separate quantity, encapsulated error keeps the

error introduced during the cancelation (1) separated from the numbers that caused it, and thus

the final error is still properly evaluated:

({1065, 0} + {1, 0}) − {1065, 0} = {1065, 1} − {1065, 0} = {0, 1}.

This separation helps avoid the problems one encounters when selecting an insufficient preci-

sion to estimate the numerical error by comparison with an output computed in higher precision.

It is important to stress that our approach is optimized to keep track of the error and not increase

the computation’s precision. We could increase our implementation’s precision by minimizing the

number of overlapping bits between the two terms of the pair (the result would be similar to

double-double arithmetic [12]). However, they would not represent the number obtained without

instrumentation and its numerical error anymore. Thus, it would force us to run the computation

a second time to evaluate the numerical error. By keeping a strict separation between the number

and its numerical error, we make the computation of the numerical error efficient in terms of both

numbers of operations and memory.

6 IMPLEMENTATION

One of the strengths of the method is its relative simplicity (the operations are independent, can be

written in a few lines of codes, and build on basic arithmetic operators and a Fused Multiply-Add

in the working precision), making it easy to produce a correct implementation in a programming

language that supports operator overloading. We provide an optimized reference C++ implemen-

tation, the Shaman library [13], accompanied by tools to simplify the instrumentation and analysis

of an application.

6.1 C++ Type Overload

The Shaman library relies on a custom numeric type with overloaded operations to instrument

every arithmetic operation and function call. Our custom type uses the C++ template system

to build an instrumented type on top of any IEEE-754 compatible type. Hence, we can define

Sdouble = S<double, double, long double> to indicate that we want to use an instrumented

type that behaves like the double type that is commonly used in C and C++ (numerical errors

and implicit casts will be those of the double type), stores and manipulates numerical errors in a

double, and does its higher-precision computations using the long double type (which is only

used when computing an arbitrary operation function like a sinus).
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Our implementation can also work with any IEEE-754 compatible type, as long as it rounds to

nearest according to the IEEE-754 norm. This include the usual float and double types but also

user-defined numerical types such as emulated 16-bit precision types. Furthermore, the user can

use any type to manipulate the numerical error and do higher-precision computations.

Following our method to instrument arbitrary functions (Algorithm 7), our implementation in-

cludes all 73 mathematical functions in the current C++ standard library. We also provided an

implementation of the C++ streaming operator, which prints numbers in scientific notation, dis-

playing only significant digits. This is our preferred format to evaluate a result.

Our implementation is compatible with common parallelism framework such as OpenMP [7]

(for which we provide reduce operations) and MPI [21] (for which we provide type definitions), but

also with the Eigen [22] and Trilinos [23] linear algebra libraries (for which we provide appropriate

type traits). These library-specific operations, definitions, and traits could be user defined, as their

implementation within even a complex library such as Trilinos does not require access to a lower

abstraction level.

6.2 Numerical Debugging

To help with Shaman’s usage, we included a numerical debugger, inspired by CADNA [26] and

made possible by our fine-grained error representation. The user can use GDB or any classical

debugger to pinpoint specific types of unstable operations, such as cancelations and unstable

comparisons.

The user can set a variety of compilation flags to indicate the kind of numerical errors of interest

to him (e.g., unstable comparisons and cancelations). When one of those operations happens, the

program calls the instability function. The user can set a breakpoint on the function, and it will

pause the program giving access to all variables and their numerical error.

Although this lets the user quickly evaluate the localization of specific numerical errors, it might

become overwhelming on large programs with thousands of cancelations and unstable tests, often

due to only a small subset of operations. We resolved this problem by writing what we call a

numerical profiler. It is a script that hooks itself onto GDB; records all breakpoint triggers; and

produces a report with the line number, the operation name, and the number of occurrences. This

automation script gives the user an overall view of the numerical behaviors of their application.

6.3 Clang-Based Automatic Refactoring

A library-based implementation, such as ours, lets users examine the instrumented code and com-

pose our functions with their own to serve their specific purposes. However, this flexibility requires

access to the source code and the manual replacements of all floating-point types in an application.

The opposite approach, binary instrumentation tools, such as Valgrind [38] and Intel PIN [33],

can make the instrumentation of an application easier but obfuscate the instrumented code and

are hard to compose.

We propose an automatic refactoring tool based on the Clang compiler [32], which offers a good

compromise between both approaches. It takes a code, parses it with a state-of-the-art C++ com-

piler (Clang), includes Shaman’s headers, matches and replaces types and functions in the abstract

syntax tree, and outputs the instrumented code. The refactoring tool is careful to produce warnings

where a human operator should review the code, such as in the interfaces of extern C sections.

7 EXPERIMENTATION

7.1 Accuracy

7.1.1 LU Factorization in Double Precision. To demonstrate our algorithm’s accuracy, we ap-

plied it to the LU factorization of a double-precision 200 × 200 random matrix whose entries are
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uniformly sampled from [−1; 1]. The LU factorization algorithm decomposes a matrix into a prod-

uct of a lower triangular and an upper triangular matrix. It is a well-known algorithm that uses

all arithmetic operators and is fundamental in linear algebra (used to solve linear systems, invert

matrices, and compute determinants).

As the algorithm’s numerical stability depends on the magnitude of its pivots, most implemen-

tations use the partial pivoting strategy. The test is performed twice, with and without partial

pivoting. The condition number of our test matrix, defined as the ratio of its largest and smallest

eigenvalues, is roughly 700. Thus, one would expect the numerical error to be sensibly smaller

when using partial pivoting.

To evaluate the accuracy of Shaman’s estimation of the error, we also run the LU factorization

using MPFR and 10,000 bits of precision. Although using 10,000 bits of precision is too slow and

memory intensive to be used on larger problems, it should be accurate enough to be used as a

reference. Note that we set aside any cell with an infinite number of significant digits according

to MPFR (meaning that MPFR and double precision reached the same number) when computing

the averages.

Without any pivoting strategy, we measured an average of 13.03 significant digits and a mean

absolute difference between our estimation and the 10,000-bit arithmetic estimation of 0.004 sig-

nificant digits. With a partial pivoting strategy, we measured an average of 14.80 significant digits,

suggesting that the algorithm is more numerically stable, and a mean absolute difference between

our estimation and the 10,000-bit arithmetic estimation of 0.028 significant digits. In both cases,

the difference between our estimation and the 10,000-bit arithmetic estimation of the numerical

error is close to the machine epsilon (roughly 10−16 for 64-bit double precision).

Looking at Figure 1, one can observe that Shaman’s estimation of the number of significant

digits is accurate. It tends to be noisier when the number of significant digits is large, which

makes sense, as it means that the numerical error is close to machine epsilon. However, its rel-

ative precision increases sensibly with the magnitude of the numerical error, when the number of

significant digits decreases, making it suitable for the diagnosis of the numerical behavior of an

application.

7.1.2 Integration by the Rectangle Rule in Float Precision. We also evaluated the accuracy of

Shaman on the integration of the cosine function between 0 and π
2 using the rectangle method

(this test case comes from the authors of VERROU [16] and, in particular, the work of Févotte and

Lathuilière [17]).

In infinite precision, the only source of error is the discretization error of the integration, which

reduces in O ( 1
n

) as the number of rectangle, n, increases (meaning that the step size gets finer)

until the result reaches 1, the known analytical value of the integral. In finite precision, here float
precision (32 bits), there are two sources of error: the discretization error and the numerical error.

Having an analytical solution is particularly interesting because it lets us evaluate our numerical

error estimate directly, using the analytical solution instead of a reference method.

When we plot the difference between the result of the integration and the analytical value of

the integral as a function of the number of rectangles (Figure 2), we observe that although it first

decreases (which is predicted by the decrease in discretization error), it then starts to become

noisier and increase.

This behavior is explained when we look at Shaman’s estimation of the numerical error (here we

display the absolute value of the raw numerical error and not the number of significant digits). It

can be seen that the numerical error increases with the number of rectangles and ends up becoming

the dominant source of error, the estimation of the numerical error perfectly overlapping with the

error computed analytically.
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Fig. 1. Estimation of the number of significant digits for the LU factorization algorithm. Each dot corresponds
to a cell in the non-zero half of either the L or U matrix produced by the decomposition. The dashed line
represents the equality between both estimations of the number of significant digits.

Fig. 2. Absolute value of the error as a function of the number of rectangles used for the integration of the
cosine function between 0 and π

2 using the rectangle method. Both axes are displayed on a logarithmic scale.

7.2 Overhead

In this section, we evaluate the overhead of the Shaman library compared to state-of-the-art

alternatives. We use highly optimized benchmark codes as well as a more realistic numerical

application.

We picked one implementation for each of the most common approaches used to measure the

numerical error. We choose these representatives because of their extensive usage in their category

and efficiency:

• MPFR [15], with the MPFR C++ [24] wrapper, which implements arbitrary precision arith-

metic (tested with 100 and 200 bits of precision).
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• Boost Interval [5], which implements interval arithmetic.

• VERROU [16], which implements a form of stochastic arithmetic.

• CADNA [26], which implements a synchronous variant of stochastic arithmetic.

In the following, please note that for VERROU, we report computing time for only one run.

However, stochastic arithmetic requires several runs to draw any conclusion. One would need to

multiply VERROU’s computing time by a factor of 5 or more to take this fact into account. Along

the same line, we do not take into account the fact that to draw conclusions on the numerical error

when using MPFR or any higher-precision arithmetic implementation, one would need to compare

a higher-precision run with a double-precision run.

We instrumented four applications. The first three are the tasks that deal with floating-point

arithmetic in the computer benchmark game [19], a well-known benchmarking suite that is used to

compare the peak performance of programming languages on different tasks. The last application

of our selection is the Livermore Unstructured Lagrangian Explicit Shock Hydrodynamics code

(Lulesh 1.0 [27]), a proxy application for the performance benchmark for exascale computing. To

sum up, our experiments consist of instrumenting and analyzing:

• n-body: N -body simulation.

• Spectral norm: Computing an eigenvalue using the power method.

• Mandelbrot set: Generating the Mandelbrot set at a given resolution, it is the only parallel

benchmark of the set.

• Lulesh 1.0: Solving explicit hydrodynamics equations on a collection of volumetric elements.

All four applications are in double precision (represented by Shaman’s Sdouble type). As the

computer benchmark game provides several implementations for each task, we instrumented the

fastest C++ implementations, at the time of writing, that do not rely on explicit vectorization

or calls to libraries (such as Eigen) to do their computations. As the code is highly optimized,

sometimes several orders of magnitude faster than a naive implementation, we expect to observe

extreme behaviors on those applications.

We also instrumented the serial version of Lulesh 1.0 with a domain (mesh) size of 103 to compare

different tools on an application that is representative of the kind of computations that are actually

done in high-performance computing. We expect to observe a very representative overhead on this

benchmark.

Each program was compiled with GCC 7.3.0 and the O3 optimization flag and ran on a four-core

Intel Xeon CPU E3-1220 v3 @ 3.10 GHz with 16 GB of RAM. Measures presented in the following

correspond to the minimum computing time over 30 runs (the average running time produces a

similar plot, but it is less appropriate to estimate the intrinsic running time independent of the

perturbations, as perturbations can only increase the running time). Since the variation coefficient

was always below 2%, we do not include error bars for the sake of readability.

As shown in Figure 3, Shaman displays the lowest overhead on every application. Moreover, it

is interesting to observe that although it takes eight operations to compute an addition with our

formula (Algorithm 3), Shaman’s slowdown stays well below a factor of 8 for most applications.

One explanation is that the computations spend a non-negligible time on non-numerical opera-

tions, but it seems unlikely given that those are numerically intensive applications. An alternative

and more likely explanation is that since the compiler has full access to the instrumented code

(which would not be the case if we were instrumenting at the binary level), and since there are

no tests inside our arithmetic operators, the compiler can, and indeed does, still vectorize and

use instruction-level parallelism. Furthermore, since our representation takes only twice as much

memory as the original floating-point representation, it increases the arithmetic intensity, which

is beneficial on modern processors [47].
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Fig. 3. Overhead of the Shaman library compared to the state of the art.

We note that the slowdown on the Mandelbrot set computation is significant for all tools, espe-

cially for MPFR C++ (we believe that MPFR C++’s overhead is dominated by the memory allocation

and deallocation time, which explains why it varies very little from 100 bits to 200 bits). It might

be due to the fact that it is the only parallel application of our benchmark or that its operations

are highly optimized, making its performance more sensitive to source code modifications.

Finally, it is interesting to remark that the overhead observed on Lulesh 1.0 in this benchmark

is consistent with the overhead we observed in most of the large numerical applications we

have instrumented so far. Namely, Shaman’s runs lead to a slowdown of 6 or 7 when profiling

applications.

8 CONCLUSION AND PERSPECTIVES

In this article, we introduced the concept of encapsulated error, a new method to estimate an

application’s numerical accuracy and a reference implementation, the Shaman library.
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Although it is a first-order estimation, we showed that our method is accurate and gives inter-

pretable results. It can measure the number of significant digits of any result or intermediate result

in a simulation and has a low overhead compared to state-of-the-art techniques. This combination

of interpretability and low overhead is a conscious design decision to try to make floating-point

analysis more accessible to authors of mathematical software. We are particularly interested in

simulation and, more generally, high-performance floating-point computations, as they are sensi-

tive to numerical errors but often produce applications unsuitable for analysis with pre-existing

methods (as detailed in Section 2).

In the future, we would like to focus our attention on the localization of the sources of numerical

error. Most publications focus on the localization of massive cancelations, but we believe that

the progressive erosion in precision due to a large number of arithmetic operations can have an

equally significant impact in the field of high-performance computing. FLUCTUAT [18] tries to

approximate this quantity statically, whereas VERROU [16] proposes the use of delta-debugging

to tackle this problem. However, inspired by affine arithmetic [6] and building on encapsulated

error’s fine granularity and direct access to the numerical error, we believe we could split the error

term into one quantity per sub-section of the source code to collect precise information on the

sources of numerical error in a single run of the application that is studied. This is something that

cannot be done with existing approaches.
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