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Abstract

We consider the Gross-Pitaevskii equation with a confining ring potential with a Gaus-
sian profile. By introducing a rotating sinusoidal perturbation, we numerically highlight
the nucleation of quantum vortices in a particular regime throughout the dynamics. Nu-
merical computations are made via a Strang splitting time integration and a two-point
flux approximation Finite Volume scheme based on a particular admissible triangulation.
We also develop numerical algorithms for vortex tracking adapted to our finite volume
framework.

Keywords:
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1. Introduction

We consider the time-dependent Gross-Pitaevskii equation

iℏ∂tΨ+
ℏ2

2m
∆Ψ = gN|Ψ|2Ψ+ VΨ, (1)

where ℏ is Planck’s constant divided by 2π, m is the atom mass, g is the nonlinear
coupling coefficient and N is the number of atoms. The potential V can refer to a
stationary trapping potential (typically an harmonic or a Gaussian potential), or to an
external forcing (rotation, stirring, etc.), or usually a combination of both. Finally, Ψ
denotes the complex macroscopic wave function.

Equation (1) stands as a fundamental model in order to describe the dynamics of
Bose-Einstein condensates (BEC), a many-body quantum state of matter near absolute
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zero which can be described by a single wave function. This phenomenon was predicted
almost a century ago, respectively by Satyendra Nath Bose [10] and Albert Einstein [19],
and had only been recently observed in the context of atomic quantum gas experiments
[16, 3]. Moreover, when set to rotation through different methods, BEC exhibit complex
nonlinear phenomena, such as vortex nucleation and quantum turbulence, which have
drawn more and more attention from the scientific community over the last decades [30].
A quantum vortex can be defined as a topological defect where the rotational of the
velocity, also called vorticity, is non zero, whereas being equal to zero anywhere else.

From the mathematical point of view, the study of equation (1) falls into the scope
of semilinear Schrödinger equation [13, 12]. These equations satisfy several conversation
laws, such as the mass

M(t) =

∫
|Ψ|2 =M(0)

and the following energy (when the potential V is a real time-independent function)

E(t) = ℏ2

2m

∫
|∇Ψ|2 + gN

2

∫
|Ψ|4 +

∫
V|Ψ|2 = E(0),

where the first term corresponds to the kinetic energy, the second term to the energy
of interaction between atoms in the mean field approximation (characterized by the
constant g), and the third term to the potential energy.

In this paper we are interested in the numerical simulations of the Gross-Pitaevskii
equation, as well as the detection of vortex nucleation, in the particular case of a two-
dimensional ring-shaped geometry motivated by experiments. In fact, the behavior of
quantum fluids on ring-shaped geometry has drawn some attention in the recent years,
see for instance the works [34] or [26] and references within.

We briefly describe our numerical setting. We perform a two-order Strang Split-
ting integration in time as well as a two-point flux approximation Finite Volume scheme
method based on a particular triangulation of our geometry. As an initial data for our
dynamical simulation, we start from the ground state of equation (1), which basically
stands as the unique global minimizer of the energy under the mass constraint, and which
requires a well-suited gradient descent method with adaptive step for its discrete approx-
imation. We finally provide several post-processing algorithms: some are dedicated to
the detection of vortices as well as the computation of their indices, and another one
performs the decomposition of the wave function ψ on the L2-basis associated to the
linear part of equation (1).

Numerous simulation methods have been employed both in the physical and the
mathematical literature for the computation of hte dynamics of BEC [7]. Without unre-
alistically trying to be exhaustive, we briefly list and compare a few of them in order to
justify our approach:

• For the space discretization, finite differences or spectral methods [5, 7] on linear
grids are commonly opposed to more elaborate Finite Elements methods on com-
plex geometries [6, 39, 31]. We here perform an in-between by using a two-point
flux approximation Finite Volume scheme, which is both relatively easy to imple-
ment and well-suited for the discretization of quantum fluids, inspired by the vast
literature on Finite Volumes for diffusive models [20]. Also note that the first au-
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thor recently proved the convergence of such schemes on Delaunay-Voronoï meshes
in the work [14].

• For the time integration of Gross-Pitaevskii equations, we can mention the sur-
vey [4]. The most popular methods are respectively based on splitting methods,
Cranck-Nicholson schemes, relaxation schemes or exponential integrators. Splitting
methods appear to be explicit and easy-to-implement, mass-preserving, uncondi-
tionally stable as well as memory and computationally efficient at the same time.

• For the computation of the ground state, there is a vast literature, starting from [8],
which considers normalized gradient flow methods. These methods basically consist
of a two part algorithm by first performing an imaginary time gradient descent
method followed by a projection over the constrained finite dimensional manifold.
They usually ensures a decreasing property of the associated discrete energy, but
the only theoretical convergence result towards the ground state (even if performed
in the restricted case of the cubic Schrödinger equation in one dimension starting
near the ground state) seems to be a linearly implicit scheme developed in [22] to
the best of the authors knowledge, which is the scheme we use in our simulations.

• For the post-processing computations around vortices, we adapt the algorithm de-
tailed in [18, Section 4] in the context of a two-dimensional triangulation. We also
develop usual methods based on vorticity-like quantities of the quantum fluid in
the finite volume framework. Let us finally mention the recent work [29] where the
authors use a different approach in a finite-element context.

This paper is organized as follows. In Section 2, by a change of variables we introduce
the dimensionless Gross-Pitaevskii equation which we will use for all our ongoing compu-
tations. Section 3 is devoted to both time and space discretization of this equation, as well
as the introduction of a particular admissible triangulation for our Finite Volume method.
In Section 4, we describe the normalized gradient flow method we will use for the numer-
ical computation of the ground state. We develop in Section 5 the two post processing
algorithms described above. We then present numerical results in Section 7 which corrob-
orate theoretical announcements as well as display vortex nucleation for a particular set
of parameters. Note that all codes are available on the Gitlab page https://plmlab.
math.cnrs.fr/chauleur/codes/-/tree/main/bose_einstein_condensates_ring.

2. The Gross-Pitaevskii model

2.1. Physical motivation
The main aim of this work is to perform accurate numerical simulations which could

be reproduced for quantum gas experimental setting at the PhLAM laboratory located at
Villeneuve d’Ascq, schematically described in Figure 1.a). The quantum gas is expected
to form and to evolve as a ring-shaped structure. A first important assumption, motivated
by the experimental setup, is that the dynamics of the Gross-Pitaevskii model in our
setting will be confined to a region where the height, namely the third coordinate z, will
be irrelevant, which can be experimentally achieved through tight confinement of the
atoms along this direction.
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Figure 1: Atomic BEC 2D ring trap configuration. a) Schematic representation of the setup. The LG
laser beams (not shown) are focused down to the BEC (red) through high numeric-aperture optics. In
the vertical direction, the BEC is trapped in a single node of an additional optical lattice, which ‘freezes’
the motion of atoms along z, effectively reducing the system’s dimensionality. b) Radial profile of the
ring trapping potential, proportional to the intensity of the LG mode L0

1 (inset). c) Rotating potential
modulation used to stir the BEC into motion.

For the experimental setup, we consider a BEC of potassium atoms (isotope 39K),
which allow to tune the strength of the atom-atom interactions by applying a external
magnetic field (using the so-called ‘Feshbach resonances’ [15]). In such setups the gas
can be confined and manipulated using ‘optical dipole potentials’, created by off-resonant
laser light, where the potential is proportional to the local light intensity. The intensity
profile of the laser beams can be conveniently shaped to create different potential land-
scapes, and even to modify the ‘effective dimension’ of the gas. Here, we will consider
(i) a ring-shaped trapping potential, which defines the geometry and dimension (2D) of
the problem and (ii) a rotating periodic ring modulation, which will be used to set the
trapped BEC into motion.

The specific values of the physical constants appearing throughout this paper will be
of a particular importance, related to the experiment, and their physical relevance in
a practical context will be systematically pointed out and discussed. Note that a full
parametric study on the influence of these constants for the nucleation of vortices and
quantum turbulence is beyond the scope of this paper. An experimental study of this
particular model in order to corroborate our theoretical results is also a task that we
plan to tackle in the future.

2.1.1. Stationary 2D trapping ring potential
The 2D ring potential can be created using Laguerre-Gaussian (LG) laser beams [1],

which can be realized in practice using phase masks [1, 38]. For a beam propagating
along z, the transverse (x1x2) electric field profile near the focal point is: Eℓ,p(r, θ) ∝
L
|ℓ|
p (2r2/w2

0) exp(−iℓθ). Here, r and θ are the polar coordinates in the x1x2 plane, w0

is the waist of the beam (typically a few microns), and the indices p ∈ N and ℓ ∈ Z
of the generalized Laguerre polynomial Lℓ

p can be chosen to achieve the desired x1x2
trapping potential. The beam intensity (I ∝ |Eℓ,p|2) has cylindrical symmetry with
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respect to the z = 0 axis, and presents one or several radial extrema, according to ℓ and
p. For this work, the L0

1 mode appears promising, as its radial profile presents two light
rings, with an intermediate ‘dark’ region, see Figure 1.b), where atoms will be trapped
using a blue-detuned laser. The ring radius, corresponding to the potential minimum, is
r0 = w0/

√
2.

The confinement along the LG beam’s propagation axis (z) is very loose, as the LG
beam intensity near the focal point (where the BEC is trapped) is almost uniform along z.
Trapping along this longitudinal direction can be achieved by adding a tightly-confining
“optical lattice”, i.e. a sinusoidal potential obtained with an additional optical standing
wave. The BEC can be loaded in the ground state of a single site of this lattice [40].
Provided all relevant energy scales considered in this study are lower than the difference
between the ground and the first excited state of the lattice site (in the harmonic approx-
imation), the dynamics along z will be effectively frozen, and this physical situation can
be treated as an ‘effective’ 2D problem [40]. This situation will be assumed throughout
the rest of the paper.

Note that strong directional confinement is a common technique in atomic BEC ex-
periments to reduce the effective dimensionality of inherently physically-3D systems [24,
27, 32]. From a numerical perspective, this allows us to only work on a two-dimensional
set Ω ⊂ R2. Although obviously not perfectly fitting the reality, this assumption appears
to be pretty effective from the computational cost perspective.

2.1.2. Rotating potential modulation
To study vortex nucleation, one needs in practice to ‘stir’ the 2D ring-trapped BEC [42,

2]. The method which we propose in this paper is to use a rotating azimuthal potential
modulation (along φ), which can be achieved using additional LG laser beams. LG modes
with ℓ ̸= 0 are known to carry an ‘orbital angular momentum’ that can be transferred to
the atoms. By superposing two counter-propagating LG modes with opposite azimuthal
ℓ-numbers, Lℓ

p and L−ℓ
p [35], which have azimuthal phase dependence exp(±iℓθ). This

creates a spatial modulation ∝ sin(2ℓθ) along the ring, see Figure 1.c). Moreover, by
slightly changing the optical frequencies of the beams (ω and ω+δ), one obtains a rotating
sinusoidal modulation ∝ sin(2ℓθ + δt), whose rotation velocity can be easily controlled
experimentally via the parameter δ. The modulation thus acts as a rotating periodic
potential for the BEC, with a spatial period πr0/ℓ which can be varied by changing ℓ
(typically between 1 and 10 [35]) or the 1D ring’s radius r0.

2.2. The dimensionless model
In order to computationally solve equations arising from quantum mechanics, it is

common to work with a dimensionless equivalent of equation (1) so we do not have to
worry about the effects of extremely small constants (for instance ℏ ≃ 10−34J · s) or huge
ones (for instance N ≃ 104 atoms) on our numerical simulations. To this end, we first
need to describe the stationary potential V, which is assumed to be a radial Gaussian
potential of the form

V(r) = −V0 exp
(
− (r − r0)2

∆r2

)
,

where r =
√
x21 + x22, x = (x1, x2) ∈ R2. Here the positive constants V0, r0 and ∆r

respectively denote the amplitude, the radius of trap and typical width of ring of the
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Gaussian potential V, and they should be determined by the power and the geometry of
the laser beam during the experiment, with typical values V0 ≃ 3.14MHz× ℏ.

If we denote by n(r) = N|Ψ|2 the atom local density, we have

N =

∫
R2

n(r)dr = N
∫
R2

|Ψ|2dr,

which implies the usual normalization
∫
|Ψ|2dr = 1. In two dimensions, |Ψ|2 then has the

dimension of the inverse of a surface, and as gN|Ψ|2 stands for the interaction energy, g
has the dimension of an energy times a surface. Hence the nonlinear coupling coefficient
g is then related to a unique atomic magnitude, the s-wave scattering length a [36],
through the relation

g =

√
8πa

lz

ℏ2

m
,

with lz the typical length of the gaz in the direction perpendicular to the plane. For
example for potassium, we have a ≃ 5 nm and m = 6.5 × 10−26 kg, as well as lz ≃ 0.5
µm, which gives a typical dimensionless value of mg/ℏ2 ≃ 0.05 for 2D quantum gases.
We are now going to write the Gross-Pitaevskii equation (1) in terms of dimensionless
quantities (pointed out by a ′), choosing for the energy unite ℏωc =

ℏ2

2m∆r2 , and for the
length unite r0, so r′ = r/r0. This implies the normalization condition

1 =

∫
R2

|Ψ|2dr =
∫
R2

r20|Ψ|2d
(
r

r20

)
=

∫
R2

|ψ|2dr′

so |ψ|2 = r20|Ψ|2. Furthermore, dividing equation (1) by ℏωc, we get

i
∂ψ

∂(ωct)
+

ℏ
2mωcr20

∆x′ψ =
gN

ℏωcr20
|ψ|2ψ +

V
ℏωc

ψ,

which can be written under the form

i
∂ψ

∂t′
+

1

2m′∆x′ψ = γ|ψ|2ψ + V ψ,

with effective variables

t′ = ωct, m′ =
r20

2∆r2
, V =

V
ℏωc

and γ =
gN

ℏωcr20
.

In particular the trapping potential wan be rewrite in dimensionless unite by

V (r) = −V0
ℏω

exp

(
− (r − r0)2

∆r2

)
= −V0 exp

(
−2m′(r′ − 1)2

)
.

Dropping the ′ from now on, we are thus brought back to the study of the dimensionless
Gross-Pitaevskii equation:

i∂tψ +
1

2m
∆ψ = γ|ψ|2ψ + V ψ, (2)
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with an initial condition ψ(0, ·) = ψ0, and a positive effective mass m > 0 and nonlinear
interaction constant γ > 0. In this setting, the potential V = V (t, x) is composed of a
time-independent trapping potential Vpot and a time rotating potential Vrot, namely

V = Vpot + Vrot,

with
Vpot(r) = −V0 exp

(
−2m(r − 1)2

)
, V0 > 0,

and
Vrot = VpVpot(r) sin(nθθ − ωt)) (3)

where 0 ≤ Vp ≤ 1, nθ ∈ N∗ and ω ∈ R. As explained before, this form of potential
can be obtained by making an interference pattern of two LG laser beams with opposite
azimuthal dependences exp(±iℓθ). We finally emphasize that at first order near r ≃ 1
the Gaussian potential Vpot corresponds to a harmonic potential with radial symmetry
of the form

Vpot(r) ≃ V0(2m(r − 1)2 − 1).

2.3. Assumption on the geometry
We now wish to simulate the dynamics of the condensate on a ring-shaped domain

of the form :
Ω :=

{
x ∈ R2

∣∣ rmin ≤ |x| ≤ rmax

}
,

with 0 < rmin < 1 < rmax. Furthermore, in order to solve equation (2), we also impose
some Dirichlet boundary conditions to equation (2), namely

ψ(·, x) = 0, ∀x ∈ ∂Ω. (4)

Note that from a physics experiment point of view, particles hitting the edge of Ω with
outwards velocity leave the domain Ω. This phenomena may happen in this setting
because we are providing the system with energy via the time-dependant potential Vrot.
This phenomena is not transcribed into our setting, since Dirichlet conditions (4) imply
some artificial reflection at the edge of the domain Ω. This is an important task that we
have to keep in mind during the simulations of Section 7.

3. Discretization of the problem

3.1. Time discretization by Strang splitting
Let τ > 0 be the time discretization step size. We will perform a semi-discretization

in time with a Strang splitting method in order to compute the dynamic of equation (2)
with initial condition ψ(0, x) = ψ0(x), x ∈ Ω. The operator splitting methods we consider
for the time integration of (2) are based on the following splitting

∂tψ = A(ψ) +B(ψ),

where
A(ψ) =

1

2m
i∆ψ, B(ψ) = −iγ|ψ|2ψ − iV ψ
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and the solutions of the following subproblemsi∂tu(t, x) = −
1

2m
∆u(t, x), u(0, x) = u0(x),

i∂tw(t, x) = γ|w(t, x)|2w(t, x) + V (t, x)w(t, x), w(0, x) = w0(x),

for all x ∈ Ω and t > 0. The associated operators are explicitly given, for t ≥ 0,{
u(t+ τ, ·) = Φτ

A(u(t, ·)) = ei
τ

2m∆u(t, ·),

w(t+ τ, ·) = Φτ,t
B (w(t, ·)) = e−i

∫ τ
0

V (t+s,·)ds−iτγ|w(t,·)|2w(t, ·).

In particular, from the expressions of Vpot and Vrot given in Section 2.2, we have

Φτ,t
B (v(t, ·)) = exp

(
−iV (r)

[
τ

2
+

1

ω
(cos(nθθ − ω(t+ τ))− cos(nθθ − ωt))

])
.

The Strang splitting is then defined by the composition of flows

ψ(t+ τ, ·) = Φτ,t(ψ(t, ·)) := Φ
τ
2 ,t+

τ
2

B ◦ Φτ
A ◦ Φ

τ
2 ,t

B (ψ(t, ·)) , (5)

which provides a time-integration method of order 2 in O(τ2) (see for instance [9]). Note
that we only evaluate the exponential of the Laplace operator once per iteration, as ΦA

will be the most expensive flow to compute (compared to the direct integration of the
flow ΦB) by the method of finite volume that we are going to present. Also note that

ψ(t+ 2τ, ·) = Φ
τ
2 ,t+

3τ
2

B ◦ Φτ
A ◦ Φ

τ
2 ,t+τ

B ◦ Φ
τ
2 ,t+

τ
2

B︸ ︷︷ ︸
Φ

τ,t+ τ
2

B

◦ Φτ
A ◦ Φ

τ
2 ,t

B (ψ(t, ·))

so one can compute only once Φτ,t
B (in a similar way to the one-order Lie splitting) at

each step for computational effectiveness.

3.2. Space discretization by Finite Volumes
In order to discretize the space variable x ∈ Ω in equation (2), we will perform a stan-

dard two-point flux approximation finite volume scheme of order 1 (see for instance [20]
for a classical introduction to this method), based on a regular triangulation T of our do-
main Ω. In particular, in this part we will assume the existence of such triangulation T ,
and we refer to Section 3.3 for further discussions about the triangulation we will adopt
in our simulations.

As the Laplace operator ∆ is the only component of equation (2) involving space
derivatives, we briefly recall how finite volume schemes actually discretize the following
Laplace equation on Ω with Dirichlet conditions:{

−∆u(x) = f(x), x ∈ Ω,

u(x) = 0, x ∈ ∂Ω,
(6)

where f : Ω→ C denotes a regular function. Let T be a finite family of open triangular
disjoints subsets of a polygonal approximation of Ω, such that two triangles having a
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common edge have also two common vertices. Also assume that all angles of the triangles
are less than π/2. This define an admissible mesh in the sense that there exists a family
of points (xK)K∈T , such that for any K,L ∈ T sharing a common edge denoted K|L,
the points xK ∈ K and xL ∈ L satisfy the orthogonality condition

[xK , xL] ⊥ K|L.

Integrating equation (6) over a triangle K ∈ T , we obtain

|K|fK :=

∫
K

f = −∆
∫
K

u =
∑
σ∈EK

(
−
∫
σ

∇u · νK,σ

)
,

where EK denotes the set of the edges of the triangle K, and νK,σ the unit normal to the
edge σ, outward to K. We also denote E the set of the edges defined by the triangular
mesh T , Eext ⊂ E the set of the edges located on the boundary of Ω̃, and Eint = E\Eext.
We denote L ∈ T the triangle such that σ = K|L, then we can approximate

−
∫
σ

∇u · νK,σ ≃ −|σ|
uL − uK
dK,L

if σ ∈ Eint, where dK,L denotes the distance between the circumcenter xK of the triangle
K and the circumcenter xL of the triangle L, or

−
∫
σ

∇u · νK,σ ≃ −|σ|
−uK
dK,σ

if σ ∈ Eext, as we impose some Dirichlet boundary conditions, and where dK,σ denotes
the distance between the circumcenter xK of the triangle K and the edge σ. Denoting
N = Card(T ) the number of triangles, we then look for a solution U = (UK)K∈T ∈ RN

such that 

∑
σ∈EK

DK,σ (U) = |K|fK , ∀K ∈ T ,

DK,σ (U) = |σ|UL − UK

dK,L
, if σ = K|L ∈ Eint,

DK,σ (U) = −|σ| UK

dK,σ
, if σ ∈ Eext,

which define a system of N linear equations with N unknowns, which can be put into
the matrix form

AU = F,

where F = (|K|fK)K∈T ∈ RN . Note that the matrix A is the discrete counterpart of the
Laplace operator ∆, and that by construction, the matrix A is symmetric. Moreover,
the matrix

AT :=

(
1

|Ki|
Ai,j

)
1≤i,j≤N

is symmetric in the base of our triangulation T , which means that defining the scalar
product

⟨U, V ⟩T := Re

(∑
K∈T

UKVK |K|

)
, U, V ∈ RN , (7)
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with respect to the triangulation T , then

⟨AT U, V ⟩T = ⟨U,AT V ⟩T .

3.3. Triangulation of the geometry
We now want to generate an admissible mesh, with all angles less than π/2. One

could rely on triangulations generated by mesh-generation software such as GMSH [23]
with the "Delaunay" option, see Figure 2.

Figure 2: GMSH triangulation of 15222 triangles with rmin = 0.4, rmax = 1.6 and element size factor
h = 0.08.

However, we will rather generate our own mesh taking into account two main features
coming from our particular setting:

• We attend to observe most part of our dynamic at the "center" of the ring Ω, which
means the zone near the unit circle S1, so we would rather seek for non-uniform
mesh grid. In fact, as we are looking for vortex points at the center part of the
ring, which might be very localized zeros of the wave function ψ, we would like
some mesh refinements at this specific area to detect more easily this phenomena.
At the contrary, with Dirichlet conditions and a strong trapping potential Vpot (in
the sense that V0 ≫ 1), we expect no dynamics at the edge of the ring Ω, hence we
would be satisfied by rough mesh size around ∂Ω.

• Taking Vrot = 0, we easily see that any solution of equation (2) with radial initial
condition ψ0(x) = ψ0(r) inherits this radial symmetry property for any time t ≥ 0,
a feature that will would like to preserve as much as possible for the induced discrete
scheme. Unfortunately, non-symmetric meshes instantly break this property, hence
we will rather build a triangulation presenting some radial symmetry.

We now describe how we construct the symmetric concentrated mesh that we will use
for our simulations in Section 7, providing the values of rmin and rmax of the ring Ω, as
well as the control of stepsize of the triangles h > 0.
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3.3.1. Building the symmetric mesh
We will first discretize the unit circle S1 by generating Np points (xk)1≤k≤Np

(Np for
"number of points") such that

Xk =

(
cos

(
2(k − 1)π

Np

)
, sin

(
2(k − 1)π

Np

))
.

We then perform Nc dilatation of the vector (Xk)k with equidistant radius (rj)1≤j≤Nc

(Nc for "number of circles") such that r1 = rmin, rNp
= rmax and for all 1 ≤ j ≤ Nc − 1,

r1 ≤ . . . ≤ rNc
and rj+1 − rj =

rmax − rmin

Nc
.

We denote by

xjk =

(
rj cos

(
2(k − 1)π

Np

)
, rj sin

(
2(k − 1)π

Np

))
this collection of points. For each point xjk with 1 ≤ k ≤ Np − 1 and 1 ≤ j ≤ Nc − 1, we
can then define two triangles

t1k,j =
(
xjk, x

j+1
k , xj+1

k+1

)
and t2k,j =

(
xjk, x

j
k+1, x

j+1
k+1

)
.

The same way, you can define two triangles for xjNp
, namely,

t1Np,j =
(
xjNp

, xj+1
Np

, xj+1
1

)
and t2Np,j =

(
xjNp

, xj1, x
j+1
1

)
.

Unfortunately, triangles defined this way rapidly tends to have angles higher than π/2 as
Np →∞. In order to circumvent this problem, we define a little rotation of −(j−1)π/Np

for the (xjk)k points with 1 ≤ j ≤ Nc, which gives the new definition

x̃jk =

(
rj cos

(
2(k − 1)π

Np
− (j − 1)π

Np

)
, rj sin

(
2(k − 1)π

Np
− (j − 1)π

Np

))
.

We can then define the triangulation T = (t̃lk,j)1≤k≤Np,1≤j≤Nc,l=1,2.

3.3.2. Concentrated symmetric mesh
As we expect that a large part of the dynamics will be located at the middle portion of

the ring Ω (roughly at r ≃ 1), we would like to build some refine mesh near this area. We
now present how to choose the number of points per circle Np and the number of circles
Nc in order to have a concentrated mesh which satisfy the strict Delaunay condition. As
we embed Nc circles into Ω, we look for a quadratic function

f(x) = α

(
x− 1

2

)2

+
rmax − rmin

2Nc
, 0 ≤ x ≤ 1,

with α to be fixed, such that for the radius (rk)1≤k≤Nc
of these circles, we have rk+1−rk =

f(k/Nc) and the endpoints conditions r1 = rmin and rNc
= rmax. Here note that we

11



impose the arbitrary condition that rk+1 − rk is bounded by below by rmax−rmin

2Nc
, which

corresponds to the minimal thickness of the embedded ring. From the condition

rmax − rmin =

Nc∑
k=1

(rk+1 − rk) = α

Nc∑
k=1

(
k

Nc
− 1

2

)2

+
1

2

we infer that
α =

6Nc

N2
c + 2

(rmax − rmin).

We now look for a minimum of points Np for every circles in order to ensure that every
angle of our triangulation is strictly smaller than π/2.

Proposition 1. We fix a stepsize h > 0. Let Nc =
⌈
rmax−rmin

h

⌉
and

Np =

⌈
2π
√
2

Nc

1− rmin

rmax

⌉
.

Then the triangulation T satisfy the strict Delaunay condition.

Proof. Let’s first note that by construction, all the triangles L of our triangulation T
are isosceles, so the two equal angles are necessary lower than π/2. We denote θL the
remaining angle, aL the two equal sides and bL the remaining side (or θ, a and b when
there is no risk of confusion). We now have to split our analysis between triangles pointing
towards the point (0, 0) and triangles pointing towards the exterior of the domain Ω.
We begin with triangles pointing towards the center of the ring. By Alkashi formula, we
have

b2 = 2a2(1− cos θ).

As we want θ < π/2 we need cos θ > 0, so

cos θ = 1− b2

2a2
⇒ b2

2
< a2,

hence
θ < π/2⇔ a

b
>

1√
2
.

Hence we need a lower bound of a and an upper bound of b. By classical geometry, we
have the rough bounds

a > rk+1 − rk and b <
2πrk+1

Np
.

Hence we want that for all 1 ≤ k ≤ Nc,

rk+1 − rk
πrk+1

≥
√
2

by simplification. Reversing the inequality and taking the supremum over k, we need

Np ≥ π
√
2

maxk(rk)

mink(rk+1 − rk)
.

12



We obviously have maxk(rk) = rmax. On the other hand, we know that rk+1 − rk =
f(k/Np), so

min
k
f(k/Nc) = (rmax − rmin)min

k

[
6Nc

N2
c + 2

(
k

Nc
− 1

2

)
+

1

2Nc

]
≥ rmax − rmin

2Nc
,

which is achieved for k = Nc/2 if Nc is even (and actually gives a lower bound if Nc is
odd). Hence we impose

Np ≥ 2π
√
2

rmaxNc

rmax − rmin
.

In the case of triangles oriented outside the ring, we are going to use that

tan(θ/2) =
b

2c
,

where c denotes the height of the isosceles triangle, so we need an upper bound of b (that
we already compute) and a lower bound of c. An elementary geometric argument shows
that in this case c > rk+1 − rk, hence we are back to the condition

Np > π
maxk(rk)

mink(rk+1 − rk)
,

which is less constraining than the previous one, hence the proposition is proved.

Proposition 2. Let T be the triangulation defined by the above procedure, with rmin,
rmax and h > 0 given. Then, following notations from Section 3.2, we have that for all
edges σ ∈ E,

|σ| = O(h) as h→ 0.

Moreover, for all triangles K ∈ T ,

|K| = O(h2) as h→ 0.

Proof. Going back to the notation of the proof of Proposition 1, we first consider the
case of an isosceles triangle K (with two equal sides of length a and one side of length
b of height length c) pointing out to the point (0, 0) and defined between radius rk and
rk+1. Let’s first note that by definition of Np,

b ≤ 2πrk+1

Np
≤ 2πrmax

Np
≤ h√

2
.

On the other hand, by Pythagore’s formula,

a2 = c2 +
b2

4
≤ (rk+1 − rk)2 +

h2

8
,

so as rk+1 − rk = f(k/Nc), we infer by definition of Nc that

rk+1 − rk ≤
6Nc

N2
c + 2

(rmax − rmin)

(
k

Nc
− 1

2

)2

+
rmax − rmin

2Nc

≤ rmax − rmin

2

(
3Nc

N2
c + 2

+
1

Nc

)
≤ 2(rmax − rmin)

Nc

≤ 2h,
13



so we well get that a and b are O(h) as h → 0. In order to deal with triangles pointing
out outwards, we just use the fact that c ≤ 2(rk+1 − rk) by elementary geometry, which
gives the same result. The result on the area |K| of the triangle K naturally follows.

We illustrate such a concentrated symmetric mesh in Figure 3. In the following, we
will denote by N the number of triangles of the triangulation T generated through the
above procedure, given a stepsize h > 0.

Figure 3: Concentrated symmetric triangulation of N = 14850 triangles with rmin = 0.4, rmax = 1.6,
step size h = 0.05, a number of circles Nc = 25 and a number of points per circle Np = 297.

4. Computation of the ground state

We now aim at computing the ground state of equation (2), which is defined as the
unique minimizer ϕ ∈ L2(Ω) of the energy

E(ψ) =

∫
Ω

(
1

2m
|∇ψ(t, x)|2 + Vpot(x)|ψ(t, x)|2 +

γ

2
|ψ(t, x)|4

)
dx

of the Gross-Pitaevskii equation (2) under the mass constraint

M(ψ) =

∫
Ω

|ψ(t, x)|2dx = 1.

This ground state solution (or more precisely its discrete approximation) will then serve
as our initial state function ψ0(x) = ϕ(x) in our simulations. Hence, in the case without
rotation (ω = 0), the simulation of the dynamics should remain near the initial state ϕ in
the L2(T ) norm, which will constitute a first criterion concerning the numerical stability
of our scheme.

Since a ground state φ is defined as the solution of the minimization problem above
with the mass constraint, we may write the corresponding Euler-Lagrange equation:

14



There exists µ ∈ R such that
µφ(x) = − 1

2m
∆φ(x) + V (x)φ(x) + γ|φ(x)|2φ(x), x ∈ Ω,

φ(x) = 0, x ∈ ∂Ω,∫
Ω

|φ(x)|2dx = 1.

We adopt the same minimization strategy in the discretized context, defining the
discrete counterpart of the energy E for a vector Un ∈ CN , namely

ET (U) = − 1

2m
⟨U,AT U⟩T + ⟨U, VT U⟩T +

γ

2
⟨U, |U |2 · U⟩T ,

which is associated with the discrete gradient

∇UET (U) = − 1

m
AT U + 2VT · U + 2γ|U |2 · U.

Note here that the vector VT ∈ CN designs the vector of values taken by the potential
V at each circumcenter of the triangulation T . Also, the vector product "·" has here to
be understood pointwise, as well the modulus |U |2 = U · U . We then perform a semi-
implicit imaginary time discretization using an explicit Euler method for the laplacian
part, based on a recent convergence result proved in [22], and that can be written under
the form 

Un+ 1
2 − Un

κ
=

1

m
AT U

n+ 1
2 − 2VT · Un+ 1

2 − 2γ|Un|2Un+ 1
2 ,

Un+1 =
Un+ 1

2

∥Un+ 1
2 ∥L2(T )

,

(8)

with a small stepsize κ > 0 and starting from some initial data U0. At each iteration,
we check if

ET
(
Un+1

)
< ET (Un) .

If it is, we move on, but if it is not, we come back to Un and we put κ ← κ/2. The
algorithm stops at step n ∈ N as soon as the condition

CT (Un) :=
∥∥∇UET (U

n)− ⟨∇UET (U
n), Un⟩L2(T )U

n
∥∥
L2(T )

≤ ϵ (9)

is fulfilled for some vector Un, and for a fixed given threshold ϵ > 0.
For a rigorous proof about the fact that equation (9) defines a stopping criterion

(typically that CT (U)→ 0 as U → U∗, where U∗ designs a local minimum of the energy
ET ), we refer to the proof of [18, Proposition 3], which essentially relies on the fact that
if the discrete energy ET admits a local minimum U∗ on the sphere, the function

f : t 7→ ET

(
U∗ + tU

∥U∗ + tU∥L2(T )

)
is smooth and has a null derivative at t = 0.
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5. Post-processing algorithms

5.1. Vortex detection
We describe the algorithm for the detection of vortices and the computations of their

indices, adapting the cartesian-grid method of [18, Section 4.1] on a triangulation. The
algorithm relies on 3 numerical parameters tol1 > 0, tol2 > 0 and λmax ∈ N∗. It follows
the four steps below, where the three first steps identify the vortices’ centers and the
last step computes the vortices indices. In this section, ψ denotes the square complex
matrix with N2 entries (where we recall that N denotes the number of triangles on our
triangulation) of the Bose-Einstein condensate.

• Step 1: We determine the potential centers of the vortices and establish a list of
candidates called potential_vortices such that |ψ(n)|2 < tol1.

• Step 2: We build a second list P based on the first list above using the following
rule. For each potential vortex number n in the list establish in Step 1, we consider
the values of |ψ|2 on the adjacent triangles (let’s say triangles that are at distance
λ = 1, denoted Sλ(n)). If the values of |ψ|2 at all points of these adjacent triangles
are such that |ψ|2 − |ψ(n)|2 > tol2, then we add the vortex center n to the second
list P, and we set λ = 1 as the characteristic length of the potential vortex. If not,
we repeat this procedure for triangles at distance λ = 2, . . . , λmax. To summarize,
we have determined a list P of points n satisfying the conditions

|ψ(n)|2 < tol1 and |ψ(j)|2 > |ψ(n)|2 + tol2

for all triangles j ∈ Sλ(n) at distance 1 ≤ λ ≤ λmax.

• Step 3: We consider each vortex center from the list P and we identify if another
center is inside the set

⋃λmax

λ=1 Sλ(n). If this is the case, we eliminate the center with
the biggest |ψ|2 from the list P. We repeat this step until we are left with isolated
centers.

• Step 4: We compute the indices using the following rules. For each n ∈ P, we
compute the angles ω(j) ∈ [−π, π] formed between the circumcenter of the triangle
n and the circumcenters of the triangles j ∈ Sλ(n) and the abscissa line. We then
resort these angles in increasing order. We first compute the angle θ0 = arg(ψ(j))
associated to the triangle j of lowest angle. After computing the first angle θ0, we
proceed to compute the other angles θ1, θ2, . . . , θM , with M(n) = Card(Sλ(n)), the
following way:

– After computing the angle θm, the next angle θ̃m+1 is computed as an argu-
ment of the next value of ψ on the set Sλ(n) with anticlockwise rotation.

– We set θm+1 := θ̃m+1 + 2kπ with k = argminl∈Z|θ̃m+1 − θm + 2πl|.

Eventually, the index of the vortex n is equal to (θM(n) − θ0)/2π. This last step is
illustrated at Figure 4.

16



x1

x2

n

θ0
θ1

θ2

θ3

θ4

θ5
θ6

θ7

θ8

Figure 4: The set S1(n) with angles θ0 to θ8.

5.2. Decomposition of the dynamics in the eigenbasis of the linearized operator
As we inject energy in our quantum system through the rotational potential modu-

lation Vrot, we are interested in how this energy is distributed along radial and azimutal
modes, in particular during vortex nucleation. Note that in a turbulent regime, one
should expect a cascade of energy (towards low or high frequencies according to the di-
mension), inducing a scaling distribution of the occupation of the different momentum
modes.

In order to compute these modes, we consider the stationary linear part of equation
(2), namely the linear operator

H = − 1

2m
∆+ Vpot.

From classical Sturm-Liouville theory, there exists an increasing sequence of eigenvalues
associated to normalized eigenfunctions of H which form an orthonormal basis of L2(Ω).
From the radial symmetry of the Gaussian potential V and Fourier decomposition, we
infer that these eigenfunctions can be written in polar coordinates under the form

ϕp,l(r, θ) = φp(r)e
iℓθ, p ∈ N, ℓ ∈ Z, (10)

where the (φp)p∈N are solutions of the one-dimensional Sturm-Liouville problem with
Dirichlet boundary conditions−

1

2m

(
∂2rφp(r) +

1

r
∂rφp(r)−

ℓ2

r2
φp(r)

)
− V0e−2m(r−1)2φp(r) = λp,lφp(r)

φp(rmin) = φp(rmax) = 0,

(11)

for all r ∈ (rmin, rmax). Fixing two integers P,L ∈ N, in order to numerically approach
the first eigenfunctions (ϕp,l)0≤p≤P,−L≤ℓ≤L, we proceed as follow:
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• We discretize by standard finite differences with Dirichlet conditions the left hand
side of equation (11), with fixed ℓ ∈ {−L, . . . , L}. More precisely, we fix a number
of points n ≥ 2, and we denote by r = (r1, . . . , rn)

⊤ the discrete vector defined by

rk = rmin + (rmax − rmin)
k

n
, k = 0, . . . ,n,

where the (rk)k are equidistants points at a range h = rmax−rmin

n . Denoting R =
diag(r0, . . . , rn), we then define the matrix H ∈Mn+1(C) by

H = − 1

2m

(
L+R−1 ×D − ℓ2R−2

)
− V0diag

(
e−2m(r0−1)2 , . . . , e−2m(rn−1)2

)
,

where the discrete laplacian matrix L and the first order centered finite difference
matrix D, with Dirichlet conditions, are given by the formulas

L = − 1

h2


0 . . . 0 (0)
−1 2 −1

. . .
. . .

. . .

−1 2 −1
(0) 0 . . . 0

 andD =
1

2h


0 . . . 0 (0)
−1 0 1

. . .
. . .

. . .

−1 0 1
(0) 0 . . . 0

 .

• We use the function eigs from GNU Octave in order the get the first P + 1
eigenvectors of the matrix H (note here that we obviously need that P + 1 ≤ n,
which will not be an issue as we will take n = 500 in our computation, and only seek
for the few firsts eigenvectors). At this stage, we have P + 1 vectors φ0, . . . ,φP ∈
Cn+1.

• We then use the function interp1 from GNU Octave to interpolate on the cir-
cumcenters of the triangles of the triangulation T using equation (10), so we get
(P + 1) × (2L + 1) vectors (Φp,ℓ)0≤p≤P,−L≤ℓ≤L of size N , which we normalize on
L2(T ), namely for all p, ℓ,

∥Φp,ℓ∥2L2(T ) =
∑
K∈T

|Φp,ℓ(K)|2|K| = 1.

Note that the vectors (Φp,ℓ)p,ℓ are quasi-orthogonal for the L2(T )-scalar product, in
the sense that ⟨Φp,ℓ,Φp′,ℓ′⟩ ≃ δp,p′δℓ,ℓ′ . For instance, from the numerical point of view,
taking the same set of parameters as in the forthcoming Section 7, these quantities are
around 10−4 in absolute value for Φp,ℓ ̸= Φp′,ℓ′ . Hence for a vector U ∈ CN , we call its
decomposition on the set (Φp,ℓ)p,ℓ the quantity

P∑
p=0

L∑
ℓ=−L

⟨U,Φp,ℓ⟩T Φp,ℓ.

We also emphasize that in the following numerical simulations, we will have N ≫ (P +
1) × (2L + 1), as the number of triangles N will be somewhat between 104 and 105,
whereas (P + 1)× (2L+ 1) remains between 102 and 103.
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6. Vorticity and pseudo-vorticity

In order to numerically track vortices nucleation, one may also rely on particular
physical quantities related to the evolution of the wave function ψ. A strong candidate
would naturally be the vorticity ω = ∇× v of the quantum fluid, taking the scalar cross
product of the velocity

v =
1

2i

(ψ∇ψ − ψ∇ψ)
|ψ|2

,

of the wave function ψ, so that ω : R+ × R2 7→ R. The vorticity of the quantum fluid
is known to be represented by a distribution of Dirac’s δ-functions at the core of each
vortices, making this quantity very appealing for the numerical detection of vortices
throughout the dynamics. However, such distributions leads to high gradients which
may be very unstable to approximate, so one has to adapt this strategy in order to
perform reliable numerical simulations. In the following we introduce two vorticity-based
quantities, namely the regularized vorticity and the pseudo-vorticity, which are used in
the quantum turbulence literature (see for instance [11] or [41]), and we briefly compare
them with the post-processing algorithm of Section 5.1.

6.1. Regularized vorticity
In order to regularize the vorticity , one can fix a saturation parameter δ > 0, so that

we define the regularized velocity

vδ =
1

2i

(ψ∇ψ − ψ∇ψ)
|ψ|2 + δ

which leads to the regularized vorticity

ωδ = ∇× vδ.

In order to numerically compute the regularized vorticity, we first compute ∇ψ as for
∇ϕ which provides the discrete velocity, and we then rely on the work of Delcourte,
Domelevo and Omnes [17] to compute the discrete scalar cross product on an admissible
triangulation based on DDFV schemes, which can be describes as follows: for a triangle
K ∈ T we approximate

ωδ(K) =
1

|K|

∫
K

(∇× vδ) ≃
1

|K|
∑
σ∈EK

|σ|vδ(K) · τσ,

where τσ is the normalized vector such that τσ and nσ are orthonormal positively oriented
bases of R2. We describe the discretization of the gradient appearing in the expression
of vδ in the next section.

6.2. Pseudo-vorticity
We also consider another quantity called the pseudo-vorticity, which was recently

analyzed by the first author in [14]: denoting the density current J = 1
2i (ψ∇ψ − ψ∇ψ),

we define
ωps =

1

2
∇× J = ∇(Reψ)×∇(Imψ).
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This last formulation will be use in order to numerically compute this quantity, relying
on a piecewise constant approximation of the gradient of ψ introduced in [21], and which
relies on the use of diamond points of the triangulation, namely the point xσ defined at
the middle of each edges σ ∈ EK . Then, on each triangle K ∈ T , we approximate

1

|K|

∫
K

∇ψ ≃ 1

|K|
∑
σ∈EK

dψK,σ(xσ − xK),

where

dψK,σ =

{
τσ(ψL − ψK), if σ = K|L ∈ Eint,
− τσψK , if σ ∈ Eext,

and 
τσ =

|σ|
|xK − xL|

, if σ = κ|L ∈ Eint,

τσ =
|σ|

d(xK , ∂Ω)
, if σ ∈ Eext.

This approximation of the gradient of ψ on the triangulation T will also be use in
order to compute the velocity v appearing in the definition of the vorticity.

6.3. Detection of vortices
Both the regularized vorticity and the pseudo-vorticity appear to be smooth functions

which have a local extremum at each vortex core and are small outside vortices. One
has then to put a threshold in order to detect these local extremum and to perform a
root-finding routine (typically a Newton method) in the neighborhood of the vortex in
order to recover their exact position. Note that the sign of the local extremum determines
the sign of the charge of the vortex. We also emphasize that the pseudo-vorticity only
requires the computation of one discrete gradient, instead of two with for the regularized
vorticity, which makes it a bit more appealing from the computational efficiency point
of view. A more precise comparison of the computation of these two quantities with the
post-processing algorithm described in Section 5.1 will be made in the following section.
On the other hand, this algorithm return the precise indice of each vortices, and not only
their sign, even if it is now a common known feature that stable vortices can only have
±1 indices.

7. Numerical simulations

7.1. Accuracy tests
This first section is devoted to numerically show the different orders of convergence

theoretically announced in the previous sections, as well as the discrete ground state
stability. We perform all incoming simulations (if not mentioned otherwise) with the set
of parameters m = 10, V0 = 100, γ = 100, rmin = 0.6 and rmax = 1.4, on a triangulation
T composed of N = 39852 triangles generated via the arguments given in Section 3.3
with a stepsize control parameter h = 0.03, which leads respectively to a number of
circles and a number of point per circle Nc = 41 and Np = 486 via Proposition 1.
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7.1.1. Space order accuracy
Eigenfuntions of the Laplace operator −∆ on the ring Ω with Dirichlet conditions are

explicitly known in terms of Bessel functions of the first kind Jα and of the second kind
Yα [25, Section 3.2]. In polar coordinates, these eigenfunctions

uα,β,σ(r, θ) =
[
Jα

(
r
√
λα,β

)
+ cα,βYα

(
r
√
λα,β

)]
×

{
cos(αθ), σ = 1,

sin(αθ), σ = 2 (α ̸= 0),
(12)

are enumerated with respect to the triplet

(α, β, σ) ∈ N× N∗ × {1, 2} ,

and associated to the eigenvalues (λα,β)α,β which are simple for α = 0 and twice degen-
erate for α > 0. The coefficients (λα,β)α,β and (cα,β)α,β are determined by the Dirichlet
boundary conditions at r = rmin and r = rmax,{

Jn
(
rmin

√
λα,β

)
, Yn

(
rmin

√
λα,β

)
= 0,

Jn
(
rmax

√
λα,β

)
, Yn

(
rmax

√
λα,β

)
= 0,

so for all α ≥ 0 we look at the zeros of the function

fα(x) =

∣∣∣∣ Jα (rminx) Yα (rminx)
Jα (rmaxx) Yα (rmaxx)

∣∣∣∣ ,
which gives the square root of the eigenvalues (

√
λn,k)k. We also easily get the coefficients

(cα,β)β by the direct computation

cα,β = −
Jα(rmax

√
λα,β)

Yα(rmax

√
λα,β)

.

In order to corroborate the first order convergence in space of the Finite Volume method
described in Section 3.2, we now focus on eigenfunctions for α = 0. Bessel functions
of the first kind Jα and of the second kind Yα are respectively implemented in GNU
Octave via the functions besselj and bessely, and the first zeros of the function fα are
numerically approached using the function fzero. Using the expression (12) for α = 0,
β ∈ N∗ and σ = 1, this gives a vector U0,β,1 ∈ CN on the triangulation T associated to
the eigenvalues λ0,β . As AT → −∆ as h → 0, we plot in Figure 5 the evolution of the
norms

∥ −AT U0,β,1 − λ0,βU0,β,1∥L2(T )

as h→ 0, for β = 1, 2, 3.

7.1.2. Time order accuracy
To corroborate the second order convergence of the Strang splitting method, we now

compute the dynamics of equation (2) in the case without rotation Vrot = 0. We refer to
equation (5) for the definition of the Strang splitting Φτ,t in our setting, and we denote
by mΦ ∈ N the order of this splitting method, so that there exists a constant e > 0 such
that

ΦTmax
τ (ψ0) = ψ(Tmax, ·) + eτmϕ +O

(
τmϕ+1

)
;
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Figure 5: Convergence of AT on the triangulation T towards ∆.

where ψ(Tmax, ·) denotes the solution of equation (2) at time t = Tmax with initial
condition ψ(0, ·) = ψ0, and where we use the convention

ΦTmax
τ = Φτ,(j−1)τ ◦ . . . ◦ Φτ,0

as Tmax = Jτ . Denoting
yτ = ΦTmax

τ (ψ0) = ψ(Tmax) + eτmϕ +O
(
τmϕ+1

)
,

y2τ = ΦTmax
2τ (ψ0) = ψ(Tmax) + e(2τ)mϕ +O

(
τm+1

)
,

y τ
2
= ΦTmax

τ
2

(ψ0) = ψ(Tmax) + e
(τ
2

)mϕ

+O
(
τm+1

)
,

a classical estimate for mϕ is

mϕ = log

(∥y2τ − yτ∥L2(T )

∥yτ − y τ
2
∥L2(T )

)
log(2)−1 +O (τ)

which follows from standard computations (see [28]). In order to show that the Strang
splitting defined by (5) is well of order two (so that mϕ = 2), we perform several simula-
tions of (2) with Tmax = 0.1 and J = 2k for varying k ∈ N∗ with respectively τ , 2τ and
τ
2 for the computations of yτ , y2τ and y τ

2
, which we reports in the following table.

k 5 6 7 8 9 10
mϕ 1.8237 1.9321 1.9861 2.0022 2.0038 2.0021

7.1.3. Numerical stability of the ground state
We perform the normalized gradient flow algorithm detailed in Section 4, starting the

descent gradient method from a unitary normalized vector with an imaginary time step
κ = 1.10−2 and a threshold ϵ = 5.10−3. We then compute the dynamics of equation (2)
via the Strang Splitting detailed in Section 3.1, starting from the approximation of the
ground state UGS, over a maximum time Tmax = 3, so we take J = 5000 discretization
points in time, with Vrot = 0. Note that the linear flow Φτ

A is computed using a second
order Padé approximant

ei
τ

2mAT ≃
(
IN − i

τ

4m
AT

)−1 (
IN + i

τ

4m
AT

)
,
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where IN ∈ MN (C) denotes the identity matrix. Moreover, the matrix AT is a sparse
matrix, so that the resolution of the linear system(

IN − i
τ

4m
AT

)
X = B

can be efficiently precomputed using its sparse LU decomposition with the GNU Octave
function lu. Denoting Φt

τ (ψ0) the vector solution at time t, we then plot the evolution
of the error

errGS(t) =
∥∥|Φt

τ (UGS)| − UGS

∥∥
L2(T )

in Figure 6. We observe that this quantity is bounded by 2.10−4, so the approximation
of the ground state ψ0 is particularly stable under the dynamic of Φτ .

Figure 6: Stability of the approximation of the ground state on [0, Tmax].

7.2. Vortex nucleation
We now compute the dynamics of the Gross-Pitaevskii equation (2) with rotation

and the set of parameters framed above, starting from the approximation of the ground
state UGS and adding this time the forcing potential Vrot defined by (3) with the set
of parameters Vp = 0.05, nθ = 6 and ω = 10π/3. We plot the square of the modulus
of the solution vector U(t) = Φt

τ (UGS) for several times t ∈ [0, Tmax]. Throughout the
dynamics, illustrated by Figure 7, we observe nucleation of vortices coming from the edge
of the Bose-Einstein condensate. In particular, as time grows, more and more vortices
do appear. Let’s remark that no vortex appears if we perform the same simulations
for the linear Schrödinger equation (2) with γ = 0. The same way, we do not observe
vortex nucleation (at least over such period of time [0, Tmax]) throughout the dynamics
for slower angular momentum such as ω = π, as the velocity of the superfluid must pass
the Landau criterion.

We now analyze the last frame (bottom right of Figure 7) at t = Tmax = 3, plotting
the results of the post-processing algorithm described in Section 5.1 with parameters
tol1 = 0.1, tol2 = 0.05 and λmax = 10, which numerically detects 12 vortices with 6 of
indices 1 and 6 of indices -1 (we also display their respective characteristic length λn)
which are plot in the first frame of Figure 8. We also plot the regularized vorticity from
Section 6.1 computed with regularization parameter δ = 0.1 in the second frame, as well
as the pseudo-vorticity from Section 6.2 with the same threshold in the third frame of
Figure 8. Finally we plot the result of the vortex detection algorithm (with vortices of
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Figure 7: The density |U(t)|2 for times t = 0, 1, 2 and t = Tmax = 3.

positive or negative indices displayed with different colors) based on the pseudo-vorticity
fixing a threshold equal to V0/2 at the fourth frame of Figure 8.

One can make several comments from here. First, from a computation perspective,
the first post-processing alogithm takes about 4630.7s on a common personal laptop
computer, whereas the computation of the regularized vorticity and the vortex detection
takes about 404.75s, and the pseudo-vorticity and detection about 117.94s. Then, these
algorithms do not detect exactly the same number of vortices: the post-processing al-
gorthim, which is based on the density function |U(t)|2, has trouble detecting vortices
at the edge of the condensate, whereas algorithm based on vorticity are able to track
them more efficiently. It is worth noticing that these three algorthims highly depends on
their respective parameters, and may require some tuning. Finally, we emphasize that
vortices with negative indices nucleate from the inside of the ring, whereas vortices with
positive indices, which are more numerous, nucleate from the outside (or the opposite if
the potential V is rotating the other way). They do not interact with each other, even in
longer simulations, as negative vortices rotate at the inner edge of the condensate, and
positive ones rotate at its outer edge.

We also plot in Figure 9 both the density and the phase of the wave function based
on the formula arg(ψ) = −i log (ψ/|ψ|) at initial time t = 0 and final time t = Tmax = 3,
as well as the decomposition of the wave function into the basis of the linear operator
as describe in Section 5.2 for first radial modes p = 0, . . . 3 and with maximal azimuthal
modes L = 80. We observe that at initial state, the ground state is mainly localized
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Figure 8: (From left to right, top to bottom). Post-processing algorithm, regularized vorticity, pseudo-
vorticity and vortex detection algorithm from pseudo-vorticity of the wave function at time t = Tmax.

on even modes, whereas during the dynamics, the nonlinearity tends to propagate the
energy through higher modes, in particular in odd modes when vortices nucleate.

7.3. Other cases
We also perform other numerical experiments on our ring geometry in order to high-

light other known nonlinear phenomena in the context of quantum turbulence.
We now only consider the case without rotation, taking Vrot = 0, with the same

parameters as above but with unstable initial condition. More precisely, we start our
simulation with the initial state φ(K) = UGS(K) if the triangle K has a circumcenter
xK with positive absciss xK,1 > 0 , and φ(K) = −UGS(K) otherwise (and we also
regularize φ by multiplying it with the function xK 7→ exp(−0.1/|xK,1|)). This creates
an instability which implies the nucleation of 4 vortices at the outer edge of the condensate
(see Figure 10). When these vortices meets pairwise, they reconnect and vanish, which
induces a dispersive wave throughout the condensate, also known as wave sound. This
wave emission is well known to play an important role for irreversible energy transfer
mechanisms in quantum turbulent fluids [37].

Finally, we mention that although all our theoretical results are based on Dirichlet
boundary conditions, one can easily adapt our space discretization for Neumann bound-
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Figure 9: (From left to right, top to bottom). Density, phase and decomposition of the wave function on
the first four radial modes (in logarithmic scale) at respectively time t = 0 and time t = Tmax.

ary conditions (see for instance [20]), which allows to perform numerical experiments
where density does not vanish at the boundary of the ring domain. In Figure 11 we
reproduce the same numerical simulations as in Figure 10 described above, except that
this time we take V = 0 so that the ground state is a constant function over our geome-
try. The unstable initial state leads after some time to the nucleation of several vortices,
which are briefly aligned in a snake-like transverse deformation which eventually breaks
into vortex-antivortex pairs, a phenomenon which is highlighted in the work [33] for an
harmonic trap.
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