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A B S T R A C T   

Rainfall-induced landslides (RILS) are commonly investigated using hydro-mechanical models with the concept 
of local factor of safety. The inputs of these models are usually prone to uncertainties. An uncertainty analysis is 
required to investigate how uncertainties propagate through the model and impact the predictions. An appro-
priate strategy for uncertainty propagation analysis is suggested in this work to deal with nonlinearity and high 
dimensionality of RILS problems. It proceeds by performing a sensitivity analysis in two steps. A screening 
technique is first applied to eliminate insignificant parameters. Then, a global sensitivity analysis is performed to 
rank the parameters by order of importance. The Sobol indices are used as sensitivity metrics. The polynomial 
chaos expansion is used to compute the Sobol indices. The proposed strategy is first applied to a hypothetical 
benchmark and then to a more realistic configuration where prior knowledge of parameters and type of soil are 
considered. The results show that, when prior knowledge of soil is available, the most important parameters are 
the coefficient of cohesion, friction angle and air entry pressure head, respectively. The results also show that 
10% uncertainty on these parameters leads to about 20% uncertainty on the prediction of slope stability.   

1. Introduction 

Landslides are geological processes that correspond to the movement 
of soil and rocks down a slope (Highland & Bobrowsky, 2008). Such 
erosional process occurs due to human activity (irrigation, artificial vi-
bration, deforestation, mining &, etc.) and natural phenomena (volcanic 
activity, earthquakes, heavy rainfalls, and others). All these activities 
trigger the failure of mechanical balance as shear stress overcomes shear 
strength. Landslides have a wide variety of movements, for instance, 
falls, topples, slides (rotational, translational), lateral spreads, flows, 
and complex (combines two or more types) (Hungr et al., 2014). Due to 
climate change, intensive rainfall events have become more frequent, 
and the occurrence of rainfall-induced landslides (RILS) is becoming 
frequent (Haque et al., 2016). During intensive rainfall events, the in-
crease of water saturation in soil negatively affects slope stability 
(Travelletti et al., 2011, 2012). Infiltration of water increases the body 
load, and pore water pressure oppositely decreases suction stress, 
effective stress, and affects the shear strength, with an increase followed 

by a decrease of cohesion with saturation (Jouniaux et al., 2020; Mitarai 
& Nori, 2006). The reduced soil strength is a potential risk for slope 
failure (Moradi et al., 2018). Landslides are serious geologic hazards 
that can cause widespread damages, for example, property losses, 
infrastructure destruction, injury, and death. Landslides can be a crucial 
factor in degassing of volcanic mountains, lake bottoms, or marine 
sediments that can affect the environment on a bigger scale. As a prime 
example, the emission of large volumes of greenhouse gases led to mass 
extinction during the Permian period (Wirth et al., 2013). 

The main interest of this work is RILS (Shao et al., 2015). It is 
impossible to prevent such a naturally occurring hazard, but it is 
possible to mitigate potential risks through modeling. Multi-physics 
modeling is an effective tool that can help in predicting the risk of 
landslides. This requires coupling hydro-mechanical processes (Chiu 
et al., 2019). As soil is usually unsaturated or partially saturated, the 
flow processes can be modeled with Richard’s equation, combining 
Darcy’s law, mass conservation, and constitutive relations expressing 
permeability and pressure head as functions of saturation (Toussaint 
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et al., 2012; Ayaz et al., 2020; Moura et al., 2015). Mechanical processes 
are simulated with the equation of local equilibrium coupled to the 
linear elasticity model. The flow and mechanical equations are coupled 
because the increase of water content, due to infiltration, leads to an 
extra load on the soil. The gravity term in the local equilibrium equation 
depends on the water content, which is one of the primary unknowns of 
Richard’s equation. Effective stress is also a function of water pressure 
(Ben Zeev et al. 2020, 2017,; Clément et al., 2018; Goren et al., 2013). 

Landslide susceptibility can be investigated using an indicator that 
measures slope stability. Though several approaches have been made to 
assess slope stability, this study will focus on the Local Factor of Safety 
(LFS) method (Tsai, 2008). The LFS concept is the Coulomb stress-field- 
based method. It is defined as the ratio of resisting shear strength (τ*) to 
gravitationally driven shear stress (τ) in the direction of failure (Moradi 
et al., 2018; Lu et al., 2012; Tsai & Wang, 2011). The global factor of 
safety has been widely used in the literature (Baum et al., 2010; Chiu 
et al., 2019). It is based on assigning a global metric to analyze the slope 
instability by assuming an infinite slope, which is based on the idea that 
the failure occurs along a plane parallel to the slope surface. The global 
factor of safety is expressed as a function of the slope angle, effective 
cohesion coefficient, friction angle, and water pressure. It can be easily 
calculated, but its reliability is questionable when the infinite slope 
assumption is invalid. It does not allow for identifying the location of the 
rupture surface and the area where the failure initiates (Lu et al., 2012). 
The LFS is evaluated at each point of the domain (Lu et al., 2012). It can 
be expressed in terms of the eigenvalues of the effective stress tensor and 
some soil properties (i.e. effective cohesion coefficient and friction 
angle). The LFS concept is coherent with the global factor of safety but 
provides more details about instability initiation and the location and 
geometry of the potential failure surface (Lu et al., 2012). LFS does not 
require initial thoughts about the failure plane’s location and shape and 
can be applied to unstructured meshes. These features bring an advan-
tage to LFS over other slope stability assessment methods (Moradi et al., 
2018). 

Hydro-mechanical models and the LFS concept are widely used for 
understanding the processes of RILS and in developing early warning 
systems (Menon & Kolathayar, 2022; Mandal & Sarkar, 2021; Greco & 
Pagano, 2017). The approach based on LFS has some drawbacks. Its 
application is limited to elastic materials and local point-by-point 
analysis. Despite these simplifications, LFS provides a more precise 
criterion for investigating coupled hydro-mechanical processes than 
other approaches. Furthermore, LFS can be calculated automatically in 
the model. This renders it interesting for uncertainty analysis, which is 
the main goal of this work, as it will be explained later. Moreover, Lu 
et al., (2012) discussed the validity of the LFS concept and showed that 
its results for stability analysis are in good agreement with other con-
ventional concepts. 

In real applications, the input parameters are often prone to un-
certainties that could be related to measurements, fitting procedure, or 
imperfect knowledge of system conditions (Yang et al., 2022; Rajabi 
et al., 2020; Yang et al., 2018). In particular, the properties of soils are 
subject to uncertainty because they are identified by calibrating the 
model against observations with insufficient data that could suffer from 
noises (Koohbor et al., 2019). These uncertainties in input parameters 
propagate through the model, affect the model outputs, and negatively 
impact the reliability of the model predictions. When the models are 
used for developing warning systems, the uncertain model’s predictions 
can lead to unreliable warning information. Therefore, in modeling- 
based studies of landslide susceptibility, there is a vital importance in 
performing an uncertainty analysis (UA) to understand how un-
certainties in the inputs propagate through the model and reach the 
outputs. 

Despite its vitality, studies on UA for landslide models are scarce. Ji 
et al. (2021), Pan et al. (2021), Kasama et al. (2021), and Khalaj et al. 
(2020) used a stochastic approach to perform an UA of seismically 
induced slope displacements by considering uncertain seismic ground 

motions. In the case of RILS, Cai et al. (2017), Johari and Talebi (2019) 
and Yang et al. (2022) performed an UA by considering uncertain soil 
hydraulic properties. Almeida et al. (2017) performed an UA by 
assuming the slope angle and rainfall rate as uncertain inputs. Liao and 
Ji (2021) presented a time dependent reliability analysis by assuming 
uncertain hydraulic conductivity and soil shear strength. To the best of 
our knowledge, there is no detailed study on UA for RILS, integrating all 
hydraulic and mechanical parameters of soils. Indeed, as the number of 
parameters is relatively high and the forward hydro-mechanical model 
is nonlinear and highly consuming in CPU time, and because UA re-
quires hundreds of runs, performing a full UA for RILS is a challenging 
task. It requires a fast-forward model and a robust and efficient algo-
rithm for uncertainty analysis. 

This work aims at suggesting an appropriate and efficient strategy for 
performing UA for RILS. The newly suggested strategy consists in 
combining an uncertainty propagation analysis that allows for ranking 
the parameters by order of importance, followed by an uncertainty 
quantification analysis that allows for evaluating uncertainties on model 
outputs. Specific techniques are implemented to deal with the com-
plexities related to the computational costs, knowing the nonlinearity 
and high dimensionality of the problem of RILS. The new strategy 
consists of i) reducing the dimensionality of the problem by performing 
a preliminary screening analysis, ii) using a surrogate model to replace 
the highly consuming hydro-mechanical model, iii) using an efficient 
forward model, iv) selecting an appropriate quantities of interest and 
relevant sensitivity metrics and v) performing the uncertainty quantifi-
cation analysis using the surrogate model. Thus, to reduce the number of 
runs of the forward model, the new strategy consists in coupling a 
screening technique with the global sensitivity analysis (GSA) (Sahu 
et al., 2023). A preliminary sensitivity analysis, developed with the 
screening technique, allows for reducing the model’s dimensionality by 
identifying the most significant parameters from a well-designed design 
of experiments and by neglecting interaction between parameters. These 
parameters are then ranked according to their significance based on a 
GSA (Sudret, 2008; Fajraoui et al., 2017; Fang and Su, 2020; Guo et al., 
2021). GSA is used to determine the key input parameters responsible 
for output variability. We used a variance-based technique for the GSA 
with the Sobol indices as sensitivity indicators (Sobol’, 1993; Glen et al. 
2012). Sobol indices are variance-based metrics of sensitivity (Sobol’, 
1993). GSA with variance-based techniques and Sobol indices have 
gained increasing interest in applications related to coupled processes in 
soils (Fajraoui et al., 2017; Rajabi et al., 2020; Sandoval et al., 2022). It 
allows for evaluating the interaction between parameters. GSA with a 
variance-based technique has never been applied to RILS. One of the 
objectives of this work is to evaluate the performance of this technique 
in such a case. The evaluation of the Sobol indices requires many runs of 
the forward model that could render the GSA impractical. To avoid this 
issue and optimize the computational costs of the GSA, we use a surro-
gate model that can replace the original hydro-mechanical forward 
model in the evaluation of the Sobol indices. Among different surrogate 
approaches, we use the polynomial chaos expansions (PCEs) because 
they allow for a forward evaluation of the Sobol indices from the poly-
nomial coefficients. PCEs can be accurately used for uncertainty quan-
tification. An efficient forward model is used to generate samples 
required for building the PCEs. The model is developed using the 
COMSOL® finite element package with an adaptive time-stepping 
technique that significantly reduces CPU time. One of the challenges 
of an UA is the selection of the quantities of interest. We tested different 
outputs in order to provide relevant quantities of interest that could 
reflect the physical processes. Once the most significant parameters are 
identified, the PCE surrogate model is used for uncertainty quantifica-
tion via a stochastic approach. The performance of the proposed UA 
strategy is investigated by applying it to a benchmark of RILS, 
commonly used in the literature (Shao et al., 2015; Moradi et al., 2018). 
It deals with a hypothetical case at a 100 m scale and with heteroge-
neous soil. Hydrodynamic and mechanical properties of soil are assumed 
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to be uncertain and the impact of this uncertainty on the LFS is evalu-
ated. We also apply the proposed UA strategy to a more realistic 
configuration where the wetting branch of the retention curves is taken 
into account an prior knowledge about some parameters and type of soil 
are considered. 

2. Mathematical and numerical models 

2.1. Governing equations: Hydro-mechanical model 

The motion of fluids in unsaturated porous media is described by the 
Richards equation which combines the continuity equation and Darcy’s 
law. 

∂θ
∂t

+∇.q = 0 (1)  

q = − K(h)∇H (2)  

where θ[ − ] is the volumetric water content, q[m.s− 1] is Darcy’s velocity, 
h[m] is the pressure head, H[m] is the total hydraulic head (H = h + z), 
z[m] is the depth taken positive upward, and K[m.s− 1] is the hydraulic 
conductivity of the unsaturated soil. 

The Brooks and Corey model is used as constitutive relations be-
tween the hydraulic head, effective saturation, volumetric water con-
tent, and hydraulic conductivity (Shao et al., 2015; Lu et al., 2012). This 
model is given by: 

Se =
θ(h)− θr

θs − θr
=

{
|αBC⋅h|− nBC if αBC⋅h < − 1

1if αBC⋅h ≥ − 1 (3)  

K(h) = Ks⋅(Se)
l BC+2+ 2

nBC (4) 

Fig. 1. The Mohr circle and Mohr-Coulomb failure envelope used for the evaluation of the LFS. σeff and τ represent the absolute value of the normal and 
shear stresses. 

Fig. 2. The geometry of the domain and the investigation area as well as the corresponding boundary conditions.  
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Where Se[− ] is the effective saturation, θs[− ] is the water content at 
saturation which is equal to porosity, θr[− ] is the residual water content, 
αBC[m− 1] represents the air entry pressure head, nBC[− ] and l BC[− ]

characterize pore size distribution in soil and tortuosity, respectively, 
and Ks[m.s− 1] is the hydraulic conductivity of soil at saturation. 

The deformation processes are described with linear momentum 
equilibrium with a gravity term depending on the water content. (Been 
Zeev et al., 2020; Goren et al., 2013; Niebling et al., 2010,2012). In this 
work, we adopt the approach implemented in the hillslope cube module, 
widely used in the literature (Yang et al. 2022). The approach is based 
on the evaluation of a linear elastic stress tensor to evaluate stress 
changes related to the change of soil weight, and then applies the pore 
water pressure to evaluate an effective stress required for soil stability 
(Moradi et al., 2018; Shao et al., 2015; Yang et al. 2022). This 
assumption is necessary for the development of the model with COM-
SOL® and it allows for reducing the computational cost of the simula-
tions. The linear momentum equilibrium equation is expressed as 
follows: 

∇.(σ)+ ((ρs(1 − θs)+ ρwθ )g = 0 (5)  

where σ[kg.m− 1.s− 2] is the stress tensor, ρs[kg.m− 3] is the density of the 

solid grains of soil, ρw[kg.m− 3] is the density of water and g[m.s− 2] is the 
gravity. 

Under the assumption of linear-elastic material, the stress tensor can 
be expressed as a function of strain tensor using Hooke’s law. 

2.2. the local factor of safety 

LFS[ − ] is defined as the ratio of resisting shear strength 
(τ*[kg.m− 1.s− 2]) to gravitationally driven shear stress (τ[kg.m− 1.s− 2]) in 
the failure direction, according to the Mohr-Coulomb criterion (Lu et al., 
2012, Iverson & Reid, 1992). 

LFS =
τ*

τ (6)  

Calculation of LFS is based on the effective stress tensor. In this work, we 
use the unified effective stress suggested and validated by Lu and Likos 
(2006) and Lu et al. (2010). The unified effective stress field is given as 
the difference between the stress tensor (σ) and the suction stress: 

σeff = σ − χρwgh.I (7)  

Where σeff [kg.m− 1.s− 2] is the unified effective stress tensor, I[ − ] is the 
identity tensor, χ[ − ] is Bishop parameter. The general relation between 
effective and total stresses was given by Bishop (1959). For linearization 
purposes, Bishop’s parameter can be replaced by the effective saturation 
parameter (Lu et al., 2010). 

Based on equation (6) and the Mohr-Coulomb failure criteria (Fig. 1), 
LFS can be expressed as follows: 

LFS =
cos(φ′)⋅

(
c′ + σeff

I ⋅tan(φ′)
)

σeff
II (8)  

where c′[kg.m− 1.s− 2] is the effective soil cohesion, φ′[− ] is the effective 
friction angle, the effective stresses σeff

I[kg.m− 1.s− 2] and σeff
II[kg.m− 1.s− 2]

are the centre and the radius of the Mohr circle, respectively. σeff
I and 

σeff
II can be expressed in terms of the minor and major principal effective 

or total stress as follows (see Appendix A for more details): 

σeff
I =

σeff
1 + σeff

3

2
=

σ1 + σ3

2
− χρwgh (9)  

Fig. 3. Representation of workflow of the uncertainty analysis (ANOVA is Analysis of Variance).  

Table 1 
Hydrodynamic and mechanical parameters for the soil layers.  

Symbol Parameter Units Upper 
layer 

Lower 
layer 

θs Saturated water content – 0.412 0.385 
θr Residual water content – 0.041 0.09 
KS Saturated hydraulic 

conductivity 
cm/h 2.59 0.06 

ρw Density of water kg/ 
m3 

1000 

αBC Brooks-Corey fitting parameters 1/cm 0.068 0.027 
nBC – 0.322 0.131 
lBC – 1 
ρs Density of solid grains kg/ 

m3 
2636 

E Young’s modulus MPa 10 
N Poisson’s ratio – 0.35 
φ′ Friction angle ○ 35 

c′ Effective cohesion kPa 3 6  
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σeff
II =

σeff
1 − σeff

3

2
=

σ1 − σ3

2
(10)  

where σeff
1 is major principal effective stress, σeff

3 is minor principal 
effective stress, σ1 is major principal total stress, σ3 is minor principal 
total stress. 

2.3. Problem description: Geometry and boundary conditions 

In order to carry out sensitivity analysis, we referred to a commonly 
used benchmark existing in previous studies (Moradi et al., 2018; 
Schilirò et al., 2015; Shao et al., 2015; Lanni et al., 2013; Lu et al., 2012). 
This hypothetical benchmark deals with rainfall on a hillslope. The 
domain extends over 42 m in length and 25 m in depth with a 23-degree 
slope in the middle (Fig. 2). A two-layered soil is considered to 

correspond to an upper layer of 2 m thickness along the topography 
overlaying the core lower layer. These layers have different hydrody-
namic and mechanical properties. The simulations are performed for the 
whole domain; however, the risk of landslide is analyzed in an investi-
gation area located in the middle. Considering the whole domain in the 
simulations allows for removing the impact of the boundary conditions 
on the model predictions. The top surface of the soil is assumed to be free 
of stress with imposed water flux corresponding to the rainfall. When 
soil becomes saturated, the top boundaries play the same role as seepage 
boundaries. Due to the increased runoff, the inclined surface of the soil 
receives a lower amount of water per surface unit than the horizontal 
surfaces. The normal rain flux on the slope is equal to the one on the 
horizontal surface, multiplied by the cosine of the inclination angle. The 
bottom and left boundaries are considered to be impermeable. The roller 
boundary condition (i.e. no normal displacement) is imposed on these 

Fig. 4. Maps of water content at the equilibrium condition (top) and with high-intensity rainfall events at 7.5 h (middle) and 15 h (bottom).  
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walls. This boundary condition constrains the displacement in the 
normal direction of the surface, and imposes the absence of shear stress 
(no friction). The roller boundary condition is also imposed at the right 
surface, but a hydrostatic pressure head is imposed at the lower part of 
this surface and the seepage boundary condition is imposed at the top 
part. The seepage boundary condition assumes that the outflow is 
increasing with soil saturation. 

The simulations are performed for 2 periods of rainfall. A first period 
of 10 years is simulated with a low-intensity rainfall of 600 mm/year, 
starting from hydrostatic pressure distribution as an initial condition, 
with a water table initially at position z = 17 m. This period is simulated 
to predict the natural status of the soil. The results are used as initial 
conditions for the second period dealing with a high-intensity rainfall 
event (i.e., 20 mm per hour) during 15 h (Moradi et al., 2018; Shao et al., 
2015). 

The simulations are performed using a finite element model devel-
oped with COMSOL® Multiphysics by coupling the modules “Richards’ 
Equation” and “Solid Mechanics” (Shao et al., 2014). The mesh is ob-
tained in COMSOL with local refinement over the first 8 m of the soil. 

3. a UA strategy for RILS 

Uncertainty propagation analysis is performed to understand how 
uncertainties in model inputs can go through the model to reach the 
model outputs. To deal with a large number of uncertain parameters, we 
use an appropriate technique based on two sub-steps. The screening 
technique is first applied to eliminate insignificant parameters, followed 
by a GSA that allows for ranking the parameters by order of importance. 
This section presents the uncertain parameters, the model outputs, the 
screening technique and the GSA. 

3.1. Uncertain parameters and quantities of interest 

The hydrodynamics parameters of the upper and lower layers of soil 
are considered to be different, while the mechanical parameters are 
considered the same. This assumption is widely used for this benchmark 
in the literature (Lu & Likos, 2004; Lu & Griffiths, 2004). Thus, a total 
number of 14 parameters are considered uncertain in this study. This 
covers the hydrodynamic parameters of the upper and lower layers of 
soil, 5 parameters per layer (i.e. the parameters of the Brooks and Corey 
model), as well as the 4 mechanical parameters (i.e., Young’s modulus, 
Poisson’s ratio, soil cohesion, and the friction angle parameters). We 
investigate the sensitivity of selected quantities of interest to these pa-
rameters. The quantities of interest considered in the present analysis 
are designed to be relevant for the purpose of the study and to be 
dependent on the overall physical processes. The reliability of the 
sensitivity analysis depends also on the selected model outputs. For 
instance, it is well known that in some techniques of sensitivity analysis, 
such as with the screening technique, global metrics are more repre-
sentative than local ones. We perform a preliminary analysis to select the 
quantities of interest relevant for RILS. Despite the fact that the primary 
variables of the model are the components of the displacement field, we 
select the LFS as the main metric because it is more relevant in inves-
tigating soil stability, which is the first goal of this work. As it will be 
discussed later in this paper, we show that the sensitivity analysis based 
on LFS provides reliable results. For the screening technique, we used 
two global metrics. The first one is the average LFS in the domain 
calculated over the investigation area. This is defined as follows: 

LFS =
1
|Ω|

∫∫

Ω
LFS⋅dΩ (11) 

Fig. 5. Maps of soil suction at the equilibrium condition (top) and with high-intensity rainfall events at 7.5 h (middle) and 15 h (bottom).  
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where Ω is the investigation zone and |Ω| is the area of this zone. 
For a careful analysis of the soil stability, we also consider as output 

the area of the zone where LFS is less than one (i.e. area of the failure 
zone). The area of this zone can indicate the landslide susceptibility 
better than the average value of LFS over the domain. The more this zone 
is developed, the more the risk of landslides is significant. This is defined 
as follows: 

ALFS =

∫∫

Ω

LFS*⋅dΩ (12)  

where Ω is the investigation area and LFS* is given by: 

LFS* =

{
1ifLFS < 1
0ifLFS > 1 (13)  

As the processes are transient, we consider the values of these metrics at 
different observation times. However, in the results section, the analysis 
is performed with the outputs at the end of the first period and after 7.5 h 

and 15 h, respectively. 

3.2. Screening technique 

The screening technique aims to identify significant parameters and 
eliminate insignificant ones based on a reasonable number of runs. A 
specific design of experiments should be used in order to provide enough 
information on the model responses from an optimized number of 
simulations. In this study, we adopt the folded Plackett − Burman 
fractional factorial design (Wang et al., 2021). With this design, the 
number of runs is always a multiple of four. The corresponding design of 
experiments is based on the predetermined highest and lowest values of 
each parameter, over its range of variability. The general assumption is 
that interaction between more than two parameters can be neglected. A 
linear regression is applied to interpolate the model responses to the 
design of experiments. The coefficients of the regression function can 
then be used to calculate the standardized effect estimate which is 
usually represented in a Pareto chart (Vanaja & Shobha Rani, 2007). The 

Fig. 6. Maps of LFS at the equilibrium condition (top) and with high-intensity rainfall events at 7.5 h (middle) and 15 h (bottom). The figure also shows a contour 
line of LFS equal to 1 at the top layer of the soil. 
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significance of a parameter can then be measured using the standardized 
effect estimate. 

3.3. GSA: Variance-based technique and Sobol indices 

Based on the screening technique, a certain number of insignificant 
parameters can be eliminated. The uncertainty with respect to the 
remaining significant parameters is performed with a GSA with the 
variance-bases technique and the Sobol indices. GSA allows for quanti-
fying the combinations of input parameters that mostly contribute to the 
variability of the model outputs. This allows for an understanding of 
how uncertainty in the output variables is affected by uncertainties in 
the model inputs (Saltelli et al. 2008; Razavi & Gupta, 2016; Homma & 
Saltelli, 1996). This technique has been widely used for applications 
involving flow and transport processes in soil (Rajabi et al., 2020 and 
references therein). For the measurement of the sensitivity, we used the 
Sobol indices (Sobol’, 1993). These indices do not assume linear or 
monotonous variation of the forward models (Fajraoui et al., 2017) and 
they can be easily interpreted. The first-order Sobol index can measure 
the sensitivity of an output to a given parameter, without considering 
interaction with other parameters. It expresses the ratio between the 
variance of an output with respect to the selected parameter to the total 
variance involving all parameters. The total contribution of an input 
parameter to a model output that takes into account the interaction with 
other parameters can be measured with the total Sobol indices (Fajraoui 
et al., 2017). 

3.4. Surrogate modeling: PCE 

Sobol indices can be evaluated with the Monte Carlo method. This 
technique requires a huge number of runs of the physical model. It is 
impractical from a computational point of view, especially when the 
forward model is highly consuming in computational resources. A sur-
rogate model can be used to reduce the computational costs of evalua-
tion of Sobol indices. The surrogate model can be obtained based on a 
reduced number of runs of the physical model (Zhang et al., 2023; Zheng 
et al., 2023). It is then used to evaluate the Sobol indices. Different 
techniques of surrogate modeling exist in the literature (Asher et al., 
2015). Among these techniques, we used the technique of PCEs that 
approximates the model outputs as a polynomial function of the input 
parameters. PCE is selected because the Sobol indices can be analytically 
expressed in terms of the PCE coefficients (Fajraoui et al., 2017). Thus, 

in this work, hundreds of runs are performed. A major part of the data is 
used for building the PCE via a regression problem. The rest of the data is 
used for checking the PCE. The sparse technique for calculating PCE, 
proposed by Shao et al. (2017), is used in this work. This technique al-
lows for eliminating the insignificant polynomial coefficients and in 
consequence providing high accuracy with a reduced number of 
regression coefficients. In-house codes have been used for obtaining the 
PCE and evaluating the Sobol indices. The workflow of our analysis is 
depicted in Fig. 3. 

4. Results and Discussions 

4.1. Verification of the numerical model 

Verification of the developed COMSOL® model is a pre-requirement 
before uncertainty analysis. The verification is investigated using the 
benchmark described in the previous sections and by comparing the 
COMSOL® model to results published in previous studies. All the pa-
rameters used in the simulations are considered to be the same as in 
Shao et al. (2015). The parameters are summarized in Table 1. A mesh of 
about 3 K nodes is used in the simulations. This mesh is obtained by 
using extremely fine mesh for the first 8 m of the soil and normal mesh 
for the layer below 8 m. 

The flow model is assessed with the spatial distributions of the water 
content at different time steps. The results are depicted in Fig. 4. At the 
end of the equilibrium period (i.e. steady state), the upper layer of the 
soil is partially saturated. After 7.5 h of high-intensity rainfall, the top 
part of this layer becomes saturated due to water infiltration. As the 
permeability of the top layer is higher than the lower one, the top layer is 
the preferential flow path of groundwater. It is then accumulated 
downstream below the horizontal surface, where a zone of high satu-
ration, almost saturated, can be observed. After 15 h of high-intensity 
rainfall, the upper layer of soil becomes almost saturated. The relative 
permeability of this zone increases. This zone becomes the preferential 
pathway flow for infiltrated water. This is why, as observed in Fig. 4, the 
zone below the top surface of the bottom layer of soil remains partially 
unsaturated. The results depicted in Fig. 4 shows perfect agreement with 
the results in Shao et al. (2015), which validates the model. 

Fig. 5 shows the variation of the suction stress in the domain which is 
defined by χρwg|h| when h is negative (i.e. above the water table) and 
zero when h is positive (i.e. below the water table). At the initial equi-
librium the suction stress is more important in layer 2 than layer 1. 
During the rainfall even, the suction stress in decreasing due to water 
infiltration in the domain. 

The mechanical model is assessed with the maps of LFS. The maps 
are presented in Fig. 6. This figure shows that at the end of the equi-
librium period, the zone where LFS is less than one (i.e. the failure-prone 
zone) is contracted to the top surface, indicating that there is no risk of 
landslide at this condition. After 7.5 h of high-intensity rainfall, and due 
to the increase of water saturation in the top layer of soil, the failure- 
prone zone grows in a homogeneous way below the slope due to 
water infiltration. After 15 h of intensive rainfall, the failure-prone zone 
is still growing but it becomes more developed around the bottom part of 
the slope. This can be attributed to the high fluid pressure in this zone 
related to water accumulation as shown in Fig. 4. This figure allows for 
predicting the zone where the failure will initiate. The LFS maps also 
show a perfect agreement with Shao et al. (2015). 

4.2. Results of the screening technique 

We perform the UA for this hypothetical benchmark to evaluate the 
performance of the strategy proposed in this work. For the sensitivity 
analysis, we assume that both layers of soil have the same mechanical 
properties. Thus, 14 parameters are assumed to be uncertain. These 
parameters and their ranges of variability are defined in Table 2. We 
assume that no prior knowledge about the soil is available. The ranges 

Table 2 
The range for hydrodynamic and mechanical parameters of the soil layers for the 
analysis based on the screening technique.  

Symbol Parameter Units High-level 
value 

Low-level 
value 

θs(u) Saturated water content 
(u)-upper layer 
(l)-lower layer 

– 0.5 0.4 
θs(l) – 0.39 0.2 

θr(u) Residual water content 
(u)-upper layer 
(l)-lower layer 

– 0.05 0.01 
θr(l) – 0.1 0.051 

KS(u) Saturated hydraulic 
conductivity 
(u)-upper layer 
(l)-lower layer 

cm/ 
h 

3 1 

KS(l) cm/ 
h 

0.1 0.01 

αBC(u) Brooks-Corey fitting 
parameters 
(u)-upper layer 
(l)-lower layer 

1/ 
cm 

0.09 0.05 

αBC(l) 1/ 
cm 

0.04 0.01 

nBC(u) – 0.4 0.2 
nBC(l) – 0.19 0.1 
E Young’s modulus MPa 12 8 
ν Poisson’s ratio – 0.4 0.2 
φ′ Friction angle ○ 45 25 

c′ Effective cohesion kPa 6 3  
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under consideration are based on Shao et al. (2015) and defined by a 
trial and error procedure in order to ensure the significance of the model 
outputs. Dry unit weight of the solid grains is kept constant as in Table 1. 

A simplified Plackett − Burman design of experiments is used to 
identify which factors significantly affect the model output. The number 
of factors is considered to be N = 14, which corresponds to a design of 
experiments with 36 sets of parameters. Both LFS and ALFS (equations 
(11) and (12) are considered as model outputs. 

The Pareto Chart representing the standardized effect of parameters 
on LFS and ALFS with the 97 % confidence levels are given in Fig. 7, for 
different time outputs. The figure shows the statistically significant pa-
rameters placed at a higher than the significance limit of 0.3 corre-
sponding to a standardized effect greater than 2.33. The effective soil 
cohesion (c′), effective friction angle (φ′), Poisson’s ratio (ν) and 

saturated hydraulic conductivity of the lower layer of soil (KS(l)) are the 
most influencing parameters on LFS. The results are the same for all time 
steps. The hydraulic conductivity KS(l) controls the infiltration of water 
to the lower layer of soil. This infiltration plays a major role on the flow 
in the upper layer and impacts the stress distribution. For instance, when 
KS(l) is low, the infiltration of water to the lower layer is very weak. As a 
consequence, water storage in the upper layer is high and the related 
stress is important. This increases the risk of landslide. The Poisson co-
efficient (ν) influences soil stability because it controls the ratio between 
the lateral and axial strains. The largest stress principal axis is close to 
vertical direction in the initial situation because it is related to the 
weight of the soil and stored water. Thus, the axial strain is vertical and 
the lateral strain is horizontal. Consequently, sliding is mainly related to 
lateral strain. The uncertainty on effective soil cohesion (c′) and effective 

Fig. 7. Pareto Chart representing the standardized effects of parameters on the average LFS and the area of failure-prone zone at different time outputs.  
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friction angle (φ′) influences the critical shear strength (τ*). Regarding 
ALFS, the same parameters as LFS appear to be significant, except the 
effective soil cohesion (c′). The fact that almost identical significant 
parameters are obtained for LFS and ALFS and that this holds for all time 
steps gives confidence to the outputs chosen in our analysis. It indicates 
that both metrics LFS and ALFS are suitable for performing UA for RILS. 
Based on the results of the screening technique, the most significant 
parameters (i.e., φ′,c′,KS(l) and ν) will be then used in the GSA that aims 
at ranking these parameters while considering the interactions between 
them. 

It is relevant to note that the results of the screening technique are in 
general coherent with the analysis based on the global factor of safety. 
This further indicates that when the slope infinite assumption is valid, 
the global factor of safety can be expressed as a function of φ′, c′ and the 
water pressure (Baum et al., 2010) (see Appendix A). For φ′ and c′, this is 
fully coherent with the results of our analysis. Regarding KS(l) and water 
pressure, the results are also coherent because KS(l) controls the water 
infiltration to the lower layer of soil and, in consequence, water pressure 
is directly related to KS(l). This coherence with the approach based on 
the global factor of safety gives additional confidence to our analysis. 
However, unlike the global factor of safety, our analysis shows that the 
Poisson coefficient has a significant role on slope stability. But this de-
pendency on the Poisson ratio is coherent with the results of the concept 
of the general factor of safety based when the slope is assumed to be 

finite and slope depth is considered as infinite (see Appendix A). Under 
these assumptions and when there are no tectonic stresses and no 
external load, the factor of safety is only a function of Poisson ratio and 
friction angle (Moradi et al., 2018). 

The results of the sensitivity analysis are specific to the investigated 
test case and ranges of variability of the uncertain parameters. The re-
sults could be different for other configurations. For example, when we 
reduce the range of variation of the Poisson’s ratio to 0.1 (from 0.3 and 
0.4), Poisson’s ratio is no longer the most important parameter. It be-
comes the second most important parameter. The sensitivity of the LFS 
to Poisson’s ratio decreases also when the horizontal size of the domain 
is increased. This is consistent with the results of the infinite slope 
analysis, for which the analytical LFS is independent of Poisson’s ratio. 

4.3. Building and verifying the PCEs 

As explained previously a surrogate model based on the PCEs is used 
for performing the GSA. To construct PCEs, we first generate data by 
assuming 4 uncertain parameters. The parameters and their range of 
variability are summarized in Table 3. All other parameters as assumed 
to be constant, with corresponding values given in Table 3. The density 
of the solid grains is kept constant as in Table 1. The data are generated 
by assuming that the parameters are uniformly distributed over the 
ranges of variability and using a design of experiments assembling 200 
samples. These samples are generated via random technique with the 
Latin hypercube sampling approach, a common statistical method for 
sampling. This approach divides the given range of parameters into 
equidistant intervals. Then it selects one random value from each in-
terval. As in the screening technique analysis, LFS and ALFS are consid-
ered as outputs. Moreover, due to its flexibility, GSA is also used to 
investigate the space variability of the uncertainties. This obtained by 
providing spatial maps of the Sobol indices. To manage the time de-
pendency, we use three selected time outputs at the end of the equi-
librium period and after 7.5 h and 15 h of high-intensity rainfall. The 
CPU time for data generation is about 4 days. We run the simulation on a 
computer system with an Intel@544CoreTM i7-6700 CPU at 3.4 GHz 
and with 16 GB of RAM. The CPU times for the different set of param-
eters are not the same. It can range from few minutes for certain sets to 
more than 3 h for others. The most consuming samples are when the 
hydraulic conductivity of the upper layer of soil is lower than the rainfall 
intensity. The PCEs are built by assuming the third polynomial order and 
by using the sparse technique developed by Shao et al. (2017). This 
technique allows for optimizing the number of samples required for 
obtaining accurate results by excluding insignificant terms from the 
PCEs. We use in-house codes to build the sparse PCEs and to evaluate the 

Table 3 
The parameters considered in the GSA and their range of variability.   

Parameter Units High-level 
value 

Low-level 
value 

Uncertain parameters KS(l) cm/ 
h 

0.1 0.01 

ν – 0.4 0.2 
φ′ ○ 45 25 

c′ kPa 6 3  
Parameter Units Value 

Deterministic 
parameters 

θs(u) – 0.412 
θs(l) – 0.385 
θr(u) – 0.041 
θr(l) – 0.09 
KS(u) cm/ 

h 
2.59 

αBC(u) 1/cm 0.068 
αBC(l) 1/cm 0.027 
nBC(u) – 0.322 
nBC(l) – 0.131 
E MPa 10  

Fig. 8. Validation of PCE: Comparison between PCE and the initial COMSOL® model for the LFS[ − ] (at left) and ALFS[m2] (at right).  
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Sobol indices. 
the accuracy of the PCEs IS investigated to give confidence to the 

resulting GSA. To do so, once the PCEs have been built, we use 100 new 
samples to compare the results of the constructed PCEs with the results 
of the initial mode. A sample of the comparison results is depicted in 
Fig. 8. This figure compares the results of PCEs and COMSOL® at the end 
of the simulation. We can observe a pretty good match in this validation 
stage with high percentage of the “R-square”. Verification is performed 
for different time outputs, but results are presented only for t = 15 h. We 
should mention that the values of LFS for all the samples are greater than 
one. This cannot indicate that there is no risk of landslide; In general, the 

smaller is LFS, the higher is the risk of failure. ALFS can be more suitable 
for quantitatively evaluating the risk of landslide. When ALFS is zero, 
there is no local value of LFS less than one, thus there is no risk of failure. 
If ALFS is higher than zero, there is a risk of failure in some zone, and this 
risk is more important for high values of ALFS. 

We also verified the accuracy of the LFS maps predicted by the PCEs by 
comparing them to the ones obtained with the physics-based model 
(COMSOL®). Constructed PCEs are based on nodal (3199 nodes) values of 
LFS. An example of such a comparison is represented in Fig. 9. The results 
are obtained for (Ks(l) = 0.06cm/h; ν = 0.35;φ′ = 35◦

; c′ = 5kPa ). Other 
parameters are kept as in Table 3. Fig. 9 provides the map of the 

Fig. 9. Comparison between the values LFS maps obtained with COMSOL® (top) and PCE (middle) and corresponding absolute error (bottom). Results presented 
after 15 h of high-intensity rainfall for Ks(l) = 0.06cm/h; ν = 0.35;φ′ = 35◦

; c′ = 5kPa (other parameters are kept as in Table 3). 
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discrepancy between COMSOL® and PCE. It allows for quantifying and 
localizing the deviations between the initial model and the surrogate one. 
The discrepancies are very small, which demonstrates an excellent match 
between the outputs of COMSOL and PCE. The average error is calculated 
to be 0.047. The highest error is observed at the interface between the 
upper and lower layer of soil and close to the lower horizontal surface. 

4.4. Results of the Sobol Indices: Ranking the parameters by order of 
importance 

Fig. 10 represents the sensitivity of the model’s outputs (LFS and 
ALFS) to the uncertain inputs. The figure depicts the bar plots of the first- 
order and the total Sobol indices at different time outputs (i.e. 0 h, 7.5 h, 
and 15 h). These indices allow for ranking the parameters by order of 
significance. It is clear that for the three time outputs under consider-
ation, the Poisson coefficient is the most significant parameter, for the 
observed time outputs. As explained above, Poisson coefficient plays an 
important role in controlling transverse deformations which are the 
main causes of sliding. 

For the observed time outputs, the friction angle (φ′) is the second 
parameter contributing to the uncertainty on LFS, followed by the hy-
draulic permeability of the lower layer of soil (Ks(l) ). The angle of 
friction φ′ controls the limit of the Mohr-Coulomb criterion, while Ks(l)
plays a major role in the water infiltration to the lower layer in soil and, 
in consequence on the amount of water stored in the upper layer of soil 

and the related groundwater flow below the slope. The order of these 
parameters is inversed for ALFS as the uncertainty on this metric is more 
related to the uncertainty on Ks(l) than φ′ for the first time steps (0 h and 
7.5 h). An equivalent sensitivity of ALFS to these parameters is observed 
at the last time output (15 h). As ALFS covers the zone at the upper layer 
of soil where the shear stress (τ) is close to the shear strength (τ*) (i.e. 
LFS is quite small), it seems normal that it is more sensitive to the 
parameter controlling the gravitational load forces (i.e. weight of water) 
than the one controlling the critical shear strength (τ*). With time, the 
failure-prone zone expands in depth and covers areas where LFS is quite 
close to one. In this case, the sensitivity to φ′ becomes more significant. 
As ALFS is more relevant for measuring the risk of landslide than LFS, the 
main conclusion here is that uncertainty on the prediction of landslide 
susceptibility is more related to Ks(l) than φ′ for the first periods of 
rainfall. The sensitivity to φ′ increases with time, while the sensitivity to 
Ks(l) decreases. Fig. 10 shows that the effective cohesion coefficient (c′)

is ranked last with slight effect on the both LFS and ALFS . 
We should notice that the resulting parameters’ ranking is coherent 

with the concept of global factor of safety under the assumption of 
infinite slope. The sensitivity of the global factor of safety to these pa-
rameters can be evaluated using the partial derivatives. The results show 
that the derivative with respect to φ′ is two orders of magnitude higher 
than the derivative with respect to c′. The same analysis can also be 
performed with the factor of safety that can be obtained with the 

Fig. 10. First-order (in red) and total (in bleu) Sobol indices indicating the sensitivity of LFS (at left) and ALFS (at right) to Ks(l), ν,φ′ and c′ at different time outputs.  
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assumption of infinite depth and no external load. In this case, the factor 
of safety can be expressed as a function of the ν and φ′. The results show 
that the derivative with respect to ν is one order of magnitude higher 
than that for φ′, which is in full agreement with the results of the GSA. 

It is also important to note that first-order and total Sobol indices are 
almost equivalent, as shown in Fig. 10. This indicates that the interac-
tion between parameters is insignificant. This point can explain why the 
ranking obtained with the screening technique is almost equivalent to 
the one resulting from the GSA. 

In order to investigate the sensitivity of LFS and ALFS to the param-
eters overall the period of intensive rain-fall, we plot in Fig. 11 the time 
variation of the total Sobol indices. Fig. 11 confirms that the ranking of 
parameters, observed in Fig. 10, is valid overall the rainfall period. It is 
clear that the sensitivities to c′ and ν are independent on time for both 
LFS and ALFS. The Sobol indices of LFS and ALFS with respect to φ′ and 
Ks(l) are slightly time-dependent. For LFS, the Sobol indices with respect 
to φ′ (resp. Ks(l)) is decreasing (resp. increasing) with time. An opposite 
trend of variations are observed for ALFS. 

In order to investigate the spatial variability of the sensitivity co-
efficients, we plot in Fig. 12 the spatial maps of the total Sobol indices at 
the end of the intensive rainfall period. This analysis is important to 
investigate the effect of uncertainties in the model inputs on the location 
of the zone where the landslide could initiate. We limit the discussion to 
total Sobol indices, because first-order and total Sobol indices are almost 
equivalent. At first look, the scales in Fig. 12 confirm the ranking 
observed in Figs. 10 and 11. The highest values of total Sobol indices 
with respect to ν,φ′,Ks(l) and c′ are 0.95, 0.8, 0.65, and 0.55, respec-
tively. The map of standard deviation shows high variability of LFS in 
zones far from the slope. The high variability in this zone is insignificant 
when regarding the landslide susceptibility because the values of LFS are 
high (see Figs. 6 and 9) and there is no risk of landslide in this zone. 

Below the slope the variability is weak, but knowing that the values of 
LFS are small in this zone, this variability is important for landslide 
susceptibility. Two zones where high sensitivity to ν can be observed. 
The first one is located at the top of the domain, relatively far from the 
slope, while the second one is close to the slope’s bottom part. Thus, the 
latter is important for the landslide susceptibility. This result indicates 
that the Poisson ratio has a major role in controlling the location where 
the failure initiates. The zone of high sensitivity to φ′ is located directly 
below the slope. This is why its sensitivity to φ′ is very important for 
landslide susceptibility. Complementary results can be observed be-
tween ν and φ′. High sensitivity to Ks(l) can be observed at the left part of 
the domain, but most significantly the zone of relatively high sensitivity 
close to the bottom part of the slope is relevant for landslide suscepti-
bility. The zone of high sensitivity to Ks(l) is close to the slope bottom 
part. This Ks(l) plays an important role in controlling the location of the 
landslide rupture surface. Sensitivity to c′ is relatively low, but it is 
located in the area where there is a high risk of landslide. 

4.5. Marginal effects 

The comparison between total and first-order Sobol indices shows 
that the interaction between parameters is slightly significant. This al-
lows for investigating the marginal effect of the significant parameters 
on the model outputs. The marginal effect of a parameter, also denoted 
as invariant effect, corresponds to the effect of a parameter of its range of 
uncertainty while all other parameters are kept invariable at their 
average values. The marginal effect can be calculated using the surro-
gate PCE model. We investigate the marginal effect of the significant 
parameters (i.e., ν,φ′,Ks(l) and c′) on LFS and ALFS. The results are given 
in Fig. 13. This figure show the variation of the outputs with respect to ν. 
This parameter has an increasing effect on LFS and decreasing effect on 
ALFS. Both figures indicate that there is less risk of landslide when the 

Fig. 11. Time variations of the first-order Sobol indices (top) and total Sobol indices (bottom) for LFS (left) and ALFS (right).  
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Fig. 12. Spatial distribution of the total Sobol indices and the standard deviation of LFS after 15 h of high-intensive rainfall.  
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Fig. 13. Marginal effects of the main significant parameters (i.e., ν,φ′,Ks(l) and c′) on LFS and ALFS.  
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Poisson coefficient is high. To understand this result, we perform three 
runs with increasing values of Poisson ratio (0.2, 0.3 and 0.4), while 
keeping all other parameters constant. The results show that when ν is 
increased the effective normal stress is increased. This compacts the soil 
and leads to the increase of the shear strength. Fig. 13 shows high 
variability of the outputs with respect to ν, which confirms the results of 
the Sobol indices. Similar behavior can be observed in Fig. 13 for the 
marginal effect of φ′, indicating also that there is less risk of landslide 
when the friction angle is high. This is physically plausible because high 
values of φ′ correspond to high critical values of shear stress. Ks(l) has 
also an increasing effect on LFS and decreasing effect on ALFS. This in-
dicates that there is less risk of landslide when the hydraulic conduc-
tivity of the lower layer of soil is high. This is also coherent with the 
physics, because high values of Ks(l) lead to more infiltration to the 
lower layer of soil and less storage in the top layer. This reduces the 
additional stresses related to the weight of water. LFS (reps. ALFS) is 
increasing (resp. decreasing) with c′. Thus the slope could be more stable 
when c′ is high. This is also fully coherent because when c′ is high the 
Mohr-Coulomb failure envelope is shifted upward. 

4.6. Uncertainty quantification with PCE 

The PCE surrogate model can be effectively used to quantify the 
uncertainties of the outputs (i.e., LFS and ALFS) for a given uncertainty in 
the model inputs. Thus, we consider deterministic values of the signifi-
cant parameter (i.e., ν,φ′,Ks(l) and c′) as given in Table 4. We assume 
that these parameters are prone to 10 % uncertainty. The corresponding 
ranges of variability of the parameters are given in Table 4. The un-
certainty of the model outputs is defined as the difference between the 
model outputs obtained with the deterministic parameters and the mean 
estimates of these outputs using stochastic parameters (Shahane et al., 
2019). The uncertainty is calculated via two independent evaluations of 
the outputs. The first one is obtained using the deterministic values of 
the parameters, as given in Table 4. The second evaluation is obtained 
by considering 500 samples of the parameters over their ranges of 
variability. In order to reduce the CPU time, all the results are obtained 
using the PCE surrogate model. Advanced techniques can be found in Ji 
et al., (2019, 2020), Liao and Ji (2021) and Ji and Wang (2022). The 
results of the uncertainty quantification are given in Fig. 14. The figure 

shows that the resulting uncertainty on LFS and ALFS at three different 
time outputs. The uncertainty on LFS is quite small (about 0.2 %). This 
small value indicates that LFS cannot be used as metric for evaluating 
uncertainties in model predictions of soil stability. This can be 
confirmed by investigating the uncertainty on ALFS, as in Fig. 14. The 
uncertainty on ALFS is about 4 %, for an uncertainty in the model inputs 
of 10 %. 

Fig. 15 depicts the map of the uncertainty on LFS at t = 15 h. The 
highest uncertainty is about 5 %, which is coherent with the results of 
the uncertainty on ALFS. Fig. 15 shows that the uncertainty on LFS is 
small in large space of the domain, except the zone where the failure 
could initiate. The large area of small uncertainties in Fig. 15 confirms 
the reason for the small uncertainty on LFS . 

For more relevant analysis of the uncertainty on slope stability, we 
assume the landslide can occur when ALFS is greater than 10 % of the 
area of investigated zone. This approach could be relevant when the 
model is used for decision-making purposes. In our case, the area of 
investigated zone is about 113 m2. Thus, the landslide is supposed to 
occur when ALFS is greater than 11.3. The deterministic simulation gives 
a value of ALFS of 14.9, indicating that the landslide will occur. Among 
the 500 stochastic simulations, 106 simulations provide inaccurate 
prediction, as they give value of ALFS less 11.3. This represents about 21 
% of the total number of simulations. This result indicates that by 
selecting randomly the parameters over their range of variability, there 
is 21 % probability to obtain inaccurate prediction on the slope stability. 

5. UA under more realistic conditions: wetting path of the 
retention curves and prior knowledge about soil type 

The results of the previous section are based on a hypothetical 
benchmark that does not take into account various aspects related to 
RILS. However, it is known that the results of the UA depend on the 
variability of the uncertain parameters and the assumptions of the 
studied case. This section aims at performing the UA of RILS under more 

Table 4 
Ranges of the parameters used for the uncertainty quantification analysis.  

Parameter Units Deterministic 
value 

Uncertainty Low-level 
value 

High-level 
value 

KS(l) cm/ 
h 

0.05 10 %  0.045  0.055 

ν – 0.3 10 %  0.27  0.33 
φ′ ○ 35 10 %  31.5  38.5 

c′ kPa 4.5 10 %  4.05  4.95  

Fig. 14. Results of the uncertainty quantification analysis: difference between the deterministic and stochastic values of LFS and ALFS at t = 15 h. The stochastic 
values are obtained as the average value of 500 simulations performed with the PCEs surrogate model. 

Fig. 15. Results of the uncertainty quantification analysis: Map of the uncer-
tainty of LFS. The uncertainty is evaluated as the difference between the 
deterministic and stochastic values of LFS. The stochastic value is obtained as 
average of 500 stochastic simulations. 
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realistic conditions. The following 3 aspects are considered in this 
section:  

i. While in the hypothetical benchmark the drying path of the 
retention curves is used, it is known that the retention curves are 
hysteretic and the inclusion of the wetting branch of these curves 
can influence the results of the slope-stability analysis. Therefore, 
one of the objectives of this section is to perform the UA while 
considering the wetting path of the retention curves.  

ii. The results of the hypothetical case are obtained under the 
assumption that all parameters are random without being known 
beforehand and the ranges of these parameters are determined by 
trial and error to ensure the significance of the model outputs. In 
this section, the aim is to perform the UA under for a specific soil 
type. In this case, more plausible ranges of parameters can be 
considered.  

iii. The proposed strategy of UA is based on a 2-step technique. In the 
second step of this technique, the insignificant parameters are 
considered constant (i.e. the uncertainties of these parameters are 
neglected). This section is also concerned with investigating the 
validity of this approach. We therefore consider a new test case in 
which the geometry, boundary and initial conditions are the same 
as in the hypothetical benchmark (Fig. 2). However, in the new 
test case, the soil is assumed to consist of a single layer of sandy 
loam (i.e. a homogenous domain). This assumption makes it 

possible to reduce the number of parameters and investigate the 
validity of the proposed UA strategy, as will be explained later. 

In order to obtain physical ranges for the uncertainties on the Brooks 
and Corey parameters, we use the data from UNSODA (UNsaturated SOil 
hydraulic DAtabase). UNSODA viewer is used for an easy access to the 
data (Seki et al., 2023). We use all the data for laboratory experiments 
under drying conditions available in UNSODA (98 sandy loam samples). 
The wetting branch of each sample is calculated as follows (Johari and 
Hooshmand Nejad, 2018):  

- The data of the water retention curve is fitted with the Brooks and 
Corey model. This option is available in the UNSODA viewer using 
“SWRC Fit” (Seki et al., 2023). The fitted Brooks and Corey curve 
represents the initial drying curve.  

- The initial drying curve is fitted with the Feng and Fredlund (1999) 
scaling model. The equations of this model are given in Appendix B. 
This allows for obtaining the curve-fitting parameters of the initial 
drying curve (bi, cianddi).  

- The main drying curve is then calculated by changing the parameter 
representing the saturated water content (see Appendix B).  

- The wetting branch of the retention curve is then obtained by 
changing the parameters of the Feng and Fredlund (1999) model that 
governs the slope and the location of the curve using the distance and 
the slope ratio between the two boundary curves  

- The main wetting curve is then fitted with the Brooks and Corey 
model to obtain the corresponding parameters. 

This procedure is applied for all the samples of sandy loam available 
in UNSODA with full dataset (98 samples). A PYTHON code has been 
developed to obtain the wetting branches of these retention curves. This 
procedure allows for obtaining the wetting Brooks and Corey parameters 
for all the samples and thus the ranges of variability of these parameters. 
An example of the results is represented in Fig. 16. The obtained ranges 
of parameters are given in Table 5. 

It is known that the Poisson’s ratio has a smaller range of variation 
compared to the other mechanical parameters of the soil. For this 
reason, the Poisson’s coefficient is assumed to be constant here (ν = 0.3). 

Fig. 16. Evaluation of the wetting path of the water content-pressure head retention curve.  

Table 5 
The ranges of variability of the wetting Brooks and Corey parameters obtained 
by deriving the wetting paths of the retention curves available in UNSODA data.  

Symbol Units High-level value Low-level value 

θs – 0.4 0.24 
θr – 0.09 0.01 
KS cm/h 5 1 
αBC 1/cm 0.15 0.01 
nBC – 0.48 0.02 
E MPa 40 8 
φ′ ◦ 30 24 

c′ kPa 6 3  
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Fig. 17. (a) Pareto chart representing the standardized effects of parameters on the area of failure-prone zone (ALFS), (b) First-order (red bars) and total (blue bars) 
Sobol indices indicating the sensitivity of ALFS to the most significant parameters (c′, φ′, αBC and θr). (c) First-order (red bars) and total (bleu bars) Sobol indices 
indicating the sensitivity of ALFS to all parameters based on GSA without the screening technique. All results correspond to the end of the rainfall event (i.e..t = 15h). 
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The uncertainties related to other mechanical parameters (i.e. Young’s 
modulus, cohesion coefficient and friction angle) are chosen to be 
physically plausible with the type of soil (i.e. sandy loam). The ranges of 
variability of these parameters are given in Table 5.It is assumed that the 
precipitation events are the same as in the first test case. The data 
required for the UA is generated using the COMSOL model with the same 
computational mesh as for the first test case. We first run the new sim-
ulations with a 2-step strategy of UA proposed in this work (screening 
technique and then GSA). 36 runs of the model are used for the screening 
technique and 200 runs for the GSA. The hypothetical test case shows 
that the area of the failure-prone zone is more relevant for UA than the 
average LFS. For the sake of brevity, we therefore limit the discussion 
here to ALFS. The results of the screening technique are shown in 
Fig. 17a. The figure shows the statistically significant parameters that 
are above the significance threshold of 0.42, which corresponds to a 
standardized effect of more than 0.819. For the sake of brevity, the re-
sults are given at the end of the rainfall event, but the results are the 
same for all time steps. Fig. 17a shows that the most important param-
eters are c′, φ′, αBC and θr. We then perform a GSA by assuming these 
most important parameters as uncertain and other parameters as 
certain. For each certain parameter, the mean value of its variability 
range is used as a deterministic value. For the uncertain parameters, the 
same ranges of variability are used as for the screening technique. The 
accuracy of the PCE surrogate model is verified in the same way as in 
Fig. 8, but the results are not show for the sake of brevity. The results of 
the GSA are shown in Fig. 17b. This figure shows that even when the 
interactions between these parameters are taken into account, c′ is the 
most important parameter, followed by φ′ and αBC. Low sensitivity is 
observed for θr. The results are coherent with the analytical expression 
of the factor of safety under infinite slope assumption given in Appendix 
A. 

The results of this test case are different from the previous one. It is 
clear that in this test case with sandy loam soil, the slop stability is more 
sensitive to the mechanical parameters than hydraulic parameters. 
When uncertainty on the Poisson’s ratio is neglected, the most sensitive 
mechanical parameters are the cohesion soil shear resistance (c′ and φ′). 
Regarding the hydraulic parameters, the slop stability appears to be 
sensitive as it is observed in the first test case. This makes sense, because 
the domain is homogenous and imposed flux is imposed at the top sur-
face of the soil, thus the water content distribution is not sensitive to the 
hydraulic conductivity. 

The results of the GSA are obtained while neglecting the un-
certainties on the insignificant parameters (θs, KS, nBC and E). In order to 
verify this assumption, we perform a GSA while considering all pa-
rameters as random. We should mention that in this case, where the 
number of uncertain parameters is high, GSA requires a large number of 
simulations to create an accurate surrogate model with the polynomial 
chaos expansion (PCE). For this reason we have considered a homoge-
nous domain that makes it possible to reduce the number of uncertain 
parameters to 8 instead of 14 in the case of a heterogeneous domain. 
With 8 uncertain parameters, an accurate surrogate model is obtained 
with 600 runs of the forward model. The results of the GSA performed 
with 8 uncertain parameters are given in Fig. 17c. 

This Figure confirms the results obtained with the the 2-step tech-
nique. The most important parameters are c′, φ′, αBC and θr. So the main 
conclusion is that the results do not change even if we consider all pa-
rameters as random, because these parameters are insignificant, as the 
screening technique shows. We should mention that the CPU time for 
600 runs is about 10 days, while it is about 3 days for the 236 runs 
required with the 2-step method proposed in this paper. 

6. Conclusion 

A new integrated framework was proposed for uncertainty analysis 
of rainfall-induced landslides on slopes, which is a challenging issue due 

to high dimensionality, model nonlinearity, and high computational 
overheads of forward simulations. Appropriate techniques were imple-
mented and coupled together in a sequential way to allow for addressing 
challenges and performing accurate and efficient uncertainty analysis. 
Thus, as a first step a finite element model was developed with COM-
SOL®, where appropriate space discretization and time integration 
techniques were used to optimize the computational costs of the forward 
simulations. The concept of local factor of safety (LFS) was used for the 
assessment of landslide susceptibility, due to its flexibility, reliability 
and simplicity. Global metrics were used for performing the analysis. 
Thus, average LFS and area of the zone where LFS is less than one were 
defined as main outputs. A screening technique was applied to identify 
the most significant parameters, while neglecting interactions between 
parameters. A Plackett Burman design was used to perform the 
screening technique. A global sensitivity analysis with the variance- 
based technique was performed to rank the remaining significant pa-
rameters by order of importance. Sobol indices are used as sensitivity 
indicators because they allows for considering interactions between 
parameters. A surrogate model is used to render the sensitivity analysis 
practical. PCEs were used for building the surrogate model due to their 
accuracy and because they allow for forward evaluation of the Sobol 
indices without any further treatments. Both total and first-order Sobol 
indices were investigated in order to evaluate the interactions between 
parameters. An uncertainty quantification analysis, based on stochastic 
simulations, was then performed with the PCEs surrogate model. It aims 
at quantifying the uncertainties of outputs for prescribed uncertainties 
in inputs. 

A hypothetical benchmark at 100 m scale is considered. The soil is 
assumed to be heterogeneous with two different layers. Preliminary 
analysis showed that local LFS cannot be used as metrics for the sensi-
tivity analysis, as they can be sensitive to the computational mesh and 
numerical parameters. Reliable results were obtained with global met-
rics as the overall average of LFS and the area of the failure-prone zone. 

The soil properties, with a total number of 14 parameters, were 
considered as uncertain parameters. The ranges of variability of these 
parameters are defined by a trial and error procedure in order to ensure 
the significance of the model outputs. The screening technique allowed 
for eliminating 10 insignificant parameters out of these. For this 
benchmark and the ranges of parameters under investigation, the most 
significant parameters identified were the Poisson ratio, the hydraulic 
conductivity of the lower layer of soil, the friction angle and the effective 
cohesion coefficient. 

A global sensitivity analysis was then performed on the 4 remaining 
significant parameters. The results of the Sobol indices indicated that the 
variability of the model outputs is first related to the Poisson coefficient, 
then to the friction angle and hydraulic conductivity of the soil, and 
finally to the effective cohesion coefficient. The results of the suggested 
analysis are coherent with the concept of global factor of safety based 
either on the infinite slope or infinite depth assumptions. Spatial vari-
ability of uncertainties is investigated using the spatial maps of the Sobol 
indices. The marginal effects of the parameters on the model outputs are 
investigated. The results show that the risk of landslide increases when 
the values of these parameters decrease. Finally, the PCE is used for 
performing stochastic simulations for uncertainty quantification. The 
results show that, if the parameters are randomly with 10 % uncertainty 
selected over their range of variability, the probability of inaccurate 
prediction on landslide occurrence is about 21 %. 

It is relevant nothing that the results of the uncertainty propagation 
analysis are not generic because they depend both on the variability of 
the uncertain parameters and on the investigated case. Thus, while 
apply the proposed strategy of uncertainty analysis to more realistic 
configuration when the wetting branch of the retention curves are 
considered and when the type of the soil is well defined (sandy loam). 
The ranges of variability of the parameters are chosen to correspond to 
sandy loam. Under these more realistic conditions, the results are 
different from those obtained with the hypothetical benchmark. The 
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most important parameters become the cohesion coefficient, friction 
angle and air entry pressure head, respectively. 

The uncertainty analysis framework suggested in this work is applied 
for cases where the soil parameters are uncertain, but the approach is 
generic and can be applied to other kinds of uncertainties such as the 
rainfall intensity, the slope angle, and soil heterogeneity. A hypothetical 
benchmark is investigated, but the approach can be used for real-field 
studies. Specific attention should be given to the computational costs 
for data generation. The mechanical model is relatively simple, but the 
analysis can be extended to a fully coupled poroelastic model with 
elasto-plastic deformation. However, again an efficient forward model 
should be used to deal with the computational overheads for data 
generation. 
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Appendix A:. Evaluation of the local factor of safety 

LFS is defined as the ratio of resisting shear strength (τ*) to gravitationally driven shear stress (τ) in the failure direction. Based on the Mohr- 
Coulomb criterion, the resisting shear strength is given by: 

τ* = cos2(φ′)⋅
(
c′ + σeff

I ⋅tan(φ′)
)

(A1)  

where c′ parameter represents the effective soil cohesion and φ′[− ] is the effective friction angle. The effective stress σeff
I is the centre of the Mohr 

circles. 
The shear stress (τ) can be expressed in terms of the eigenvalues of the stress tensor as follows: 

τ = cos(φ′).σeff
II (A2)  

Thus, the general form of the LFS is given by: 

LFS =
cos(φ′)⋅

(
c′ + σeff

I ⋅tan(φ′)
)

σeff
II (A3)  

The factor of safety under infinite slope assumption is given by (Baum et al., 2010): 

FS(Z, t) =
tan(φ′)

tan(δ)
+

c′ − γw.h⋅tan(φ′)

γs.Z.sin(δ).cos(δ)
(A4)  

Where, FS is the factor of safety, Z is the depth of soil, t is the time, δ is the slope’s inclination angle, γw is the unit weight of water, γs is the unit weight 
of soil and h is the water pressure head. 

Under infinite depth assumption, the minimum global factor of safely is given by: 

LFSmin =
1 + ν
1 − ν sin(φ′) (A5)  

Appendix B:. Evaluation of wetting branch of the retention curve 

The Brooks and Corey initial drying curve is first fitted with the following model: 

θi(h) =
θsbi + cihdi

bi + hdi
(B1)  

This allows for obtaining the fitting parameters bi, ci and di. 
The water content at the main drying curve can be calculated by changing the parameter representing the water content at saturation (θu = 0.9θs). 

This leads to the following equation 
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θd(h) =
θubi + cihdi

bi + hdi
(B2) 

The wetting branch of the retention curve is obtained by using fitting parameters bw, cw and dw that are calculated from initial dry fitting parameters as 
follows: 

cw = ci (B3)  

bw =

[
bi

(
10DSL

)di

] 1
RSL

(B4)  

dw =
di

RSL
(B5)  

where DSL is the distance between the main dry and main wet curves and RSL is the slope ration between these curves. For sandy loam we assume DSL =

0.25 and RSL = 2.5 as suggested in Johari and Hooshmand Nejad (2018). 
The wetting branch of the retention curve is given by: 

θw(h) =
θubw + cwhdw

bw + hdw
(B6)  
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sample geometry on the measurement of pressure-saturation curves: Experiments 
and simulations. Water Resour Res 51, 8900–8926. https://doi.org/10.1002/ 
2015WR017196. 

Niebling, M.J., Flekkøy, E.G., Måløy, K.J., Toussaint, R., 2010. Mixing of a granular layer 
falling through a fluid. Phys Rev E 82, 011301. https://doi.org/10.1103/ 
PhysRevE.82.011301. 

Niebling, M.J., Toussaint, R., Flekkøy, E.G., Måløy, K.J., 2012. Dynamic aerofracture of 
dense granular packings. Phys Rev E 86, 061315. https://doi.org/10.1103/ 
PhysRevE.86.061315. 

Pan, Q.-J., Leung, Y.-F., Hsu, S.-C., 2021. Stochastic seismic slope stability assessment 
using polynomial chaos expansions combined with relevance vector machine. 
Geosci. Front. 12, 405–414. https://doi.org/10.1016/j.gsf.2020.03.016. 

Rajabi, M.M., Fahs, M., Panjehfouladgaran, A., Ataie-Ashtiani, B., Simmons, C.T., 
Belfort, B., 2020. Uncertainty quantification and global sensitivity analysis of 
double-diffusive natural convection in a porous enclosure. Int. J. Heat Mass Transf. 
162, 120291 https://doi.org/10.1016/j.ijheatmasstransfer.2020.120291. 

Razavi, S., Gupta, H.V., 2016. A new framework for comprehensive, robust, and efficient 
global sensitivity analysis: 1. Theory. Water Resour Res 52, 423–439. https://doi. 
org/10.1002/2015WR017558. 

Sahu, Q., Fahs, M., Hoteit, H., 2023. Optimization and uncertainty quantification method 
for reservoir stimulation through carbonate acidizing. ACS Omega 8, 539–554. 
https://doi.org/10.1021/acsomega.2c05564. 

Saltelli, A., 2008. editor. Global sensitivity analysis: the primer. John Wiley, Chichester, 
England; Hoboken, NJ.  

Sandoval, L., Riva, M., Colombo, I., Guadagnini, A., 2022. Sensitivity analysis and 
quantification of the role of governing transport mechanisms and parameters in a gas 
flow model for low-permeability porous media. Transp Porous Med 142, 509–530. 
https://doi.org/10.1007/s11242-022-01755-x. 
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