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A semi-autonomous control mode for flexible steerable intraluminal
platforms

Fernando Gonzalez-Herrera'?*, Florent Nageotte?, Philippe Zanne?, Gianni Borghesan®*,

4

Michel de MathelinZ, Emmanuel Vander Poorten® and Benoit Rosa?

Abstract—Flexible steerable intraluminal robot platforms al-
low treatment and screening of colorectal cancer at an early
stage, potentially reducing the associated incidence and mortality
rates. Such robotic platforms often rely on a tree-like flexible
architecture, with a flexible robotized body carrying both the
endoscope camera and two robotized flexible surgical arms
at its distal end. Telemanipulating these robotic platforms to
correctly perform surgical tasks is technically difficult due to
their kinematic complexity and the demanding nature of the task,
which leads to potential interruptions in the surgical workflow.

In this paper, a technique to efficiently control the arms and
body and correctly perform complex surgical steps during the
endoscopic submucosal dissection procedure is proposed. The
technique, referred to as semi-autonomous arm-body control, is
based on a quadratic programming controller. Custom-defined
tasks synergistically control the arms and body, while avoiding
unsafe positions for the arms.

Experiments in a mixed physical-simulated setup with eight
users show an increased performance on the task and smoother
movements compared to manual telemanipulation, at the expense
of a slightly longer operating time. Further study will look at
validating the approach in more realistic scenarios.

Index Terms—telemanipulation, robot-assisted surgery, endo-
luminal robotic surgery, optimization based control

I. INTRODUCTION

By 2040 [1] colorectal cancer is predicted to increase to
3.2 million new cases and 1.6 million deaths from the 2020
estimates of 1.9 million cases and 930000 deaths. These
numbers put colorectal cancer in the fourth place regarding
incidence and mortality [2]. Most cases of colorectal cancers
start as tumours on the inner lining of the colon or rectum.
Prompt detection and removal of tumours can prevent deaths
by anticipating further cancer metastasis. Once the tumour is
detected, removal can be done by non-invasive procedures e.g.
endoscopic mucosal resection, and endoscopic submucosal
dissection (ESD). Due to the flexibility of removing malignant
tissue of variable size, depth, and spread on the gastrointestinal
walls, ESD is of special interest [3].
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Figure 1. Overview of the STRAS robotic system. The corresponding DOFs
of the leader and follower are matched by color. a): leader controller interface.
b): follower and the corresponding coordinate frames.

Researchers have developed Flexible Steerable Intraluminal
Robots (FSIR) [4]-[8] to help detect and remove malignant
tissue. FSIR platforms are introduced via natural orifices.
Access through natural orifices reduces the recovery time,
body scars, chance of infection, and patient discomfort in
comparison to interventions through small incisions or open
surgery. These robotic platforms generally have a tree-like
architecture, with multiple Degrees of Freedom (DOF). They
consist of a main endoscope (body) equipped with a distal
camera and with channels where flexible surgical instruments
(arms) can be inserted (Fig. 1-b). Once the system has reached
the surgical site, most of the tasks are done by the arms which
are equipped with knives, snares, and grippers. FSIR platforms
are typically telemanipulated, such that the users control the
leader side (handles and joysticks, Fig. 1-a) in order to govern
movements of the follower side (body and arms which are
inside the patient, Fig. 1-b). Users manipulate the handles
[9]-[12] to control the position of the tip of the arms, which
carry the surgical tools. The arm controlled by the dominant
hand of the user (referred to as the dominant arm), is usually
used to perform complex tasks, such as marking, cutting, or
dissecting tissues. The non-dominant arm most often performs
secondary tasks such as grabbing, pushing, or pulling tissue.
The leader-follower architecture allows the user to perform
complex single-person surgical procedures, such as ESD [13].

During ESD, the user controls the FSIR platform [13]-
[15] for realizing several surgical steps: marking the tumor,
cutting the boundaries, dissecting the tissue, and removing the
dissected specimen. The most complex and important task of
ESD is the dissecting stage, where tissue is cut, and special
care must be taken by the operator to avoid perforations
[13]. The user performs these surgical steps multiple times,
to entirely remove the tissue. As shown in Fig. 2, the non-
dominant arm is used to grab the tissue and lift it, to provide
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Figure 2. Surgical scenario. Dissection while performing endoscopic submu-
cosal dissection with the STRAS platform.

sufficient space and visibility for cutting. The dominant arm
is then used to cut the tissue while the non-dominant arm
maintains its position to keep the tissue in place (Fig. 2).
To complete the dissection, the user is required to perform
these elementary surgical gestures multiple times, in order
to completely cut the area of interest. Optimally, the user
is required to have traction over the tissue [16], [17] while
moving the body and cutting at a different tissue location.
For establishing traction the non-dominant arm should be
positioned such that the tissue is under tension. This helps
precisely determine which portion of the tissue will be cut
with the cutting tool. After the cut, the tissue may relax urging
the non-dominant arm to shift position to re-establish traction
again. Correctly performing this task requires the user to
control the arms and the body, i.e. to perform coordinated
control.

Coordinated control of arm and body movements is complex
using manual telemanipulation of FSIR platforms. This is
because, for a tree-like architecture, the arms can be moved
directly, but also when moving the body, the arms will move.
Hence, there is a coupling between the motions of the body
and arms. When the user is grabbing tissue with the non-
dominant arm and needs to perform a body movement, the
user may have to release the tissue, move the body, and re-
grab it before resuming the surgical task. In this scenario, the
different subsystems are controlled sequentially. Alternatively,
the user can compensate for the effect of the body movement
on the arms position in real-time, which requires controlling
the arms and body and accounting for their effects on each
other. The former is detrimental for the patient as the surgical
task is not performed optimally while the latter may lead to
undesired movements or positions that might be detrimental
for performing the surgical task.

The difficulty of the user to perform coordinated control in-
terrupts the surgical workflow and hinders continuous motion.
In some cases, the interruption may lead to intervention by
an assistant or lead to technical failures [13] that could abort
the current surgical procedure. This causes delays which can
jeopardize patient safety or significantly prolong the operation
time. Coordinated arm-body control by a robotic controller
could provide a solution to this problem. Previous research
on the control of the body of endoscopic platforms [18], [19]
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describes the usage of various human interfaces such as pedals
[20], voice [21], gaze [22], and joysticks or buttons [23].
In systems with a tree-like architecture, similar approaches
have been made using the user’s feet [24] or the user’s body
movements [25] to command the body of FSIR platforms,
with no consideration of arms position with respect to the
surgical task. As far as the authors are aware, simultaneous
coordinated control of the arm and body in FSIR has not yet
been considered and tested.

In this paper, we propose an approach, referred to as
semi-autonomous arm-body control mode, which performs
coordinated control of the body and arms. When the semi-
autonomous arm-body control mode is not active, the user
is free to telemanipulate the arms. When a body movement
is required, the user presses a pedal. The body movements
are then controlled by the movements of the dominant arm
while the pedal is pressed. During such body movements, the
tip positions of the two arms can be automatically kept at
a constant relative position to the tissue by the controller.
This avoids unwanted tissue re-grabbing and unintentional
build-up of stresses on manipulated tissue (and subsequent
tissue damage). At the same time, the controller avoids unsafe
arm positions (e.g. out of the field of view or too close
to the camera). This solution is formulated as a high-level
quadratic programming (QP) controller, implemented on the
Single-access Transluminal Robotic Assistant for Surgeons
(STRAS) robot. The proposed approach is tested with users
on a simulated environment controlled by the physical leader
side of the STRAS.

The paper is organized as follows: Section II describes the
STRAS platform and the formalization of the positions of
the arms end-effectors to be controlled. Section III states the
problem and outlines the proposed approach. Then, Section IV
describes the proposed optimization-based control method.
Section V presents the experiments performed, while Sec-
tion VI outlines the results which are discussed in Section VII.
Finally, Section VIII summarizes the main conclusions and
presents directions for future work.

II. STRAS PLATFORM

The STRAS robotic platform follows the FSIR architecture
depicted in Fig. 1 and their main components are described
in Fig. 3. The arms can bend, rotate, and translate, allowing
the user to perform complex surgical tasks. The body is not
equipped with any surgical tool but contains the camera at its
tip. The body can rotate, insert or retract, and bend in one
or two orthogonal directions. The complete platform features
10DOF, where each DOF of the follower is mapped to a
DOF of the leader. The 3DOF of each arm are mapped to
movements on the handles at the leader side, while the 4DOF
of the body are mapped to joysticks at the top of the handles.
Two pedals C; and Cs are available on the system. Cs can
be pushed by the left foot of the user to activate the non-
dominant arm end-effector and grasp a tissue, while the right
pedal C; activates the electric cutting tool.

To describe the kinematics of the follower, a number of
frames are defined as shown in the follower side of Fig. 1.
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dominant arm

non-dominant arm

Figure 3. STRAS system components. The dominant and non-dominant arm is
carried by the endoscopic body. A camera and an additional working channel
are present at the distal end of the body.

The world frame {w} is fixed w.r.t the patient. Coordinate
frames are also attached to the tips of the endoscope {e}, the
non-dominant {/}, and dominant arm {r} . The follower side
is described with the following set of configuration variables:

q=1Ia,.q,q.]", (1)

where g, is the configuration of the dominant arm, g; the
one of the non-dominant arm, and g, the one of the of the
body. The model of the follower is then computed thanks
to the approach described in [26], where each subsystem is
represented as a rigid section followed by a flexible steerable
segment described by a constant curvature model [27].

The forward kinematic model can then be described as:

M RY — SE(3),SE(3), SE(3)
qa—oT(q.),.T"(a,),.T"(q;) )

in which ,,T¢(q,) is the pose of the endoscope tip {e} in
{w}, a function of the configuration variables g, . In the same
manner, .T" (g, ) (respectively T (q;)) is the pose of the
dominant (resp. non-dominant) arm tip {r} (resp. {l}) in the
body frame {e}.

The world frame pose of the arms can then be obtained by
chaining the transformations:

wTT (qevqr) :wTe(qe )eTT(qr) 3)

wT (e ,q;) =0T (q.)eT" (q;) 4)

which will be denoted , T, , T for the sake of readability,
omitting the configuration variables dependency from the
transformation matrix. The tip position of the dominant arm in
the global frame is described by the translational component
of the transformation matrix ,,7'" denoted ,,p". The position
of the tip in the local body frame is extracted from ./T'" and
denoted .p”. The same is done for the non-dominant arm in
each frame, ,,p' for ,T"'and .p' for ,T". Following prior
implementations [26], the jacobians that relate joint velocities
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to speeds of the tip of the arms and body are defined as Jj,
J, and J..

Once the kinematic model of the follower is established, it
is necessary to link the leader configuration variables and the
follower. The leader configuration variables are defined as:

9 =19, 9, 9. . (5)

In manual teleoperation of the STRAS platform a mapping

function g(-) establishes the correspondence between ¢ and
q. Arms are controlled in position at joint level by a simple
proportional mapping:
" 1" (©)
where K is a constant diagonal matrix that ensures a corres-
pondence between the range of motion of the corresponding
leader and follower DOF, following the formalization defined
in [26]. The body is rate-controlled via the joysticks on the
handle, such that:

[qraql :K[4ra¢l

qe = aqe (7)

where « is a proportionality constant. Combining Eqgs. (2)
to (4) and Egs. (6) and (7) provides the full model of
the STRAS robot in manual teleoperation mode. Because of
hardware limitations and safety concerns, speeds for the arms
(Eq. (6)) and the body (Eq. (7)) are bound during teleoperation
such that: g1, <q < q?h,..

III. PROBLEM STATEMENT

In this paper, we focus on dissection, which is the most
challenging part of ESD. To perform it, the clinician has to
grab the tissue with its non-dominant arm and lift it to a
desired position so as to expose the part to be dissected, having
traction over the tissue. Then, the user performs the dissection
by cutting the tissue with an electric cutting tool. We model
this task using positions of the left and right arm, assuming
without loss of generality that the dominant arm is the right
arm. Tip position of the dominant and non-dominant arms
are described by ,,p", wp' as defined by Egs. (3) and (4).
The envisioned scenario is as follows: The end-effector of the
non-dominant arm grabs the tissue and lifts it to a desired
position ,,p;, setting ,p' = ,pl; (Fig. 4-a). The user then
cuts the tissue, which we model as the tip position of the
dominant arm reaching two successive positions ,,p%; and
wPls- Reaching ,pl;; or ,,pl, may require moving the body,
by controlling its tip position ,,p®. During such movements,
and more generally during the whole cutting phase, the non-
dominant arm tip position ,,p' = ,,pl; should be kept steady,
maintaining traction (Fig. 4-b,c). In this paper, we first tackle
the correct performance of dissection in ESD. A correct
dissection requires controlling the 10DOF of the arms and
body simultaneously.

A second problem is regarding patient safety during the
operation. Blindly manipulating the arms or interfering with
the surgical site view should be avoided. In our case, this
means that, during repositioning, arms should be kept in sight
and avoid being brought too close to the camera frame (which
is also the body frame {e}), so as to avoid occluding the view
of the surgical site. In addition, it is also desirable to avoid
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Figure 4. Overview of the problem. Workspace of the arms is depicted in grey and moves as the body moves, dark red line depicts the bounds of the field
of view. a) Position of the body allows to reach the target of the non-dominant arm wpfi but not the target of the dominant arm ,p}; . b) Body is moved
to reach u;pfi and the new body position allows to reach wpzl but not u,pg2 . ¢) While 4 pil is not violated, the second target position of the dominant

arm o, Py, is reached while moving the body.

bringing the system close to joint limits in order to avoid the
degradation of the user’s motion capability.

IV. SEMI-AUTONOMOUS CONTROL

The proposed approach involves the triggering of autonom-
ous motions of the arms end-effectors and the body to allow
coordinated control. Following the modelling presented in
the previous section, an overview of the proposed approach
is presented in Section IV-A. The problem set as control
objectives is described in Section IV-B. An optimization-
based formulation of the problem is presented in Section IV-C
covering the objectives and constraints.

A. Overview of the approach

To best describe our proposed approach, let us first consider
a situation where no body movement is required. In this
case, the user telemanipulates the dominant and non-dominant
arms as in standard telemanipulation, the system being then
governed by Egs. (2) to (4) and Egs. (6) and (7).
To move the body, the user presses the pedal C; (see Fig. 5).
The relation between leader side ¢,, ¢; and follower
side g,., q; is then disconnected, and the semi-autonomous
arm-body control mode takes control of the 10DOF of the
follower (note that in this mode, the joystick is not used). The
movements of the body are then controlled by the movements
of the user telemanipulating the dominant arm handle on the
leader interface, as detailed hereafter.
First, using Eq. (2) with K¢ as an input, one can compute
the tip position .p] of a virtual dominant arm that would
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have resulted from the handle motion. .p;, is, in turn, used to
compute a desired body speed ¢, ':

q,=keJ! (.p —cp") (8)

where k. is a scalar gain to match manual telemanipulation
speeds and J[ is the Moore-Penrose pseudo inverse of the
estimated jacobian J.. In other terms, the user controls the
body movements by controlling the tip of a virtual arm, which
is the dominant arm of the user (shown in semi-transparent
green in Fig. 5).

As described in Section III, body movements impact the
tip position of the arms with respect to the surgical site and
such effect should be compensated. We therefore add three
objectives, which will be formulated as control objectives and
solved using a QP formulation in the next subsections.

First, the dominant arm should not move from its world
position {w} during body movements, such that ,,p” = 0.
In other words, the tip dominant arm position of the leader
<P, moves the body, while the follower dominant arm .p”
and body ,,p® compensate, so as to keep the world position
wP" still during body movement avoiding interfering with the
surgical task as little as possible.

The non-dominant arm behaviour during body movements,
however, depends on the surgical step. In this work, we assume
that the user is performing a dissection task. In this task, the
user grasps the tissue with the non-dominant arm and lifts
it to a desired position wpil. Such that grasping is activated
by pressing pedal Cs in the STRAS system. Therefore, if
Cs is not activated, the non-dominant arm can move together

IThe endoscope body having 4 DOFs, there is a redundancy for the
displacement of the body. The rotation of the endoscope body being an unusual
and possibly disturbing motion of the user because of the resulting rotation
of the camera, it is here not actuated and the last component of q ,, is zero.
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Figure 5. Overview of the main components of the simulator setup. Reaching
targets are depicted in blue and pink for the non-dominant and dominant arms.
Follower in black with a grey tip, virtual follower in semi-transparent green.

with the body since it is not interacting with tissue, reducing
constraints on the control system. If pedal C'5 is active a tissue
is being grabbed. It is then paramount to maintain the position
of the non-dominant arm during body movements, i.e. keeping
wP' = 0. This task is particularly challenging to perform
manually and is carried out automatically by the control
system during body movements using the semi-autonomous
arm-body control approach.

Finally, we also consider safety. The semi-autonomous arm-
body controller should not result in the arms being placed in
an unsafe position, i.e. outside of the field of view, too close
to the body (which holds the camera), or close to joint limits.

Given the described behaviours, the semi-autonomous ap-
proach allows to: i) have free control of the arms when no
body movements are required, ii) control the body with the
dominant arm, so as to re-position the endoscope with respect
to the surgical site —by anchoring the dominant arm position in
the world frame, and iii) correctly perform the most demanding
surgical task —dissection— in which the position of the arms
end-effectors should be maintained while the body is moved,
in order to efficiently reach subsequent cutting locations. This
three-way behaviour allows to assist the user not only in the
most demanding stage, which is dissection, but also during
the other stages of the ESD. The proposed approach could
also be used to move the body while marking the tissue and
simplifying the task by maintaining the world position of the
dominant arm while accounting for safety constraints.

B. Formulation of the control problems as objectives

In this section, we formulate the control problem previously
described (Section III) as high-level objectives. Keeping the
absolute position of the dominant arm still, or ,,p” = 0, is
expressed by:

Z 1 =min |wps —w P || )
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where the subscript (¢ refers to the position at the beginning
of the body movement (i.e. when the pedal C; is pressed).
Similarly,

I 2 =min|lwpy —w p'| (10)
for when the absolute position of the non-dominant arm is
required to be maintained —during dissection after grabbing
the tissue. The objective # 1 is active only when the C'y pedal
is active, that is when the non-dominant arm is grabbing —
keeping traction over— the tissue.

Secondly, the dominant arm is set to be in a safe posi-
tion w.r.t. the body frame .pj;. The translational component
Q. |trans of the configuration variables of the dominant arm
in Eq. (9), defines a safe position as:

Air < q, |trans < )\Jr

trans — — “Mrans

(11)

which eftectively repels joint limits. Where A, is the lower
bound and A/, . is the upper bound. The position of the
dominant arm in the image is given by its projection, img(-).
The arm defines a safe position as those in which the tip of
the dominant arm is visible, which in horizontal component

of the image img(.p" )|, is given by:

)\; < 7;ffng(epr )|1 < )\2_ (12)
and in its vertical component img(.p” )|, as
Ay < img(ep” )]y < A (13)

When the dominant arm leaves the previously defined safe
zone in the image or is close to the translational bounds,
the arm is returned inside the safe bounds while the body
and arms are being controlled by two objectives. A simplified
overview of the safe zone in which the dominant arm should
be kept is depicted in Fig. 6. While the body is moving,
the dominant arm avoids leaving the safe zone, by Eqgs. (11)
to (13). Maintaining the arm in a safe position is obtained by
setting the following objective:

3 =min | cpg —e "l (14)
in the Cartesian space, where the goal position .pj, is the
centroid of the workspace. The arm should also remain inside
the field of view of the endoscopic camera, which can be
obtained by setting the following objective:

Z 4 = min [img(cpy) — img(p")| (15)
with img(.p}; ) being the image center. When the arm is in a
safe position the objectives # 3, # 4 are deactivated.

The objectives defined previously are activated depending
on the states of the pedals. When no pedal is active, the body is
static and the user has full range control of the arms by moving
the leader console handles. Pressing C; activates & i, and if
the dominant arm is in an unsafe position # 3 and # 4, become
active such that the dominant arm keeps its absolute position,
away from the joint limits and in a visible location, while the
body moves. When C5 is pressed, # o is active.
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Figure 6. Overview of the defined safe zones for the dominant arm. The
green area is a simplification of the safe zone. This safe zone is visible and
is within the desired translation range.

C. Optimization-Based High Level Control

In order to deal with the multiple objectives we adopt a
quadratic form of the objectives defined in Section IV-B. The
optimization objectives are in the form min ||p* — p||, which
requires to minimize the difference between p* and p. This
cannot be done in a single step when the error becomes large,
instead, at each time step an intermediate objective is required
to be minimized as:

min [|k(p" =)l - (16)

Each of the optimization objectives takes the form of Eq. (16)
to then be formulated in quadratic form. The quadratic form
writes:

1, ) ,
min. dTH,g +cfq (17)
q

st. gt <g<q- (18)

where H, = > v;H; and ¢; = Y v;c;. H; is the Hessian
matrix associated with a given objective #; while c; is its
constant vector for each of the ¢ previously defined objectives
(Egs. (9), (10), (14) and (15)), and ~; is a given objective
weight.

The intermediate step defined in Eq. (16) is reformulated
using the quadratic form with the constant ¢; being defined
as ¢; = —kJT (p* —p) where J; is the task Jacobian
associated with objective i. The approximated Hessian matrix
is computed by H; = J 7.J ;. This representation is used by
the solver [28] to solve for a vector of optimization variables
g ¢p that quadratically reduce the errors in position, and is
subject to linear inequality constraints, Eq. (18).

The positions of the arms end-effectors are set as output
variables. The output variables to be regulated are: the position
of the dominant arm {r} w.r.t. the endoscope base frame {e},
also {r} w.rt. the world base {w}, and the position of the
non-dominant arm, {/} in {w}, grouped in:

p=[pwp wp']", (19)

while the input variables ¢ are the commanded velocities to
the arms and body, as in Eq. (1), such that

qqp:[QTw(jIJje}T (20)
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is the result of solving Eq. (17) and it is added to the body
movements defined in Eq. (8) as:
. . . 1T
G =Gqg+ [01x3, O1x3, Go | (21)

Given the desired output, we can use a single generalised
Jacobian matrix for all objectives, which relates actuation and
output space variables, and is a 10 X 9 Jacobian matrix defined
as:

edr 0 0
J = |edr wde 0 ) p =J q (22)
0 wJe eJl

Such that J is computed at each time step following the
formulation presented in [26] for each of the subsystem
Jacobians. Note that J is a generalized Jacobian linking ¢q 4,
to p. It is therefore populated differently depending on the
active objectives at a given time, yielding the corresponding
J ;: objective #Z 1 acts on the dominant arm (g, ) and the body
(ge), # 3 and # 4act only on the dominant arm (g, ) such
that, Eq. (22) is populated until on the last three rows. When
Cs5 is pressed and # 5 is active, the Jacobian J is populated
completely since # o acts on q; .

The optimization variables q should stay within ranges
[i@ min, i ma=)- This is achieved by introducing lower and
upper bounds:

qi:(s(Zszn_q) (23)

q) (24)

depending on the distance of ¢ t0 ;q ymin and ;q ;maz, With
0 being the convergence factor (set to 0.1) as introduced in
[29]. Eq. (18) uses the minimum value for the lower bound
between the hardware limits ¢” ., and the joint limits ¢
presented in Eq. (23), such that the minimum speed is given by
g+ =min(¢°,4",,). The upper bound is obtained similarly

as ¢~ = min(g%.qh,,):

q.i = 5(iqmam -

V. EXPERIMENTS
A. Experimental setup

In order to avoid the perturbations induced by non-linearities
of the real STRAS system [30], the proposed semi-autonomous
arm-body control mode is compared to manual telemanipula-
tion in a virtual simulator (see Fig. 5). On the leader side,
users manipulate the physical leader interface of the STRAS
system, which gives leader joint values ¢ as input. Such
values are then used to control a simulated follower. The
kinematics of the follower implement Egs. (2) to (4), which
are then used to render a virtual scene using VTK [31]. Target
positions ,pl;, Pl and ,p}, are displayed as white spheres
with a radius of 3mm in order to simulate the dissection task,
as described in Section III, and the colon environment is
simulated as a textured cylinder around a curved axis. Note
that no collisions are implemented in the simulation.

During the user experiments, a Python script reads the leader
side positions of the STRAS system using sockets through a
wired Ethernet connection. The Python script creates the VTK
environment that is presented to the user on a screen on top of
the leader side, as when the user telemanipulates the system
with the real follower (Fig. 7). The weights for the objectives
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side

Figure 7. Experimental setup used. Simulated follower visualization through
the VTK environment using the physical leader side of the STRAS robotic
system.

v are set as in Table I. When the arm is in an unsafe position
the values of 3 and 7,4 are increased to 0.15; and 1,72 are
decreased to 0.4 and 0.3 in order to return the arm into the
safe zone. Safe image bounds in the image A}~ and A}~ are
set by the normalized coordinates of the screen from 0.1 to
0.9 in both coordinated axes, with a 1920x1080 px resolution.
The bounds \;,;"  are set within the 0-72mm range of motion

trans
for the arms.

Table T
PARAMETERS USED IN THE EXPERIMENTAL SETUP. VALUES OF THE
WEIGHTS ¥ AND THE PROPORTIONAL GAINS k& FOR EACH OBJECTIVE
ACTIVE DURING SEMI-AUTONOMOUS CONTROL MODE.

72 ‘ 73 ‘ Y4 ‘k1,2,3,4
04 [ 005 | 005 [ 025

Variable ‘ Y1 ‘
| 05 |

Value

B. Experimental task

A trial consists of the user sequentially reaching the three
targets ,pY, wpl, and ,p’,, which emulates the dissection
stage of ESD, as described in Section III.

Starting from a given reference position, the user first
reaches target wpil with the non-dominant arm. This first stage,
which will be referred to as Segment I in the following,
simulates tissue grabbing. It is considered successful when the
user keeps the non-dominant arm tip within a ball of radius
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3 mm centred on ,,p!; for two seconds. Deviating too far from
P, resets the timer to 0.

Segment II of the experiment simulates the dissection. The
user is required to reach ,,pl; and ,pj;, with the dominant arm
while staying on wpil with the non-dominant arm. Similarly
to Segment I, a 2s threshold is used to validate a target being
reached. In practice, ,,pjj; is displayed when Segment I is
finished, and ., p)}, is displayed only when .,py; is validated. If
the user deviates significantly (more than 5Smm) from ,, pfi , the
user will need to reach wpfj again and stay for two seconds
before being able to validate the current target (, P}, Or wPJs )-

Once the sequence of three targets is fulfilled, the trial
is considered finished. New positions of the three targets
are then randomly drawn to start a new trial. Positions are
uniformly randomly generated, such that reaching target ,,p,
by the dominant arm and reaching ,p};; by the non-dominant
arm require moving the body. Reaching target ,,p};; could be
within reach of the dominant arm or require moving the body,
depending on the current body position. The positions mimic
the difficulty of performing real dissection during an ESD.

C. Protocol

The experimental protocol is constructed to last between 30
and 40 minutes. The user is first introduced to the platform,
task, and control modes for 5-10 minutes, and then performs
a 15 minutes training. During this training time, the user
receives instructions regarding the manual teleoperation and
semi-autonomous control mode, as well as specific instructions
to perform the task correctly. The user is also instructed to
perform smooth and effective movements, avoiding abrupt
changes of direction and/or speed that could be detrimental
to the patient in the real surgical scenario. Furthermore, the
user is instructed to avoid placing the tools out of sight or
too close to the camera. The user then performs as many
trials as possible during the 15 minutes training time, with
the possibility to ask questions to the investigator.

During the experiments, after the training stage has been
finished, the user alternates 5 trials with the semi-autonomous
arm-body control mode and 5 trials with the manual telema-
nipulation mode (using the same target positions in both) until
the time (10 minutes) runs out, without any interference from
the investigator.

After the experiment is finished, the user fills out a NASA
TLX [32] questionnaire. The NASA TLX questionnaire eval-
uates the subjective opinion of users for both control modes.
Afterwards, the user is asked for a general opinion of both
control modes and is allowed to give feedback for further
improvement of the setup or the proposed control mode.

D. Quantitative evaluation metrics

Three categories of performance metrics are considered:
time, kinematics and surgical task. Metrics are adapted from
[33], [34] considering the architecture of the FSIR platforms,
especially the STRAS system.

The time performance metrics measure the raw duration
of Segment I T, of Segment II T5;;, and of the complete
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trial 7. Kinematic metrics measure how the STRAS system is
controlled. For the kinematics category, the first set of metrics
relates to body movements. A body movement starts when the
speed ||ge || goes from O to a positive value and stops when
Ilge || < €, with € denoting a small body motion threshold.
N/t measures the number of independent movements of
the body per trial. ngg;t measures the total duration of body
movements in Segment I (respectively T,TS% for Segment
II) and 7;™* during the complete trial. The total travelled
distance by the body for the complete trial is measured by
dp. Finally, f, = N/™'/Ty"* is the frequency of body
movements (i.e. number of body movements per second)
during a given trial. 7;%¢ is the amount of time the body
is idle (i.e. ||ge || < €). Similarly, d; and f; measure the total
distance travelled and frequency of movements of the non-
dominant arm. Such metrics are not computed for the dom-
inant arm, because the triggering of body movements during
semi-autonomous arm-body control mode would interfere and
not provide meaningful output.

A second set of metrics relates to the smoothness of the
movements. We use the spectral arc length w to quantify the
smoothness [35], which was shown to be correlated with sur-
gical skill and smooth operation [36] and was used in several
studies with similar design [37]. We compute the smoothness
wy, 577 of the body (resp. wj sr; of the non-dominant arm)
during Segment II. Note here that the numbers we compute are
the opposite of the number computed classically and defined
in [35]. This operation is done to obtain a positive number
which increases as the smoothness diminishes (i.e. the lower
the better, as for most of the other metrics, aside from the
ngleand N/™Y). Again, metrics relating to the dominant arm
are not considered for the reasons exposed above.

Surgical performance metrics measure how well the surgical
task was performed. The distance between the non-dominant
arm and its objective wpﬁi at a given time t is given by:

di (t) = ||wpl —w P'(V)]],

and should be maintained to the minimum during Segment II.
Since deviating too much from wpfi will require to perform
extra surgical gestures, the maximum recorded distance for
each trial is of interest. Maximum recorded distance is set as:

(26)

(25)

dmae = max d(t),
t=ty..t2

where t; and ¢, are the starting and ending times of Segment
II for a given trial, respectively. 7;,, measures the time extent
during which the non-dominant arm is deviating from wpii
during Segment II:

ta
T, = / (di (£) > dunr) dt,

t1

27)

where dyp, is a distance threshold set to 5 mm. Finally, we
measure the time during which the arms are outside of the
field of view during a trial by 7., and 7}, for the dominant
and non-dominant arms respectively.

VI. RESULTS

After obtaining the ethical approval from our competent
local notified body (Comité d’Ethique de la Recherche from
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Table II
SUMMARY OF THE RESULTS OF THE EXPERIMENTS. THE EXPERIMENTS
COMPARE THE MANUAL (MAN) AND SEMI-AUTONOMOUS (SEM) MODES
IN A MULTIPLE-REACHING TASK. METRICS ARE SEPARATED BY DASHED
LINES, FIRST GROUP OF METRICS ARE TIME-RELATED, FOLLOWED BY
KINEMATIC AND SURGICAL TASK METRICS. STATISTICALLY SIGNIFICANT
DIFFERENCES WHERE SEMI-AUTONOMOUS ARM-BODY CONTROL MODE
OUTPERFORMS MANUAL MODE ARE MARKED WITH ‘*’ (p < 0.05).
P-VALUES MARKED WITH < (p > 0.95) INDICATE THAT MANUAL MODE
OUTPERFORMS SEMI-AUTONOMOUS ARM-BODY CONTROL MODE.

metrie| A |, | VAN | MAN | SEM | SEM
T, | small | 1.00007| 2523 | 17.22 | 31.00 | 21.69
Tor | small | 0.99249| 1678 | 8.40 | 18.18 | 12.34
Torr | small | 1.0000% | 7.58 | 545 | 1143 | 13.56
SNt | small | 0.0000% | 2.00 | 650 | 200 | 2.00
dy | small | 1.00007| 4636 | 29.60 | 57.71 | 39.89
fo | small | 0.0000% | 0.9 | 033 | 000 | 0.16
vt | osmall | 09260 | 401 | 581 | 412 | 6.14
Tyt | small | 04977 | 147 | 326 | 0.00 | 3.36
Tysh | small | 09334 | 192 | 242 | 212 | 2.64
Tide | small | 1.00009| 22.04 | 14.60 | 25.02 | 21.85
dy small | 1.00007| 1237 | 857 | 14.88 | 10.87
fi small | 0.9016 | 0.83 | 0.85 1.03 | 0.99
T | large | 0.0000% | 40.00 | 34.50 | 4.00 | 6.25
wisrr | mod. | 0.0078% | 846 | 1569 | 459 | 7.95
wp,srr | mod. | 0.0091% | 554 | 1239 | 403 | 3.18
T, | large | 0.0000% | 330 | 525 | 0.00 | 0.00
dmaz | large | 0.0000% | 7.17 | 945 | 1.65 | 134
Tyo | small | 0.1435 | 0.00 | 0.10 | 0.0 | 0.00
Ty, | small | 0.8435 | 000 | 0.00 | 000 | 0.00

University of Strasbourg, agreement CER 2022-56) the exper-
imental protocol was tested with a group of eight users. All
users were novice users in the sense that they had no prior
experience with an FSIR system or with ESD surgery. Two
users had clinical background.

Preliminary experiments showed a non-gaussian distribu-
tion for most cases. Therefore, we report the median and
interquartile range (IQR) of each metric per control mode.
For the same reason, statistical significance was analyzed
using a one-sided Wilcoxon signed-rank test, with the null
hypothesis being that the medians of both modes are equal and
the alternate hypothesis being that the median of the manual
mode is greater than that of the semi-autonomous arm-body
control mode. In this context, a p-value of p < 0.05 indicates
a statistically significant advantage of the semi-autonomous
arm-body control mode for a given metric (i.e. smaller value
in the proposed approach). Alternatively, if p > 0.95, the
manual mode is statistically significantly better. The p-value
is an indicator of statistically significant differences between
two distributions, but does not say anything about the size of
the difference. In order to quantify this, we report the effect
size using the non-parametric estimator for common language
effect size A, [38], which is an effect size metric adapted
to non-parametric distributions. Values of 0.56, 0.64, 0.71
depict small, moderate and large effect sizes, respectively [39].
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Table II presents an overview of the metrics.

Results show that users took less time to perform the overall
task as well as the segments I and II by using the manual
mode, as evidenced by the median values of T, Ts; and
Tsrr. It is worth noting that the IQR of those metrics is
also lower during manual teleoperation, suggesting a more
homogeneous spread of user performance in terms of timing
than in semi-autonomous arm-body control mode. The effect
size is however small.

Results on the kinematic performance metrics are mixed.
Users realized fewer numbers of body movements N;™!
and with a smaller frequency f, in semi-autonomous arm-
body control mode, but travelled a larger distance with the
body, as shown by the values of dj. On the other hand,
the idle body time ngle was shorter and less distance was
travelled by the non-dominant arm d; in manual teleoperation.
However, the effect size associated with those metrics is
small. The duration of non-dominant arm movements Tlm”t,
the smoothness of both body w; s;; and the non-dominant
arm movements wy sr; were statistically significantly better
in semi-autonomous arm-body control mode with large and
moderate effect sizes. The smoothness metric in particular
shows an important decrease in the IQR, showing a more
homogeneous performance of the users in that mode.

Finally, the semi-autonomous arm-body control mode
clearly outperforms the manual teleoperation mode regarding
the two main surgical performance metrics. The duration of
violating the reaching task of the non-dominant arm 7, has a
median of 0 for the semi-autonomous arm-body control mode
and of 3.30 in the manual teleoperation mode, with statistically
significant p-values, and a large effect size. Similarly, the max
recorded distance d,,,, between the non-dominant arm and
wpfi is lower during the semi-autonomous arm-body control
mode, with a median of 1.65 compared to 7.17 for manual
mode, again with statistically significant p-value and a large
effect size. The last two metrics reporting the amount of
time the dominant (respectively non-dominant) arm spends
outside of the field of view T ,(respectively T;,) does not
give significant insights with values close to zero in all cases.

Qualitative metrics evaluating the user’s opinion using the
NASA TLX questionnaire are reported in Fig. 8. The purple
bars represent the users’ opinions on the manual teleoperation
mode, while the blue bars represent the semi-autonomous arm-
body control mode. Overall the users rank both control modes
similarly, with the notable exception of the temporal demand.
In fact, users felt more pressured during the semi-autonomous
arm-body control mode, which also affected their frustration.

VII. DISCUSSION

This section presents and discusses the major outcomes
of the study. ESD requires users to consider the intricate
relationship between the arms and body of FSIR platforms
to correctly perform the surgical task. For this reason, we
proposed a semi-autonomous control method that assists users
in handling the arm-body relationship allowing them to focus
on the task at hand. During the dissection stage of ESD,
the user is required to grab a tissue and maintain it in a
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Figure 8. NASA TLX results from the manual and semi-autonomous arm-
body control mode. Purple depicts manual control. Semi-autonomous control
mode is depicted in blue.

position that eases cutting while controlling the body, to then
continue cutting with the other arm —traction— which is hard to
correctly perform with FSIR platforms [40] due to the coupled
architecture — which is also present in a more intricate way
in manual flexible endoscopes [41], [42]. During dissection
through manual telemanipulation, commanding both arms and
the body is a task that involves controlling 10DOF —while
controlling one arm and the body requires 7DOF. During
the semi-autonomous control mode, the arms are directly
telemanipulated through the handles of the leader console
while body control is set by the user commanding a pedal
and a leader handle. The proposed approach reduces the
above-mentioned 10DOF to be controlled to correctly perform
dissection to 3DOF —those of the dominant arm handle and
actuation of the pedal. The user only focuses on body control
through the handle while the arms can be locked into place.

The user study showed that the semi-autonomous arm-body
control mode allowed performing the simulated dissection step
in a better and safer way, as evidenced by the values of the
task-related metrics, at a penalty cost with an increment on the
temporal demand. Despite the lack of clinical training by six
of the users, no clear evidence of better or worse performance
is noticed. The group without clinical background did not
report any special training or abilities, which further validates
the ease of use of the approach. As for many other robotic
assistance systems, this is at the expense of the operating
time [43], which is slightly longer in the semi-autonomous
arm-body control mode, both for the whole duration and for
the two stages of the simulated dissection. One should note
here that the IQR of the reported timing metrics T, Ty
and Tyy is larger in the semi-autonomous arm-body control
mode, suggesting some users took more time than others in
this mode. This conclusion is supported by the NASA TLX
questionnaire outputs on Fig. 8, for which one can clearly see
a larger spread of the temporal demand responses by the users
in semi-autonomous arm-body control mode.

Examples of experimental data showing distances between
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Figure 9. Example of distances of the arms to the objectives in manual (upper) and semi-autonomous arm-body control mode (lower). a) and b) are trials done
by two different users. Body movements are depicted with grey highlights. d; is the distance between the non-dominant arm and its objective , pfi , dr1 (tesp.
d2) is the distance between the dominant arm and its first objective py; (resp. second objective Py, ). Distances are plotted only for the relevant stages.
The thresholds for fulfilling the reaching tasks are represented by the horizontal dashed pink line, of 3 mm. The vertical dashed line represents the transition
between stage I and stage II of the dissection. Red arrowheads represent the violation of the surgical task after the wpil objective has been reached (after the
black dashed vertical line). Green arrowhead shows an increase in the distance of 7ijld but is before the reaching objective by the non-dominant arm has been

attained.

the tip of the arms and the target positions for two different
users are shown in Fig. 9-a and Fig. 9-b. One can see that
the semi-autonomous arm-body control mode allows moving
the body (grey highlights in the figures) while not impacting
the distance d; between the non-dominant arm and its target
point. On the other hand, in the manual telemanipulation
mode, there is a clear influence of body movements on d; when
reaching for the dominant arm targets and moving the body,
with large deviations from wpfl potentially leading to tissue
damage and/or loss of traction which will require re-grabbing
(red arrowheads on Fig. 9-a and Fig. 9-b). This is likely due
to the fact that handling coordinated multi-arm movements
with an FSIR platform such as the STRAS is extremely
complex in manual teleoperation. Such spikes in the movement
of the non-dominant arm in the manual mode are also the
likely reason why smoother movements were performed by
the non-dominant arm and body in the semi-autonomous arm-
body control mode, as evidenced by the values and statistical
analysis of w; sr; and wy 17

Our approach shows promising results regarding the per-
formance of the task, by easing traction —here modeled as
the positional task for the non-dominant arm. Moreover, our
approach avoids unnecessary movements as demonstrated by
the kinematics metrics performing better with the proposed
approach. Our study has however several limitations which
could be addressed in future work.

First, our model of the dissection stage of ESD is made
of static positions which the user should reach sequentially.
While it is a good first-order approximation of the task, it is
also a simplification in two major aspects. The first one is
that we consider in our study the environment to be perfectly
known and static. In practice, the environment would be
moving with physiological movement. Therefore, estimation
algorithms would be needed to estimate the current stage of the
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operation (marking, dissection, etc.) as well as the positions
to be reached and maintained. Such estimations would add
uncertainty to the control system which would need to be
tackled in future work. Secondly, we model the tissue-grabbing
task of the dissection stage as the non-dominant arm keeping
a given position in space. Even with minimal physiological
movement (which can be achieved by insufflation of the colon
during ESD), the desired task is more akin to keeping a desired
tension, which would evolve in time as the underlying tissue
is being dissected. A more complex formulation of the control
problem accounting for the evolution of the desired position
wpﬁl during the tissue dissection, would therefore be needed.

Second, during the semi-autonomous arm-body control
mode the user has control of the arms when not moving
the body. This means that the world frame position of the
arms which should be kept constant during body movements
is a user input. Depending on the current state g of the
robot, it may not be possible to fulfil all objectives, leading
to a violation of the non-dominant arm tissue grabbing task.
This happened on a few occasions during the experiments
and required the user to stop the semi-autonomous control,
move the body to a more favourable position, and perform
a re-grabbing. Such behaviour leads to a considerable time
penalty and is likely the source of increased temporal demand
for the users (see Fig. 8), as well as increased time in semi-
autonomous arm-body control mode. Coupling our proposed
approach with a robust motion planning algorithm for anticip-
ating such events would be a possible solution to mitigate this
problem, potentially leading to a more intuitive and effective
semi-autonomous control mode.

Third, a limitation of the study is that it was not tested on
the physical follower of the STRAS system. This choice was
made in order to evaluate the effect of the proposed control
approach, without undue disturbance from the non-linearities
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of the physical system [30]. Translating our proposed approach
on the physical system suffers from one major hurdle: state
estimation of the robot follower, which is impacted by non-
linear frictional and backlash behaviour as well as by forces on
the arms when interacting with the tissue. This problem could
be tackled using endoscopic vision as a sensing input. When
coupled with the model of the robotic system, it was shown to
be sufficient for state/shape detection using marker-based [44],
[45] or markerless [46] solutions. To enhance the robustness of
the controller, coupling such vision-based approaches with our
proposed semi-autonomous control approaches would likely
require reformulating some of the objectives in the image
space, using visual servo control. Such developments are
beyond the scope of the present study.

Fourth, one should note that our results show an im-
provement in the kinematic (smoothness of movements) and
task-related metrics (performing the reaching tasks with the
dominant arm without violating the positional task —traction—
on the non-dominant arm) with the proposed control mode,
but with longer operating times. This increase in duration is
potentially linked to the limited duration of the experiments.
Users spend 40 minutes —at most— to get familiar with the
platform, receive instructions, and perform the training and
the experiments. We decided for such a short duration due
to the availability of users and to avoid stress and/or fatigue.
During this short period reaching a plateau in the learning
curve [47] is challenging [48], and duration is not expected to
be heavily improved —similarly to experiments in laparoscopy
[49]. In fact, in laparoscopic robotic surgery learning curves
are reported to be between 20 and 40 cases [50], [51]. Future
work could involve a longitudinal study [52] with more users
under the simulated scenario and the usage of the physical
STRAS system, as to validate the gained skills and the fidelity
of the proposed simulation with novice users. It would also
be interesting to evaluate the proposed control approach with
both novice and expert users.

Finally, one should also note that our study specifically
focused on the STRAS system for practical reasons (the leader
and follower systems being available for testing in our lab).
The tree-like architecture of the STRAS system is however
common to many FSIR platforms [5], [8], [26]. Therefore,
results are very likely to transfer easily to such platforms.
The same limitation could be formulated for the specific
dissection stage considered in this work. Dissection being the
most difficult part of one of the main procedures targeted by
FSIR platforms, it is natural to focus on it. The proposed
control formulation, however, could be extended beyond ESD
and dissection, since many surgical scenarios feature grasping
[17], tissue tensioning [16], and body or camera movements.
Future work could therefore consider extending our proposed
approach to multi-arm continuum robotic structures for uro-
logy [53], fetal [7], or brain surgery [54].

VIII. CONCLUSIONS AND FUTURE WORK

In this paper, we proposed a semi-autonomous control
approach for handling the complex multi-DOF coordination
required to perform ESD using FSIR. This task is particularly
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challenging, as it requires performing movements with the
arms while considering the coupled arm-body relationship
of FSIR platforms. Our proposed control approach leaves
the user free to focus on fulfilling the task, while body
repositioning movements are handled automatically by a QP-
based controller. The controller is formulated by considering
specific features of the task itself. Specifically, we keep one
or both arms static with respect to the surgical targets while
moving the body, depending on the surgical step being per-
formed, which is extremely complex to achieve using manual
telemanipulation.

The approach has been validated in a simulated environ-
ment using the STRAS system, showing a strong increase in
performance of the surgical task at the expense of a slight
increase in time. Validation tests with the physical STRAS
system will be performed in future work.
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