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Abstract. This paper proposes a monitoring system called GUESS to
compare the performance and energy consumption of join query pro-
cessing on Spark in Serverless and Serverful environments. The system
collects metrics on resource utilization, query execution times, and power
usage through Prometheus, Grafana, Spark History Server, and Open-
Manage Enterprise Power Manager. These metrics are visualized through
an intuitive web dashboard to enable easy comparison between Serverless
and Serverful Spark workloads. Experimental results using the TPC-H
benchmark show that the Serverless environment consumes less energy
than the Serverful environment due to on-demand resource allocation.
However, the Serverful environment exhibits better query performance,
especially for workloads with known resource requirements. GUESS pro-
vides insights into optimizing resource efficiency and query performance
when deploying Spark analytic workloads.

Keywords: Serverless computing · Serverful computing · Cold-start ·
Warm-start · Query Execution · Spark

1 INTRODUCTION

The increasing energy consumption of data centers poses significant environ-
mental challenges. According to 2023 reports [5], global data center electricity
consumption is estimated to range from 240 - 340 terawatt hours (TWh), equiv-
alent to approximately 1 - 1.3% of total global electricity demand. Moreover,
this energy consumption also produces about 330 million tons of CO2, equiva-
lent to 0.9% of total global greenhouse gas emissions. Energy consumption and
greenhouse gas emissions are major issues for data centers, necessitating new
research and novel computational models to reduce their environmental impact
[6].

There are some research studies comparing the performance and energy con-
sumption of computing models in Serverless and Serverful environments. Chang-
peng Zhu et al. [8] conducted a study comparing the performance of Spark on
bare metal and Kubernetes environments with several algorithms such as SQL
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Join, Kmeans, andWordcount to evaluate the two environments based on various
metrics. Anthony Byrne et al. [3] conducted an experiment to compare the energy
consumption of the MicroFaaS Serverless model with that of a virtual machine
cluster. They used a custom cluster orchestration software to send requests simu-
lating function invocations to the workers. The experiment utilized the WattsUp
Pro power meter to measure the energy consumption of both the MicroFaaS
cluster, consisting of multiple single-board computers, and the virtual machine
cluster running on a physical server. Abdulaziz Alhindi et al. [1] conducted an ex-
periment to compare the energy consumption between the OpenFaaS Serverless
model and Docker containers. They used the Jmeter tool to generate workload
sent to the benchmark applications and employed the Powerstat energy con-
sumption measurement tool to gauge the power usage of the virtual machines
deploying OpenFaaS and Docker. Previous studies have focused on comparing
the performance and energy consumption between models in virtualized environ-
ments using software tools that often lack accuracy. There has been no research
that can monitor and compare the performance and energy consumption of Join
operations in a big data environment on Serverless and Serverful environments.
Our research introduces a new approach using specialized hardware tools such
as OpenManager Enterprise Power Manager, Prometheus, Grafana, and Spark
history server to directly measure, monitor, and evaluate the performance and
energy consumption when performing Join operations on a big data environment
while executing Spark applications in Serverless and Serverful environments.

In this study, we propose GUESS system to allow users to visualize the per-
formance and energy consumption of Spark applications [2] when running in
Serverless [4] or Serverful environments. We experimentally evaluate the perfor-
mance and energy consumption using the TPC-H1 database benchmark with 22
join query workloads on big data platforms. GUESS system aims to (1) visualize
the performance and energy consumption of Spark applications when deployed
in Serverless and Serverful environments; and (2) compare the differences in the
initialization, data processing, and resource reclamation phases of Spark appli-
cations when running in Serverless versus Serverful environments.

2 SYSTEM OVERVIEW

Figure 1 shows the system architecture, which is composed of four subsystems.
Users can interact with the system through a web application. The specific func-
tions of each component are described below.

2.1 Spark Application

We write a Spark application in the Scala programming language to conduct
experiments evaluating performance and energy consumption. Specifically, 22
standard query templates from the TPC-H benchmark dataset were used, with

1 https://www.tpc.org/tpch/



GUESS: monitorinG join qUery Execution in Serverless and Serverful spark 3

Fig. 1: System overview

dataset sizes ranging from 5GB, 10GB, 25GB, to 50GB. The use of standard
queries on large datasets allows for a comprehensive assessment of the Spark
application’s processing performance and energy consumption in both Serverless
and Serverful environments.

2.2 Data Processing

We run the Spark application in both Serverless and Serverful environments to
monitor the differences in cluster initialization, data processing, and resource
reclamation stages. Computational resource usage and energy consumption are
also recorded for a detailed comparison between the two environments. The
Serverful cluster is deployed on virtual Ubuntu machines with 5-20 worker nodes.
The Serverless environment uses Kubernetes [7] for container orchestration to
automate the deployment and scaling of containerized applications. Leveraging
autoscaling capabilities, Kubernetes provides resources including CPU, memory,
storage, and networking. By running on Kubernetes, Spark simplifies manage-
ment and scaling. The Serverless environment experiences cold starts, where
Spark initializes the environment for the first run, and warm starts on subse-
quent runs where Spark images already exist.

2.3 Monitoring System

To accurately monitor performance and energy usage in Serverless and Serverful
environments, we develop a system with three key components:

– Prometheus: collects system metrics over time while Grafana visualizes
them through dashboards with charts, graphs, and alerts. This enables real-
time monitoring of resource utilization;

– Spark History Server: tracks details about executed Spark jobs, tasks,
stages, and processes. It provides historical application performance data;

– OpenManage Enterprise Power Manager: measures data center energy
consumption. We leverage its analytic capabilities to experimentally evaluate
and compare Serverless and Serverful energy usage. The proposed monitoring
framework integrates real-time and historical data on system performance
and power consumption.
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2.4 Web Application for Visualization

We develop a web application that allows users to monitor and track system
performance metrics like CPU utilization, RAM usage, and network bandwidth
in real time. It also enables comparing the energy consumption in the cold-
start and warm-start phases of the Serverless environment versus the Serverful
environment.

3 DEMONSTRATION

In our demonstration, we use the TPC-H benchmark dataset to evaluate the
performance and energy consumption of the Spark application in Serverless and
Serverful environments. To visualize the demo result in more detail, we have
posted a short demo video and some sample data on GitHub2 for access.

Fig. 2: GUESS monitoring system for visualization

To get started with GUESS system, we first select the TPC-H dataset with
sizes ranging from 1-50GB, then choose three execution environments with the
Serverless cold-start, Serverless warm-start, and Serverfull on the cluster size (5-
20 worker nodes). The system will execute the Spark application with 22 sample
queries to evaluate performance and display experimental metrics including:

– Performance: Figure 2 (1-3) shows resource usage such as CPU, RAM,
disk, and network bandwidth. In the Serverless environment, due to the
need to initialize the environment for each application execution, network
bandwidth and data read/write processes are 2 - 2.3 times higher than in
a Serverful environment. Through experiments with extensive workloads,
the Serverless environment uses 6.5 - 10.8% less resources compared to the
Serverful environment;

2 URL of demonstration video: https://github.com/beta21s/dasfaa2024

https://github.com/beta21s/dasfaa2024


GUESS: monitorinG join qUery Execution in Serverless and Serverful spark 5

– Energy consumption: The Serverless environment, characterized by the
need to initialize and reclaim resources after each execution, consumes a
certain amount of resources. In contrast, the Serverful environment must
consume energy whether or not it is processing data. The experiments in
Figure 2 (4) show that the Serverless environment consumes 1.2 - 2.7% less
energy than the Serverful environment, which represents a significant amount
of energy saving for large data centers;

– Worker initialization time: The experimental results in Figure 2 (5) show
that the Serverless environment with cold-start takes 75.8 seconds to initial-
ize Spark, while the Serverless with warm-start environment takes 9.5 sec-
onds for each restart. In contrast, the Serverful environment does not waste
initialization time thanks to pre-configuration. However, Serverful resources
must always be maintained even when the application is not running, leading
to time waste. The Serverless environment allows resources to be released
immediately after the application stops, enabling them to be used efficiently
which leads to a saving in operating costs and energy.
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