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Abstract

We study the average p´Wasserstein distance between a finite sample of an infinite
hyperuniform point process on R2 and its mean for any p ě 1. The average Wasserstein
transport cost is shown to be bounded from above and from below by some multiples of
the number of points. More generally, we give a control on the p´Wasserstein distance in
function of a control on the Lp norm of the difference of the point process and its mean.
We also obtain the d-dimensional version of this result.

1 Introduction
Evaluating the transport cost between a point process and its mean, or between two independent
copies of the same point process, which are two very closely related questions, have a long and
rich history. The notion of transport cost involves the Wasserstein distance (Kantorovich-
Wasserstein distance) Wp whose definition is recalled in the next section. One of the seminal
papers on this question is the work of Ajtai, Komlós and Tusnády [AKT84] in the unit square
whose generalization for d-dimensional cubes says that, for a positive integer d and for a fixed
p ě 1, there exists a constant Cd,p ą 0 such that, if X1, . . . , XN is an independent sequence
of uniformly distributed random variables on r0, 1sd and if µN “ 1

N

řN
i“1 δXi

is its empirical
measure and µ is the uniform measure on r0, 1sd, then

ErW p
p pµN , µqs

1{p
ď Cd,p

$

’

&

’

%

N´1{2 if d “ 1
N´1{2

a

log N if d “ 2
N´1{d if d ě 3

(1)

and the order is optimal, i.e., there exists a matching lower bound. This statement can be
found in the work of Ledoux [Led19, Equation (7)]. The same holds for uniformly distributed
independent samples on compact Riemannian manifolds [Led19, Section 4]. Generalizations to
other i.i.d. samples and cost functions include [Tal94, DY95, BG14, FG15, Led19]. The first
terms of an asymptotic expansion have been obtained in [AST19, GT21, AGT22, GHO18].

By decomposing the unit square as a square grid and considering a point at each vertex, we
obtain the optimal order of convergence towards the uniform measure. It is quite natural to
consider this square grid decomposition as a typical “uniform” set of points. From this point of
view, the above paragraph tells us that uniformly distributed i.i.d. points are not so “uniform”
after all. The question arises of why is that so. It seems that some interaction between the
points is needed for them to be closer to this “uniform” grid.
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Can we find conditions on two-dimensional point processes for which the Wasserstein dis-
tance is of the optimal order? When the points are not independent and identically distributed,
only few results about convergence rates are available. To our knowledge, the first result avail-
able is from Meckes and Meckes [MM15] who obtained bounds on the expected Wp distance for
the empirical measure of the Ginibre ensemble. In the case of two-dimensional Coulomb gases,
ideas from Chafaï, Hardy and Maïda [CHM18] combined with the asymptotic expansion of the
partition function stated in the work of Sandier and Serfaty [SS15] give a bound

ErW1pµN , µqs ď
C

?
N

(2)

where µN is the empirical measure of the Coulomb gas and µ its equilibrium measure. The
same bound was obtained by Carroll, Marzo, Massaneda and Ortega-Cerdà in [CMMOC18] for
a class of β-ensembles on compact manifolds. In his PhD thesis, Prod’homme [Pro21] obtained
a similar result for the W2 distance for the Ginibre ensemble. Furthermore, Jalowy [Jal23] gave
general bounds for the Wp distance with a family of random matrices improving the bounds
given by O’Rourke and Williams [OW23].

Recently, Lachièze-Rey and Yogeshwaran [LRY24] studied the transportation problem for
hyperuniform point processes. They obtain optimal transport cost for p-Wasserstein distances
for translation invariant point processes with some conditions on the pair correlation function
and a control of the integrable reduced pair correlation function. This project was carried
independently to ours and, despite the overlap of the results, use totally different techniques.
In addition, Leblé and Huesmann obtained in [HL24] the almost equivalence between hyper-
uniformity and the existence of Wasserstein bounds in dimension 2, to the cost of a much more
technical approach.

2 Background

2.1 Space of measures and point processes
The information of a configuration of points on Rd will be captured by its counting measure.
More precisely, the information of a locally finite multiset X Ă Rd is contained in the locally
finite measure µ “

ř

xPX δx and the observables of interest are the number of points on sets B
which can be nicely described as µpBq. This motivates the following definition.

Consider the set M of locally finite measures on Rd and define, for every bounded measurable
set B Ă Rd, the function πB : M Ñ r0, 8q by πBpµq “ µpBq. We endow the set M with the
σ-algebra generated by the functions πB for every bounded measurable B. Moreover, the set
of point configurations C is defined as the measurable set

C “ tX P M : XpBq P N for every bounded measurable Bu.

In this way, the map that associates a locally finite multiset X̃ Ă Rd to the point configuration
X “

ř

xPX̃ δx P C is a bijection. For a measurable subset A Ă Rd, the set of locally finite
measures MA on A can be seen as a measurable subset of M while the set of point configurations
CA on A can be seen as a measurable subset of C. A random measure on A is a random element
of MA and a point process on A is a random element of CA. If µ is a random measure on A,
we can define its expected value Erµs as the measure on A that satisfies

ErµspBq “ ErµpBqs for every measurable B Ă A.
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A particular kind of point processes used in Proposition 8 is the Hermitian determinantal point
processes. We define here the particular case of such processes on Rd with respect to Lebesgue
measure. Let K : Rd ˆRd Ñ C be a measurable function such that Kpx, yq “ Kpy, xq for every
x, y P Rd. We say that the point process X on Rd is determinantal with kernel K if Xptxuq ď 1
for all x P Rd and for every B1, . . . , Bk Ă Rd pairwise disjoint measurable subsets

ErXpB1q . . . XpBkqs “

ż

B1ˆ¨¨¨ˆBk

detpKpxi, xjq1ďi,jďkqdx1 . . . dxk.

2.2 Wasserstein distance
For p ě 1 we define the Wasserstein distance (or Kantorovich distance as remarked, for instance,
in [Cha16] or as explained in [Ver13, Page 8]) between two finite positive measures µ and ν on
Rd of the same mass by

Wppµ, νq “

ˆ

inf
Π

ĳ

RdˆRd

}x ´ y}
pdΠpx, yq

˙1{p

P r0, 8s,

where the infimum is taken over all positive measures Π on Rd ˆ Rd with first marginal µ and
second marginal ν (couplings of µ and ν) or, more precisely, such that ΠpA ˆ Rdq “ µpAq and
ΠpRd ˆ Aq “ νpAq for every measurable subset A Ă Rd. Since those Π must have the same
mass as µ and ν, the requirement of µ and ν having the same mass is essential for this definition
to make sense. In this way, Wp defines a distance on the set of finite positive measures of a
fixed mass. Moreover, we may notice that Wp is compatible with the measurable structure
on the measurable set of finite measures Mf Ă M, i.e., Wp is a measurable function on the
measurable set tpµ, νq P Mf ˆ Mf : µpRdq “ νpRdqu.

Our main goal in this work is to use some hyperuniformity conditions to obtain optimal
rates for the expected value of the Wasserstein distance. Since the notion of hyperuniformity
(defined below) typically applies to point processes and not to sequences of empirical measures,
we would like to translate the result stated in the introduction to a different scale. To achieve
this, we first notice the following. Consider two measures µ and ν on Rd with the same mass
and two positive constants λ, N ą 0. Define f : Rd Ñ Rd by fpxq “ λx. Then, by using that
Π is a coupling of µ and ν if and only if Npf ˆ fq˚Π is a coupling of Nf˚µ and Nf˚ν, we get

W p
p pNf˚µ, Nf˚νq “ NλpW p

p pµ, νq.

With this in mind, Equation (1) would read as follows. For a positive integer d and for a fixed
real number p ě 1, there is a constant Cd,p ą 0 such that, if X1, . . . , XN is an independent
sequence of uniformly distributed random variables on r0, N1{dsd, and if we let µN “

řN
i“1 δXi

and consider the Lebesgue measure µ on r0, N1{dsd,

ErW p
p pµN , µqs ď Cd,p

$

’

&

’

%

N1`p{2 if d “ 1
Nplog Nq

p{2 if d “ 2
N if d ě 3

. (3)

This setting, where the important object is a point process (a “counting” measure), can be seen
as the microscopic setting while the rescaled version considered in the introduction, where the
empirical measure is the main object, can be thought of as the macroscopic setting. We have
decided to write our main result Theorem 2 in the microscopic setting in which we see a linear
upper bound ErW p

p pµN , µqs ď CN .
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A standard argument gives a lower bound for the distance between a uniform measure on
a finite set and an absolutely continuous measure with respect to Lebesgue measure; see the
following lemma. For the sake of completeness, we include the proof in the appendix.

Lemma 1 (Deterministic lower bound). There exists a constant αd ą 0 such that, for any
n ě 1, any x1, . . . , xn P Rd and any measure µ on Rd of mass n with density with respect to
Lebesgue measure bounded from above by a constant A ą 0, we have that for every p ě 1

W p
p

´
n
ÿ

i“1
δxi

, µ
¯

ě pαdq
p n

Ap{d
.

2.3 Hyperuniformity
In this subsection we give the standard notion of hyperuniformity which is related to the
hypotheses of our results in dimension 2. Although there is a standard definition of hyperuni-
formity in the literature for general dimension, it does not seem to be the right notion to keep
in mind for Theorem 4 where much less than the standard hyperuniformity is needed. So, we
will only focus on dimension 2 and refer to [Tor18, Equation (97)] for general dimension. A
hyperuniform point process on R2 is usually defined as a point process X on R2 whose law is
invariant under translations and for which

lim
RÑ`8

VarpXpDp0, Rqqq

|Dp0, Rq|
“ 0.

Here Dp0, Rq denotes the disk of radius R centered at 0. There is a vast literature on hyperuni-
form point processes and we refer to the surveys of Coste [Cos21] and Torquato [Tor18] on this
topic. The usual motivation for this definition is to think of them as “more uniform” or more
ordered than stationary Poisson point processes for which VarpXpDp0, Rqqq is proportional to
|Dp0, Rq|. The Ginibre point process or the zeros of the flat Gaussian analytic function are both
hyperuniform. Intuitively, the points of a hyperuniform point process are well spread out in
space, with no cluster or empty spots, which makes those processes easier to match to a contin-
uous measure and good candidates to match the optimal transport cost. There are three classes
of specific hyperuniform point processes which depend on the decay rate of VarpXpDp0, Rqqq.

$

’

&

’

%

Type I if: VarpXpDp0, Rqqq À |Dp0, Rq|1{2,

Type II if: VarpXpDp0, Rqqq À |Dp0, Rq|1{2 log R,

Type III if: VarpXpDp0, Rqqq À |Dp0, Rq|1´ε.

Here, À means that the left-hand side is bounded by a constant times the right-hand side.
There exist hyperuniform point processes which do not fall in any of those categories, as

explained by [DFHL24, Theorem 3], but these three classes give at least an idea of what is
expected for many models.

In this work, we will consider squares instead of disks when taking the variance. There exist
some point processes which are hyperuniform with disks and not hyperuniform with squares,
but there exist general conditions which ensure that a point process is hyperuniform no matter
the form of the window, see [Cos21]. On the other hand, our point processes do not need to
be defined on the whole plane but only on squares, so that invariance under translations is not
really a meaningful condition here.
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3 Results
We start by stating a result on random measures on dimension 2 and then we give its d-
dimensional version. Later, we give a corollary for a p-th moment version of type III hyperuni-
form point process. Finally, we see that usual type III hyperuniform Hermitian determinantal
point processes satisfy our hypotheses for every finite p.

Theorem 2. Fix p ě 1 and consider a real number N ą 0. Let µN be a random measure on
the square QN “ r0,

?
N s2 such that the following conditions hold.

1. There exists a monotone function (non-decreasing or non-increasing) g : r1, 8q Ñ p0, 8q

such that, for any square B Ă QN that satisfies |B| ě 1, it holds that

Er|µN pBq ´ErµN pBqs|
p
s ď |B|

p{2gp|B|q
p. (4)

2. There exist two constants a P p0, 1s and A P r1, 8q such that for any square B Ă QN

a|B| ď ErµN pBqs ď A|B|. (5)

This is equivalent to requiring that ErµN s has a density with respect to the Lebesgue
measure bounded from above by A and from below by a.

Let MN “ µN pQN q and define the random measure µN “
MN

ErMN s
ErµN s of total mass MN . Then

there exists a constant Cp (it only depends on p) such that

ErW p
p pµN , µN qs ď pCpa1´2pAp

qN
´

1 `

ż maxp1,Nq

1
gpyq

dy

y

¯p

.

Notice that this result is not interesting for N small since, if we use the crude upper bound
W p

p pµN , µN q ď diampQN qpMN , we obtain ErW p
p pµN , µN qs ď diampQN qpAN “ 2p{2AN1`p{2.

For large N this grows much faster than linear but for small N this is much smaller than linear.
For N i.i.d. uniformly distributed points on QN and p ě 1 fixed we can choose g as a

constant. The bound obtained in this case is proportional to Nplog Nqp, which is not the
optimal bound Nplog Nqp{2 from Equation (3). On the other hand, if gpyq “ 1

p1`log yqr with
r ą 1, y´1gpyq is integrable so that we obtain a linear bound in that case.

Remark 3. If we are only interested in the p “ 1 case we could change Hypothesis 1 to

E

”ˇ

ˇ

ˇ

µN pBq

ErµN pBqs
´ 1

ˇ

ˇ

ˇ

ı

ď |B|
´1{2gp|B|q for every square B that satisfies |B| ě 1

and eliminate Hypothesis 2 to obtain a universal constant α such that

ErW1pµN , µN qs ď αErµN pQN qs

´

1 `

ż maxp1,Nq

1
gpyq

dy

y

¯

.

The previous theorem is stated in dimension 2 as it is the most studied case. Nevertheless,
our proof applies to any dimension and we also state a general theorem, whose proof is exactly
the same up to minor modifications.

Theorem 4. Fix p ě 1 and consider a real number N ą 0. Let µN be a random measure on
the square QN “ r0, N1{dsd such that the following conditions hold.
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1. There exists a monotone function (non-decreasing or non-increasing) g : r1, 8q Ñ p0, 8q

such that, for any square B Ă QN that satisfies |B| ě 1, it holds that

Er|µN pBq ´ErµN pBqs|
p
s ď |B|

p
pd´1q

d gp|B|q
p. (6)

2. There exist two constants a P p0, 1s and A P r1, 8q such that for any square B Ă QN

a|B| ď ErµN pBqs ď A|B|. (7)

Let MN “ µN pQN q and µN “
MN

ErMN s
ErµN s. Then there exists a constant Cp,d such that

ErW p
p pµN , µN qs ď pCp,da1´2pAp

qN
´

1 `

ż maxp1,Nq

1
gpyq

dy

y

¯p

.

Since aN ď ErµN pQN qs ď AN , we should think of N as being the mass of µN pQN q or, if
µN is a point process, as the number of particles of µN . As explained in Subsection 2.2, we
may translate this theorem to one about measures on the unit square Q1 by scaling everything
so that (6) becomes Er|µN pBq ´ ErµN pBqs|ps ď Np

pd´1q

d |B|p
pd´1q

d gpN |B|qp and (7) becomes
aN |B| ď ErµN pBqs ď AN |B|. Since N may be thought of as the number of particles, µN {N
can be thought of as the empirical measure and (7) would be related to bounds on the density
of limNÑ8 µN {N , the so-called equilibrium measure. In this way, an hypothesis like (7) makes
sense on metric spaces with different classes of shapes. An example of such bounds for some
sequences of point processes on manifolds can be found in [CE20, Theorem 1.6]. Moreover, we
may replace Q1 by a flat d-dimensional torus and Theorem 4 still holds in this case since the
distance in the torus is smaller than the distance in the cube.

Remark 5 (Bound for uniform i.i.d. and d ‰ 2). For the point process µN of N i.i.d. uniformly
distributed points on the d-cube QN , we may choose gpxq proportional to x

1
d

´ 1
2 (with a constant

that does not depend on N). We obtain the known upper bound (3) of optimal order if d ‰ 2.

Remark 6 (On the first hypothesis of Theorem 4). At first glance, Condition (6) seems some-
what peculiar. It becomes less mysterious if we think |B|

pd´1q

d as essentially being the area |BB|

of the boundary BB. The case }µN pBq ´ ErµN pBqs}p ď C|BB| seems naturally associated to
perturbed lattices. More precisely, if we consider a family of random variables pXzqzPZd bounded
by a constant R ą 0, then the point process formed by pz ` XzqzPZd (a perturbed lattice) satisfy
Condition (6) with g constant. For this point process we have a bound ErW p

p pµN , µN qs ď C̃N
so that the previous theorem does not give us the optimal rate, but the following interpretation
may be suggested. If the fluctuation of the number of particles on B is much smaller than that
of a perturbed lattice then ErW p

p pµN , µN qs is bounded by a linear function of N . If the variables
pXzqzPZd are independent, then we have an even better bound }µN pBq ´ErµN pBqs}2 ď C

a

|BB|

and this condition is sometimes considered as the hyperuniformity of type I in general dimen-
sion. An example of the latter “type I” kind of bound for domains with smooth boundary on
manifolds can be found in [CE20, Theorem 1.6]. We may also see [DFHL24] for connections
between hyperuniformity and perturbed lattices.

A particular interesting case is the one for a p-th moment version of type III hyperuniform
point process that, since we have only defined type III for R2, is stated in this setting.

Corollary 7. Fix p ě 1 and let X be a point process on R2 and let X be its expected value.
Suppose that the following properties hold.
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1. There exist ε P p0, 1q and γ ą 0 such that, for any square B Ă R2 with |B| ě 1,

E
“

|XpBq ´ XpBq|
p
‰

ď γ|B|
p1´εqp{2. (8)

2. There exist a, A ą 0 such that for any square B Ă R2,

a|B| ď XpBq ď A|B|. (9)

This is equivalent to requiring that ErXs has a density bounded from above and from below
with respect to the Lebesgue measure on R2.

Then there exists α, α̃ ą 0 such that for any N ą 0, if CN “ r´
?

N{2,
?

N{2s2,

α̃N ď E
„

W p
p

ˆ

X|CN
,
XpCN q

XpCN q
X|CN

˙ȷ

ď αN.

The d-dimensional version would ask for a bound E
“

|XpBq ´ XpBq|p
‰1{p

ď γ|B|p1´εq
pd´1q

d ,
which is weaker than the usual type III hyperuniformity found in the literature whose p-th
moment version would be E

“

|XpBq ´ XpBq|p
‰1{p

ď γ|B|p1´εq{2.
For Hermitian determinantal point processes, the L2-norm of the deviation essentially

bounds its Lp-norm so that the first hypothesis of Theorem 4 for p “ 2 implies the same
hypothesis for general finite p. In particular, for dimension 2, type III hyperuniform Hermitian
determinantal point processes satisfy the first hypothesis of Corollary 7. This is the content of
the next proposition.

Proposition 8. Fix p ě 1. There exists γp ą 0 such that, for any Hermitian determinantal
point process X and any measurable set B such that ErXpBqs is finite, we have

E
“

|XpBq ´ErXpBqs|
p
‰

ď γppVarpXpBqq
p{2

` 1q.

In particular, a Hermitian determinantal point process X on R2 satisfying the first hypothesis
of Corollary 7 for p “ 2 also satisfies it for every p P r1, 8q and the same ε.

4 Perspectives, related results and comments
In [LRY24, Theorem 3], Lachièze-Rey and Yogeshwaran obtained a theorem which deals with
the same question, but with a very different approach and in the setting of stationary point
processes. Comparing their hypothesis on the integrability of the reduced pair correlation
measure and the first hypothesis of Theorem 2 does not seem obvious.

Two new works [HL24] and [DFHL24] have very recently given a different perspective on
the main result in the setting of stationary point processes. On the one hand, Theorems 1
and 4 of [HL24] together say that a condition which is slightly weaker than the hypothesis of
Theorem 2 for p “ 2 but stronger than classical hyperuniformity implies 2-Wasserstein linear
(in N) bounds. On the other hand, we may find in [DFHL24, Theorem 1] that an L2-perturbed
lattice in dimension 2 is hyperuniform which can be restated, by using an adapted version
of [LRY24, Proposition 2], as saying that linear 2-Wasserstein bounds imply hyperuniformity.
These implications nearly give the full picture for the relation between hyperuniformity and
2-Wasserstein linear bounds for 2-dimensional stationary point processes.

In dimension greater than 2, there exist perturbed lattices which are not hyperuniform with
the usual definition of hyperuniformity given by comparing the process with a stationary Poisson

7



point process. The connection between hyperuniformity, Wasserstein bounds and perturbed
lattices is now almost clear in dimension 2, but our result tells us that the more pertinent
bound is the one obtained by comparing the process with a perturbed lattice as explained in
Remark 6 above. This is an interesting direction for further investigations.

To conclude, this paper gives two main contributions to this topic. First we provide bounds
which are valid for general random measures, not only stationary point processes, any dimension
and any finite p ě 1. Second, the proof is short and not very technical. One direction of
improvement for the main result of this paper would be to relax the shape dependency for the
moments estimate, i.e., to consider, for instance, disks instead of squares in the first hypotheses
of Theorem 2, or to replace QN by other shapes or more general metric spaces.
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5 Proofs
We prove all results of Section 3 by order of apparition.

5.1 Proof of Theorem 2
The proof strategy is very close to the approach of Prod’homme for the Ginibre ensemble
[Pro21]. It relies on a multi-scale argument which was already used on this problem by several
authors, including [AKT84].

The main idea is to interpolate between µN and µN by starting with µN on r0,
?

N s2 and
dividing the square in four equal squares. Consider a measure ν1 that on each of those new
squares B is proportional to µN |B but whose mass is µN pBq. Then, divide each of the new
squares in four equal squares B1 and consider again a measure ν2 proportional to µN |B1 but
whose mass is µN pB1q. Repeat this procedure until some K-th subdivision where the smallest
squares have size of order 1. Now, the point is that to compare νk with νk`1 we may restrict
ourselves to the squares in the k-th subdivision, and our task becomes a comparison between
some measure and a “subdivision” of it in four equal squares. Here the key is [GT21, Lemma
3.4] which is written here under the name of Lemma 9. Finally, we compare the K-th step
measure νK with the measure µN by comparing again νK and µN on each of the squares of the
K-th subdivision but now using that the smallest squares have size of order 1.

For future use, notice first that, for any square B Ă r0,
?

N s2,

E

”
ˇ

ˇ

ˇ

µN pBq

ErµN pBqs
´ 1

ˇ

ˇ

ˇ

pı

“
1

ErµN pBqsp
E

”
ˇ

ˇ

ˇ
µN pBq ´ErµN pBqs

ˇ

ˇ

ˇ

pı

ď
1
ap

|B|
´p{2gp|B|q

p (10)

provided that |B| ě 1. We shall suppose g non-increasing, the non-decreasing case works in a
similar way.

Step 1 – Interpolation: We start by defining a finite sequence of intermediate measures
which interpolate between µN and µN . Let us denote K “ tlog4pNqu “ tlog2p

?
Nqu and let us
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consider, for each k P t0, . . . , Ku, the set Bk of 4k squares which form a partition of r0,
?

Nq2

obtained by recursively dividing each square into 4 equal squares. Equivalently, let us partition
r0,

?
Nq in 2k intervals of length

?
N2´k as

Ik “

!”

?
Npi ´ 1q

2k
,

?
Ni

2k

¯

: i P t0, . . . , 2k
´ 1u

)

and use this to partition the square r0,
?

Nq2 in the 4k squares given by products of intervals
from Ik, i.e., Bk “ tI1 ˆ I2 : I1, I2 P Iku. Notice that the smallest square obtained in this way
has length

?
N2´K ě

?
N2´ log2p

?
Nq “ 1. For any k P t1, . . . Ku, we define the measure

νk “
ÿ

BPBk

µN pBq

µN pBq
µN |B “

ÿ

BPBk

µN pBq

ErµN pBqs
ErµN s|B.

In particular, ν0 “ µN . Let us use the notation νK`1 “ µN . Since the Lp norm of a metric
satisfies the triangle inequality, we have that

ErW p
p pµN , µN qs

1{p
ď

K
ÿ

k“0
ErW p

p pνk, νk`1qs
1{p.

Indeed, the triangle inequality for Wp gives us

WppµN , µN q ď

K
ÿ

k“0
Wppνk, νk`1q

so that, taking the Lp norm }X}Lp “ Er|X|ps1{p at both sides we get

}WppµN , µN q}Lp ď
›

›

K
ÿ

k“0
Wppνk, νk`1q

›

›

Lp ď

K
ÿ

k“0

›

›Wppνk, νk`1q
›

›

Lp

which is what we wanted.

Step 2 – Comparison between νk and νk`1: We are now left to bound from above the
quantity ErW p

p pνk, νk`1qs, which will be done by controlling the transport cost on each of the
squares of Bk and then gluing together the squares. For a given level k P t0, . . . , K ´ 1u and a
given square B P Bk, define the good event GB by

GB “ tµN pBq ě 0.5ErµN pBqsu.

What is important from the number 0.5 in the definition of GB is that it is in the interval p0, 1q,
we may take whichever we prefer. We start by writing, for B P Bk,

ErW p
p pνk|

B
, νk`1|

B
qs “ ErW p

p pνk|
B

, νk`1|
B

q1GB
s `ErW p

p pνk|
B

, νk`1|
B

q1Gc
B

s (11)

and we bound each term separately.

Substep 2.1 – Inside the event GB: For the first term, we notice that, on the event GB,
the density of νk|B with respect to Lebesgue measure is bounded from below by 0.5a, where a
is given in Hypothesis 2. Hence we can use the following lemma from [GT21, Lemma 3.4].
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Lemma 9. Let R be a square and let µ and λ be two measures on R with equal mass, both
absolutely continuous with respect to Lebesgue and such that infR λ ą 0. Then for every p ě 1,

W p
p pµ, λq ď θp

diampRqp

pinfR λqp´1

ż

R

|µ ´ λ|
p,

where the constant θp only depends on p.

Notice that the p “ 1 case can be obtained by the identity W1pµ, λq “ sup}f}Lipď1
ş

fpµ ´ λq

and does not need a lower bound for the density. For B P Bk, there are four squares in Bk`1
that are contained in B. Using Lemma 9, we can write

ErW p
p pνk|

B
,νk`1|

B
q1GB

s

ď θpp0.5aq
1´pdiampBq

p
E

”

ż

B

ˇ

ˇ

ˇ
νk|

B
´ νk`1|

B

ˇ

ˇ

ˇ

pı

“ θpp0.5aq
1´pdiampBq

p
ÿ

B̃PBk`1,B̃ĂB

E

”
ˇ

ˇ

ˇ

µN pBq

ErµN pBqs
´

µN pB̃q

ErµN pB̃qs

ˇ

ˇ

ˇ

pı
ż

B̃

ErµN spxq
pdx,

where ErµN sp¨q denotes the probability density function of ErµN s with respect to Lebesgue
measure. Use (10) and that |B̃| “ |B|{4 to obtain

E

”
ˇ

ˇ

ˇ

µN pBq

ErµN pBqs
´

µN pB̃q

ErµN pB̃qs

ˇ

ˇ

ˇ

pı

“ E

”
ˇ

ˇ

ˇ

µN pBq

ErµN pBqs
´ 1 ` 1 ´

µN pB̃q

ErµN pB̃qs

ˇ

ˇ

ˇ

pı

ď 2p´1
´

E

”
ˇ

ˇ

ˇ

µN pBq

ErµN pBqs
´ 1

ˇ

ˇ

ˇ

pı

`E

”
ˇ

ˇ

ˇ
1 ´

µN pB̃q

ErµN pB̃qs

ˇ

ˇ

ˇ

pı¯

ď
2p´1

ap

`

|B|
´p{2gp|B|q

p
` |B̃|

´p{2gp|B̃|q
p
˘

ď
2p´1

ap
p1 ` 2p

q|B|
´p{2gp|B|{4q

p.

By defining α1 “ θpp0.5aq1´p2p´1a´pp1 ` 2pq, we have obtained

ErW p
p pνk|

B
, νk`1|

B
q1GB

s ď α1diampBq
p
|B|

´p{2gp|B|{4q
p

ż

B

ErµN spxq
pdx.

Substep 2.2 – Outside of the event GB: Let us now consider ErW p
p pνk|

B
, νk`1|

B
q1Gc

B
s. We

have the crude bound

ErW p
p pνk|

B
, νk`1|

B
q1Gc

B
s ď diampBq

p 0.5ErµN pBqsPpGc
Bq.

For PpGc
Bq we may use Markov’s inequality to get that

PpGc
Bq “ P

´

1 ´
µN pBq

ErµN pBqs
ą 0.5

¯

ď P
´ˇ

ˇ

ˇ
1 ´

µN pBq

ErµN pBqs

ˇ

ˇ

ˇ

p

ą 0.5p
¯

ď 0.5´p E
”ˇ

ˇ

ˇ
1 ´

µN pBq

ErµN pBqs

ˇ

ˇ

ˇ

pı

.

Define α2 “ p0.5qp0.5q´pa´p. So, by using that g is non-increasing and (10), we have obtained

ErW p
p pνk|

B
, νk`1|

B
q1Gc

B
s ď α2diampBq

p
|B|

´p{2gp|B|{4q
p
ErµN pBqs.

Step 3 – Gluing the squares: Notice that for B P Bk we have diampBqp|B|´p{2 “ 2p{2 and
|B| “ N{4k. By using that

ř

BPBk
νk|

B
“ νk and

ř

BPBk
νk`1|

B
“ νk`1, we have

ErW p
p pνk, νk`1qs ď 2p{2g

ˆ

N

4k`1

˙pˆ

α1

ż

QN

ErµN spxq
pdx ` α2ErµN pQN qs

˙

10



for k ` 1 ď K. Notice that, by the definition of K, we have that N
4 ď 4K ď N . Then,

ErW p
p pν0, νKqs

1{p
ď

K´1
ÿ

k“0
ErW p

p pνk, νk`1qs
1{p

ď
?

2
ˆ

α1

ż

QN

ErµN spxq
pdx ` α2ErµN pQN qs

˙1{p K´1
ÿ

k“0
g

ˆ

N

4k`1

˙

ď
?

2
ˆ

α1

ż

QN

ErµN spxq
pdx ` α2ErµN pQN qs

˙1{p ż K

0
g

ˆ

N

4t`1

˙

dt.

By a change of variables we obtain
ż K

0
g

ˆ

N

4t`1

˙

dt “
1

ln 4

ż N
4

N

4K`1

gpyq
dy

y
ď

1
ln 4

ż N

1
gpyq

dy

y
.

We have one term left to understand, namely ErW p
p pνK , µN qs. We can use that

W p
p pνK , µN q ď

ÿ

BPBK

W p
p pνK |

B
, µN |

B
q ď

ÿ

BPBK

diampBq
pµN pBq

We now use that the diameter of each B P BK is
?

2N
2K “

b

2N
4K ď 2

?
2 and that

ř

BPBK
µN pBq

is µN pQN q. Here we are using that µN pBQN q “ 0, consequence of ErµN pBQN qs “ 0. Then,

ErW p
p pνK , µN qs ď 23p{2

ErµN pQN qs.

We conclude the inequality

ErW p
p pµN , µN qs

1{p
ď

?
2

ln 4

ˆ

α1

ż

QN

ErµN spxq
pdx ` α2ErµN pQN qs

˙1{p ż N

1
gpyq

dy

y

` 23{2
ErµN pQN qs

1{p.

By using that ErµN spxq ď A and defining α “ 2p´1p
?

2{ ln 4qppα1A
p ` pα2 ` 23p{2qAq we get

ErW p
p pµN , µN qs ď αN

ˆ

1 `

ż N

1
gpyq

dy

y

˙p

.

Since A ď Ap and a´p ď a1´2p, we can bound α by a a1´2pAp times a constant Cp that only
depends on p (for instance, Cp “ 25pp1 ` θpq works).

5.2 Proof of Theorem 4
The proof of Theorem 4 follows the proof of Theorem 2 line by line. One has to divide the
cube r0, N1{dsd in 2dk sub-cubes of size 2´kN1{d. The key [GT21, Lemma 3.4] (stated here as
Lemma 9) is valid in any dimension which allows us to generalize the proof.

5.3 Proof of Corollary 7
Theorem 2 gives the upper bound if we define gpxq “ γx´ε{2,

µN “ X|CN
and µN “

XpCN q

XpCN q
X|CN

.

11



For the lower bound consider δ ą 0 and define Aδ “ tp1 ´ δqN ď XpCN q ď p1 ` δqNu. In Aδ,
the density of µN is bounded from above by p1 ` δqa´1A so that, by Lemma 1, in Aδ

W p
p pµN , µN q ě

αp
2XpCN q

p1 ` δqp{2a´p{2 ě cδN,

where cδ “ αp
2p1 ´ δqp1 ` δq´p{2ap{2. Then, ErW p

p pµN , µN qs ě cδNPpAδq. By noticing that

PpAc
δq “ P

ˆ

ˇ

ˇ

ˇ

XpCN q

N
´ 1

ˇ

ˇ

ˇ
ą δ

˙

ď
E

”ˇ

ˇ

ˇ

XpCN q

N
´ 1

ˇ

ˇ

ˇ

ı

δ
ď

A ` 1
δ

,

we may choose δ “ 2pA ` 1q and obtain the inequality ErW p
p pµN , µN qs ě

cδ

2 N .

5.4 Proof of Proposition 8
Consider a Hermitian determinantal point process X on Rd (or any space). Then, for any
measurable B Ă Rd, we have XpBq “

řn
i“1 ξi, where n P NYt`8u and the ξi’s are independent

Bernoulli variables [HKPV09, Theorem 4.5.3]. Bernstein’s inequality [BLB04, Theorem 3]
applied to the bounded centered independent random variables ξi ´Erξis yields that

Pp|XpBq ´ErXpBqs| ě tq ď 2 exp
´

´
t2

2 VarpXpBqq ` t{3

¯

for every t ą 0. Then,

Er|XpBq ´ErXpBqs|
p
s

“

ż `8

0
ptp´1

Pp|XpBq ´ErXpBqs| ą tqdt

ď 2
ż `8

0
ptp´1e´t2{p2 VarpXpBqq`t{3qdt

ď 2
ż 6 VarpXpBqq

0
ptp´1e´t2{p4 VarpXpBqqqdt ` 2

ż `8

6 VarpXpBqq

ptp´1e´3t{2dt

ď 2p`1 VarpXpBqq
p{2

ż 3
?

VarpXpBqq

0
pup´1e´u2dt

` 2e´3 VarpXpBqq{4
ż `8

6 VarpXpBqq

ptp´1e´3t{4dt

ď 2p`1 VarpXpBqq
p{2

ż `8

0
pup´1e´u2dt ` 2e´3 VarpXpBqq{4

ż `8

0
ptp´1e´3t{4dt

ď γp

`

VarpXpBqq
p{2

` e´3 VarpXpBqq{4˘

ď γppVarpXpBqq
p{2

` 1q

where γp is the maximum of both integrals times 2p`1.

6 Appendix: Proof of the lower bound
Proof of Lemma 1. Let us begin with p “ 1. Define the 1-Lipschitz function f : Rd Ñ r0, 8r,

fpxq “ max
␣

pc ´ |x ´ x1|q`, . . . , pc ´ |x ´ xn|q`

(

,
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so that fpxiq “ c. Define µn “
řn

i“1 δxi
and notice that

ş

Rd fdµn “ cn. Since µ has a density
bounded from above by A,

ż

Rd

fdµ ď A
n
ÿ

i“1

ż

Rd

1t|x´xi|ďcupc ´ |x ´ xi|qdx.

Since
ż

Rd

1t|x´y|ďcupc ´ |x ´ y|qdx “ c|B1|cd
´ |BB1|

ż c

0
rddr “

cd`1|BB1|

dpd ` 1q
,

we get that
ż

Rd

fdµn ´

ż

Rd

fdµ ě n

ˆ

c ´ A
cd`1|BB1|

dpd ` 1q

˙

.

Taking c that maximizes c ÞÑ c ´ A cd`1|BB1|

dpd`1q
, i.e., c “

`

d
A|BB1|

˘1{d gives

W1pµn, µq ě n
´ d

A|BB1|

¯1{d´ d

d ` 1

¯

.

By Hölder’s inequality, W1pµ, νq ď n1´ 1
p Wppµ, νq, so that

Wppµn, µq ě n1{p
´ d

A|BB1|

¯1{d´ d

d ` 1

¯

.
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