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Abstract
This study conducts a numerical analysis of long-term thermo-hydromechanical (THM) pro-
cesses, with a particular focus on deep geological disposal of radioactive waste. It emphasizes
the modeling of damage zones resulting from excavation activities, as well as changes in pore
pressure and temperature. The numerical model presented in this paper delineates the fun-
damental relations of thermo-poro-elasticity. It also introduces a double phase field method
specifically formulated for rock materials, taking into account THM coupling and time-
dependent behavior. The proposed method has been implemented in a finite element code
and applied to a benchmark problem associated with the French High-Level Waste (HLW)
disposal concept. This application centers on the numerical analysis of THM responses
and the progression of induced cracks, utilizing the proposed model. The occurrence of
damage in the far field can be more readily attributed to the boundary conditions on the
distant side, which are affected by the spacing between every two repositories. Additionally,
time-dependent behavior significantly impacts the long-term scenario.
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1. Introduction1

Geological disposal is a strategy considered by many countries for the management of2

radioactive waste. In this regard, understanding the short-term and long-term thermo-3

hydromechanical (THM) responses of the geological barrier becomes essential. In France,4

the French national agency for radioactive waste management (Andra) has established an5

underground research laboratory (URL) in Bure. This URL, located within the Callovo-6

Oxfordian (COx) claystone layer at an average depth of 490 meters, plays a pivotal role in7

investigating the THM responses of the host rock, as outlined in the work by [1].8

To thoroughly investigate the characteristics of the thermo-hydromechanical responses9

of the host rock during various phases of geological disposal, as well as to evaluate the10

feasibility of constructing and operating a disposal site within the COx claystone formation,11

a two-pronged approach has been employed. On one hand, extensive experimental studies at12

the sample scale have been conducted to examine the primary properties of COx claystone.13

These investigations cover a wide range of aspects including its basic deformation and failure14

behavior [2, 3, 4], time-dependent deformation [5, 6, 7], thermo-hydraulic effects [8, 9, 10],15

thermal cracking under saturated conditions [6, 11, 12, 13, 14], among others. On the other16

hand, a series of in-situ experiments have been carried out at the Andra URL [1, 15, 14, 16].17

A variety of heating experiments, ranging from small-scale to full-scale, have been carried18

out at the URL. These significant studies have led to a consensus on several key issues.19

Notably, due to the thermal expansion coefficient disparity between pore water (ranging20

from 2.3×10−4 K−1 at 20◦C to 7.2×10−4 K−1 at 90◦C) and the solid skeleton of the COx21

claystone (1.5×10−5 K−1) [6, 11, 12], the pore water pressure in the surrounding saturated22

claystone increases with the temperature rise caused by the heat emission from High-Level23

Waste (HLW) packages. This induced overpressure in the pore water leads to a slow water24

flow phase due to the low permeability of the host rock, estimated between 1.0×10−21 m225

and 2.0×10−20 m2 [17, 18]. Given that these phenomena could potentially jeopardize the26

stability of the host rock, it is crucial to meticulously study and verify the crack process27

induced by the complex thermo-hydromechanical coupling behavior in both the short and28

long term of geological disposal.29

To specifically tackle the THM coupling challenges associated with the geological disposal30

of radioactive waste, the international research project DECOVALEX was established and31

has been operational for several decades. Significant advancements have been made through32

this initiative, with a comprehensive overview available in references [19, 20, 21]. Notably,33

a variety of approaches, both continuous and discontinuous, have been proposed to address34

THM coupling problems in both saturated and partially saturated porous media, employing35

both elastic and inelastic models, as detailed in [22, 23, 24]. In this study, the primary focus is36

on analyzing the cracking and damage processes in both of near and far field of the repository,37

specifically under coupled thermo-hydromechanical conditions. Over the past decades, a38

range of numerical methods has been developed to model crack initiation and propagation.39

Notable among these are the Extended Finite Element Method (XFEM), which utilizes40

a global enrichment technique to represent discontinuities caused by cracks or fractures41

[25, 26, 27], and the Enriched Finite Element Method (EFEM), employing a local enrichment42
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solution with elementary sharp functions [28, 29, 30, 31]. The theory of peridynamics (PD)43

is a non-local continuum theory based on integro-differential equations [32, 33, 34]. In more44

recent developments, drawing on the variational principle of fracture mechanics as outlined45

by [35], a novel numerical solution known as the phase-field method has been introduced46

[36, 37]. The phase-field method, with its ability to approximate sharp fractures via a47

regularized, smeared crack density field, is particularly adept at managing the nucleation48

and propagation of cracks. It emerges as an effective approach for capturing the transition49

from diffuse damage to localized cracks. Owing to its compact and coherent framework, this50

method shows significant potential for addressing more complex cracking challenges, such51

as those induced by THM coupling. In domain of rock mechanics, various specific models52

have been developed for addressing cracking in brittle-ductile behavior [38, 39, 40]. The53

phase-field method has also been applied to cracking modeling with thermo-hydromechanical54

coupling [41, 42, 43].55

In this paper, we shall present a short summary of numerical modeling framework of56

thermo-hydromechanical responses considering time dependent behavior and induced crack-57

ing processes in the context of deep geological disposal of radioactive waste. As a part work58

of DECOVALEX-2023 (Task A), the benchmark of parallel, sub-horizontal micro-tunnels59

(called HLW disposal cells) drilled from access drifts in the COx formation is considered to60

simulate and analysis. The main objective is to improve the ability of numerical models to61

predict processes and mechanisms of fracture initiation and growth in claystones due to a62

rapid increase of heat overpressure. In this study, the viscoplastic model and the damage63

model, utilizing the phase-field method, are integrated to address THM coupled problems64

in saturated porous media, taking into account both damage effects and time-dependent65

behavior. This combined model has been successfully applied to simulate an in-situ heating66

test, allowing for the distinct identification of damage zones induced by excavation, heating,67

and creep behavior. The simulation outcomes provide valuable insights for analyzing and68

evaluating the design of underground HLW packages.69

2. Fundamental relations of thermo-poro-elasticity70

In this section, we outline the key relations that form the basis of thermo-poro-elastic71

coupling analysis. For simplicity and clarity, our discussion is confined to scenarios involving72

saturated materials. The saturated porous medium occupies a volume denoted as Ω and73

is bounded by an external boundary∂Ω. The thermo-hydromechanical behavior of this74

material is described through three distinct physical fields:75

(i) Within the mechanical field, there exists a body force fb throughout Ω, a surface force76

tN acting on part of the external boundary ∂Ωf , and a prescribed displacement u on the77

complementary part of the external boundary ∂Ωu.78

(ii) For the pore fluid pressure field, the fluid flux ω is present on the external boundary79

∂Ωω, alongside a prescribed fluid pressure p on the external boundary ∂Ωp.80

(iii) In the temperature field, the heat flux q occurs on the external boundary ∂Ωq, with a81

prescribed temperature change θ on the external boundary ∂Ωθ.82

Therefore, the constitutive relations pertinent to thermo-poro-elastic theory, as outlined in83
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key references such as [44, 45], can be expressed as follows:84 
σ − σ0 = Cb : ε

e −B(p− p0)−Abθ
p− p0 = M(−B : εe + m

ρ0f
) + 3αmMθ

s− s0 = s0mm+αb : (σ − σ0)− (3αm −B : αb)(p− p0) +
Cb

σ

T0
θ

(1)

with stress tensor σ0, fluid pressure p0, entropy s0, temperature T0 and volumetric density85

of fluid ρ0f at the initial reference configuration. In the order of appearance, Cb is the forth86

order elastic stiffness tensor in drained condition. B is the second order tensor of Biot87

coefficients, while the scalar coefficient M is the Biot modulus. αb and Ab are two second88

order tensors respectively for thermal dilatation and thermo-elastic coupling coefficients in89

drained condition. θ is the variation of temperature, which has θ = T−T0. The coefficient αm90

denotes the differential thermal dilation of saturated porous medium. Cb
σ is the volumetric91

specific heat for constant stress under drained condition. In the case of isotropic materials,92

one has C0
b = 3KbJ + 3µbK, with K0

b and µ0
b being the drained bulk and shear modulus93

respectively. The other coefficients are also simplified as follows: B = bδ, αb = αbδ and94

Ab = 3Kbαbδ. The Biot modulus is given by 1/M = (b − ϕ)/Km + ϕ/Kf , with Km being95

the bulk modulus of solid matrix, Kf that of fluid and ϕ porosity. The differential thermal96

dilation coefficient is expressed αm = (b − ϕ)αb + ϕαf with the thermal dilation coefficient97

of the fluid αf .98

Utilizing the momentum balance equation, Darcy’s fluid conduction law, fluid mass con-99

servation, Fourier’s heat conduction law, and the energy balance relation, the following100

governing equations for boundary value problems are derived:101 
divσ + fb = 0

div(
κ

µf

: ∇p) =
1

M

∂p

∂t
+

∂(B : ϵ)

∂t
− 3αm

∂θ

∂t

div(λ : ∇θ) =
1

Cb
ϵ

∂θ

∂t
− 3αmT0

∂p

∂t
+ T0

∂(Ab : ϵ)

∂t

(2)

where κ and λ are respectively the permeability and heat conductivity tensors. The symbol102

µf represents the dynamic viscosity of the fluid, while Cb
ϵ denotes the specific heat of the103

porous medium under constant volume and drained conditions. It should be noted that104

in the third relation, the heat convection term associated with fluid flow is omitted. Once105

specific boundary and initial conditions are established, these governing equations can then106

be solved for the given boundary value problems.107

3. Phase-field method for saturated porous media108

In the context of geological disposal of radioactive waste, excavation activities, temper-109

ature fluctuations, and increases in water and gas pressure can lead to the formation of110

damaged and cracked zones. Consequently, accurately describing the initiation and evolu-111

tion of these zones over both short and long terms becomes essential. This section presents112

the formulation of a specialized phase-field model, designed specifically for rock materials.113
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This model incorporates thermo-hydromechanical coupling and accounts for time-dependent114

behavior.115

As this approach has been frequently encountered in the literature, the author opts to116

maintain a straightforward and concise writing style. This decision is made to facilitate117

easier reading, focusing primarily on highlighting the critical assumptions made and their118

subsequent consequences.119

3.1. Regularized description of crack evolution120

The phase-field method originates from the variational principle of fracture mechanics,121

as proposed by [35]. Its numerical implementation is achieved by approximating the sharp122

crack topology with a regularized, smeared crack distribution, a technique further elaborated123

in works by [36, 37]. This approach conceptualizes the nucleation and propagation of quasi-124

static cracks as the minimization of an energy function, which includes both the stored125

energy and the energy required for crack formation. This variational framework is aptly126

suited for extension to address the crack process in saturated porous materials subjected to127

THM loads. Accordingly, the total energy functional within this context is formulated as128

follows:129

E(εe, εvp,me,mvp, θ,Γ) = Ee(ε
e,me, θ,Γ) + Evp(ε

vp,mvp, θ,Γ) + Ec(Γ) (3)

where Ec(Γ) denotes the fracture surface energy, while Ee(ε
e,me, θ,Γ) denotes the elastic130

strain energy of cracked material, which is a function of elastic strain tensor εe, elastic and131

viscoplastic fluid mass change per unit initial volume me and mvp, variation of temperature132

θ, as well as the set of crack Γ. Evp(ε
vp,mvp, θ,Γ) denotes the viscoplastic energy of cracked133

material, which is due to mvp, θ and viscoplastic strain tensor εvp. It is important to134

note that, for the sake of completeness, the energy functional is presented here in its most135

general form. Within this framework, it is assumed that viscoplastic flow contributes to an136

irreversible change in fluid mass, denoted as mvp. However, it should be recognized that this137

is not applicable for a purely deviatoric viscoplastic flow in an isotropic material.138

Adopting the regularization approach outlined by [36], the state of cracks is denoted by a139

scalar-valued auxiliary variable d(x), which assumes a value of one on the crack surface and140

diminishes to zero in an intact state. Consequently, the total area of sharp crack surfaces141

within the volume Ω is approximated through the volume integration of a crack surface142

density γ. Moreover, to effectively address mixed-mode cracks in rock-like materials, a143

double phase field method, as proposed in [46], is employed. This method introduces two144

distinct parameters: tensile damage dt and shear damage ds. Based on this approach, the145

approximated crack surface area within the volume Γ can be mathematically represented as146

follows:147

AΓ ≈ At
Γ(d

t) + As
Γ(d

s) =

∫
Ω

{γt(dt,∇dt) + γs(ds,∇ds)}dΩ (4)

Here, the total surface area of a sharp crack, denoted as AΓ, is approximated by the volumet-148

ric integration of crack density functions for both tensile cracks γt(dt,∇dt) and shear cracks149

γs(ds,∇ds). Among the three commonly used phase-field models proposed by [36, 47, 48],150
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the formulation by [47], which is thermodynamically consistent, is selected for adoption.151

This formulation can be expressed as follows:152

γα(dα,∇dα) =
1

2
{ 1
ld
(dα)2 + ld∇dα.∇dα} ; α = t, s (5)

where ld represents a length scale parameter that correlates with the width of the smeared153

cracks. The crack density functions are denoted by γα(dα,∇dα) and depend on both the154

damage variables dα and their gradients ∇dα. This non-local formulation aids in regularizing155

the issues related to damage localization. Utilizing this approximation, Equation (3) can be156

reformulated as follows:157

E(εe, εvp,m, θ, dt, ds) =

∫
Ω

we(ε
e,me, θ, dt, ds)dΩ

+

∫
Ω

wvp(ε
vp,mvp, θ, dt, ds)dΩ

+

∫
Ω

wc(d
t, ds,∇dt,∇ds)dΩ

(6)

with elastic strain energy of cracked material we, and the energy density per unit volume158

requested to create the crack wc:159

wc(d
t, ds,∇dt,∇ds) = gtcγ

t(dt,∇dt) + gscγ
s(ds,∇ds) (7)

3.1.1. Elastic stored energy160

To incorporate the impacts of pore fluid pressure and temperature variation on crack161

evolution, the elastic free energy for an intact porous medium is conveniently articulated as162

follows, utilizing the constitutive relations outlined in Equation (1):163

w0
e(ε

e, p, θ) =
1

2
σb : ε

e +
1

2

(p− p0)
2

M
− 1

2

Cb
σ

T0

θ2 (8)

σb is the Biot (elastic) effective stress tensor given by:164

σb = (σ − σ0) +B(p− p0) (9)

In most rock types, the evolution of tensile cracks is typically driven by tensile effective165

stress. Consequently, the Biot effective stress tensor is separated into a positive (tensile)166

component and a negative (compressive) component, represented as: σb = σb+ +σb−. This167

decomposition is achieved by employing spectral operators P±
σ [49]:168 {

σb+ = P+
σ : σb

σb− = P−
σ : σb (10)

Accordingly, the elastic strain energy is rewritten as follows:169

w0
e(ε

e, p, θ) = w0+
e (εe) + w0−

e (εe) +
1

2

(p− p0)2

M
− 1

2

Cb
σ

T0

θ2 (11)
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with170 {
w0+

e = 1
2
σb+ : εe

w0−
e = 1

2
σb− : εe

(12)

The model further assumes that tensile cracks predominantly affect the positive stress-171

related component of the elastic strain energy, whereas shear cracks impact the negative172

stress-related component. For simplification purposes, the effects of induced cracks on the173

Biot modulus M and the specific heat Cb
σ are omitted in this analysis. Consequently, the174

elastic strain energy for materials with cracks is formulated as follows:175

we(ε
e, p, θ, dt, ds) = ht(d

t)w0+
e + hs(d

s)w0−
e +

1

2

(p− p0)
2

M
− 1

2

Cb
σ

T0

θ2 (13)

ht and hs are two degradation functions of elastic energy due to crack evolution. The176

following widely used form is here adopted:177

hα(d
α) = (1− k)(1− dα)2 + k ; α = t, s (14)

The small positive constant k is introduced to avoid numerical fluctuation when the material178

is fully broken (dα = 1).179

3.1.2. Viscoplastic deformation180

Viscoplastic theory is employed here to characterize time-dependent deformation. As181

previously discussed, the elastic strain in saturated porous media is influenced by Biot’s182

effective stress. However, plastic or viscoplastic deformations are typically governed by the183

stress tensor and fluid pressure independently. The complete validation and applicability of184

the effective stress concept in these scenarios have not been fully established yet. Nonethe-185

less, to simplify the formulation of plastic and viscoplastic models, several micro-mechanical186

and experimental studies have focused on determining the plastic yield or strength crite-187

ria for saturated rock-like materials, as evidenced in works by [50, 51, 52]. It has been188

established that Terzaghi’s effective stress concept provides an effective approximation for189

accounting for the impact of fluid pressure. This concept is defined as σt = σ + pI, where190

I represents the second-order unit tensor. Consequently, in this study, it is assumed that191

viscoplastic flow is driven by Terzaghi’s effective stress. Moreover, given the focus on the192

description of damage fields, a straightforward viscoplastic model based on Lemaitre’s law193

is employed, similar to approaches used in previous studies on clayey rocks [53]. Assuming194

small strain conditions, the total strain increment dε is conceptualized as the sum of its195

elastic and viscoplastic components:196

dε = dεe + dεvp (15)

The increment of viscoplastic strain dεvp is calculated from its flow rate ε̇vp:197

dεvp = ε̇vpdt (16)
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Furthermore, the viscoplastic flow rate tensor is assumed to be co-axial with the devia-198

toric stress tensor, that is:199

ε̇vp =
2

3

ε̇vp
q
st (17)

q represents the conventional deviatoric stress and is defined as q =
√

3st : st/2, where st200

is the deviatoric component of Terzaghi’s stress tensor σt. The rate of viscoplastic strain201

is quantified by the scalar variable ε̇vp. This rate is dependent on the current value of the202

deviatoric stress q and the extent of accumulated viscoplastic strain, which can be described203

as follows:204

ε̇vp = η⟨q − σs

σref

⟩n+(1− εeqvp)
m (18)

where the parameter η represents the viscosity and controls the initial rate of viscoplastic205

flow. σs signifies the threshold stress required to initiate viscoplastic flow. σref is a reference206

stress, with the unit of stresses adopted here being 1 Pa, to ensure the term under the power207

law remains dimensionless. The material parameters n and m are responsible for controlling208

the rate of evolution of the viscoplastic flow. Additionally, the scalar variable εeqvp denotes209

the equivalent viscoplastic strain, which is defined as follows:210

εeqvp(t) =

∫ t

0

√
2

3
ε̇vp(τ) : ε̇vp(τ)dτ (19)

The viscoplastic energy dissipation density of an intact material can be calculated by:211

w0
vp(ε

vp) =

∫ t

0

σt(τ) : ε̇vp(τ)dτ (20)

In this straightforward model, only shear viscoplastic strains are generated. Conse-212

quently, it is a reasonable assumption that viscoplastic dissipation is predominantly affected213

by the growth of shear cracks. For the purposes of this study, the viscoplastic-damage cou-214

pling function is represented using the following simplified form:215

wvp(ε
vp, ds) = χhs(d

s)w0
vp(ε

vp) (21)

where the parameter χ defines the effect of shear crack on the viscoplastic dissipation. hs(d
s)216

is the same as the degradation function given in (14).217

3.1.3. Evolution of crack fields218

By minimization of the total energy functional presented in Equation (6), one gets the219

governing equations of phase-field evolution:220 
−∂we

∂dα
− ∂wvp

∂dα
− gαc δdαγ

α = 0 , ḋα > 0 , in Ω

−∂we

∂dα
− ∂wvp

∂dα
− gαc δdαγ

α ≤ 0 , ḋα = 0 , in Ω

∂γ
∂∇dα

.n = 0 , on δΩ

(22)
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δdγ denotes the variational derivative. Furthermore, the evolution of two crack fields are221

described by the following equations:222 
−h′

t(d
t)w0

e+ − gtc

{
1
ld
dt − lddiv(∇dt)

}
= 0 , ḋt > 0

−h′
s(d

s)(w0
e− + χw0

vp)− gsc

{
1
ld
ds − lddiv(∇ds)

}
= 0 , ḋs > 0

(23)

where h′
t(d

t) = −2(1− k)(1− dt) and h′
s(d

s) = −2(1− k)(1− ds) are the derivatives of two223

degradation functions with respect to two damage variables.224

The evolution of tensile cracks is primarily driven by the elastic strain energy w0
e+, which225

depends on the tensile (positive) Biot effective stresses σb+. Conversely, the progression of226

shear cracks is influenced by the elastic strain energy w0
e−, associated with compressive (neg-227

ative) Biot effective stresses σb−. However, this outcome from the variational approach does228

not fully capture the shear cracking mechanism in rocks. It is well-established that shear229

cracking is typically governed by both the maximum shear stress and compressive mean230

stress. The classical Mohr-Coulomb criterion, extensively utilized in rock mechanics, encap-231

sulates this physical mechanism. In addressing shear crack evolution, this study proposes a232

hybrid model. The Mohr-Coulomb criterion is reinterpreted in terms of energy, as detailed233

in [49], and an alternative driving force ws
− is defined in the following manner:234

ws
− =

1

2G
⟨⟨σ

t
1⟩− − ⟨σt

3⟩−
2cosφ

+
⟨σt

1⟩− + ⟨σt
3⟩−

2
tanφ− c⟩2+ (24)

with the bracket ⟨.⟩− such as:235 {
⟨a⟩− = 0, a ≥ 0
⟨a⟩− = a, a < 0

(25)

Here, σt
1 and σt

3 are the major and minor Terzaghi effective principal stress. c and φ denote236

the cohesion and frictional angle of material. By substituting the physically-based driving237

energy into (23), the criteria for two crack fields are now expressed as:238 
−h′

t(d
t)w0

e+ − gtc

{
1
ld
dt − lddiv(∇dt)

}
= 0 , ḋt > 0

−h′
s(d

s)(ws
− + χwvp)− gsc

{
1
ld
ds − lddiv(∇ds)

}
= 0 , ḋs > 0

(26)

Recognizing crack evolution as an irreversible process, and drawing inspiration from prior239

research such as [47], the following energy history functionals are introduced:240 
Ht(t) = max[w0

e+(τ)]τ∈[0,t]

Hs
−(t) = max[ws

−(τ)]τ∈[0,t]

Hvp(t) = max[w0
vp(τ)]τ∈[0,t]

(27)
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where the time variable τ designates the loading history from the initial state to the current241

time step t. Using these energy history functionals, the evolution of both tensile and shear242

cracks is determined by the following relations:243 
−h′

t(d
t)Ht − gtc

{
1
ld
dt − lddiv(∇dt)

}
= 0

−h′
s(d

s)(Hs
− + χHvp)− gsc

{
1
ld
ds − lddiv(∇ds)

}
= 0

(28)

4. Numerical implementation in finite element method244

In addressing tensile and shear cracks within thermo-hydromechanical problems, it is245

necessary to determine five coupled physical fields. Utilizing the finite element method246

framework, the weak forms of static equilibrium, hydraulic, and heat diffusion equations are247

articulated as follows:248 ∫
Ω

δε : Cb(dt, ds) : εdV −
∫
Ω

δε : (δp)IdV −
∫
Ω

δε : (3αbKb(d
t, ds)T )IdV =

∫
Ωf

t.δudS (29)

∫
Ω

κ(dt, ds)

µ
∇p.∇(δp)dV =

∫
Ωω

κ(dt)

µ
δp.∇pn̄dS −

∫
Ω

1

M

∂p

∂t
δpdV

−
∫
Ω

b
∂εkk
∂t

δpdV +

∫
Ω

3αm
∂θ

∂t
δpdV

(30)

∫
Ω

λ∇T.∇(δθ)dV =

∫
Ωq

λδT∇T.n̄dS −
∫
Ω

Cb
ε

∂θ

∂t
δθdV −

∫
Ω

(3αbKb(d
t, ds)T0)

∂εkk
∂t

δθdV

+

∫
Ω

(3αmT0)
∂p

∂t
δθdV +

∫
Ω

κ(dt)

µ
∇p.(Cp∇θ)δθdV

(31)
Cb(dt, ds) is the drained elastic stiffness tensor of cracked material. This one is affected by249

the evolution of cracks. Based on the degradation function adopted in (14), one gets:250

Cb(d
t, ds) =

{
ht(d

t)P+
σ + hs(d

s)P−
σ

}
: C0

b (32)

with C0
b representing the drained elastic stiffness tensor of the intact material. The perme-251

ability tensor of cracked porous media, denoted as κ, is also influenced by crack growth. For252

simplicity, yet without losing generality, it is assumed that permeability is predominantly253

affected by both of tensile cracks and shear cracks. The relationship governing this effect is254

expressed using the following simple equation [49, 43]:255

κ(dt) = κ0exp(βkmax(dt, ds)) (33)

where the initial permeability tensor of the intact porous medium is denoted as κ0, with the256

parameter βk controlling its evolution. To simplify the model, it is assumed that the dynamic257
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viscosity, represented by µ, and the thermal conductivity tensor, λ, remain unaffected by258

these changes.259

On the other hand, based on the governing equations (28), the weak forms for the260

evolution of tensile and shear crack fields can be written as:261 ∫
Ω

{(gtc/ld + 2Ht)d
tδdt + gtc∇dt · ∇(∂dt)}dV =

∫
Ω

2Ht∂d
tdV (34)

262 ∫
Ω

{(gsc/ld + 2(Hs
− + χHvp))d

sδds + gsc∇ds · ∇(∂ds)}dV =

∫
Ω

2(Hs
− + χHvp)∂d

sdV (35)

Employing elementary approximations and appropriate shape functions for each field,263

combined with an implicit time discretization scheme, leads to the derivation of the following264

discrete systems of equations tailored for coupled THM problems:265 
Ruu∆U+Cup∆P+CuT∆T = ∆Fe

Cpu∆U+ (∆tRpp +Mpp)∆P+CpT∆T = ∆t(−RppP+∆Fω)
CTu∆U+CTp∆P+ (∆tRTT +MTT )∆T = ∆t(−RTTT+∆Fq)
Kdtd

t = Fdt

Kdsd
s = Fds

(36)

The detailed expression of all matrices can be found in Appendix A. Drawing inspiration266

from earlier research, specifically [36, 54], this study employs an Alternate Minimization267

(AM) strategy. This approach involves initially determining the THM solutions based on268

the crack fields obtained in the previous time step. These solutions are then utilized to269

determine the current crack fields. An iterative loop is employed to update all solutions270

until they meet the established convergence criteria.271

5. Application to HLW disposal analysis [55]272

In this section, we present an application example focused on the numerical analysis of273

thermo-hydromechanical responses and the progression of induced cracks within the frame-274

work of the French High-Level Waste disposal concept [55, 56, 57]. The proposed THM275

model incorporates the double phase field method to simulate this two-dimensional bench-276

mark exercise [57]. This simulation is specifically designed to capture the thermal fracturing277

of COx claystone. It focuses on the fracturing close to the borehole heater (near field) caused278

by short-term heating, as well as in the deeper areas distant from the borehole heater (far279

field), which is induced by long-term heating. It is important to highlight that, drawing280

upon our prior research [43], the code and material parameters employed in this study have281

undergone verification. This was achieved through a comparative analysis between pertinent282

experimental results and an analytical solution.283

5.1. Geometry and mesh284

The domain under study represents a vertical cross-section at the mid-plane of the HLW285

disposal cells. It is modeled within the two-dimensional plane, assuming strains perpendicu-286

lar to this plane are negligible. As depicted in Figure 1, the geometric domain incorporates287
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a single disposal cell to take advantage of symmetrical properties, given the HLW reposi-288

tory’s design with multiple parallel cells. In this study, which focuses on assessing the risk of289

fractures induced by heating, the disposal cells are positioned 26 meters apart. Accordingly,290

the width of the study domain is set at 13 meters. To account for the varying effects of291

different rock layers, a depth of 1000 meters is selected for examining the excavation and292

heating processes in the HLW disposal cell, which itself has a depth of 560 meters. Specific293

depths of various geological layers can be found in Table 1.294

In this study, the HLW is modeled on the scale of 150-meter-long micro-tunnels, which295

have an excavated diameter of 0.8 meters. Each micro-tunnel is lined with a 0.025-meter-296

thick steel casing, resulting in an inner diameter of 0.75 meters. For the sake of simplicity in297

this benchmark exercise, the gap between the rock and the casing is not considered, implying298

that no filling material is included in the model. As depicted in Figure 2, the numerical299

model utilizes a mesh comprising 4508 quadrilateral elements and 4847 nodes, with a finer300

mesh concentration near the cell.301

Figure 1: Model domain for the HLW repository test [55]
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Table 1: Depth of the different geological layers [55]

Abbreviation Depth
Barrois limestone BAR 0.0 m – 103.4 m

Kimmeridgian KIM 103.4 m – 211.4 m
Carbonated Oxfordian OXF 211.4 m – 488.0 m

USC USC 488.0 m - 517.4 m
UT UT 517.4 m - 532.6 m

UA2-UA3 UA23 532.6 m - 595.8 m
UA1 UA1 595.8 m - 635.0 m

Dogger DOG 635.0 m - 1000.0 m

Figure 2: Mesh strategy of simulation

5.2. Initial conditions302

The vertical profiles illustrating the initial conditions can be found in Figure 3, providing303

detailed specifications at the cell level. The temperature distribution across the layers is304

governed by their respective geothermal gradients, as outlined in Table 2. At a depth of 560305

meters, the initial temperature stands at 24.5◦C.306

The initial pore pressure p0 (MPa) displays a gradient relative to depth, set at 0.01307

MPa/m. Within the COx layer, an additional overpressure is present. This overpressure308

increases linearly, reaching a peak of 0.5 MPa at the depth of the cell, corresponding to309

an overall pressure of 6.1 MPa. It then gradually decreases, eventually reverting to the310

hydrostatic pressure found within the Dogger layer.311

At a given depth, the vertical stress is calculated as the weight of the overburden using312

the approximation: Vertical stress σv (MPa) increases linearly according to the depth with313
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0.0245 MPa/m. The minimum horizontal stress σh is equal to σv. And the maximum314

horizontal stress σH (MPa) is equal to the vertical stress in the Kimmeridgian and 1.3× σh315

from top COx.316

Figure 3: Initial conditions of temperature, pore pressure and stress of the HLW repository simulation,
comparing with the measured data

Table 2: Geothermal gradient for each layer ◦C/m

BAR KIM OXF USC UT UA23 UA1 DOG
0.035 0.035 0.025 0.024 0.024 0.04 0.04 0.024

5.3. Boundary conditions317

In this simulation study, various stages are delineated to represent the drilling and heating318

processes. These stages are as follows:319

• S0: Generation of the initial conditions.320

• S1: Drilling of the micro-tunnel.321

• S2: Installation of steel casing.322

• S3: Emplacement of the HLW packages and commencement of the heating phase.323
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The boundary conditions, which are independent of these stages, are illustrated in Figure324

4-left and elaborated in Table 3. In contrast, the boundary conditions applied to the inner325

surface of the steel casing and the excavation surface (cell wall) are stage-dependent, as326

depicted in Figure 4-right.327

The initial stage (S0) starts at time t = 0, marking the beginning of micro-tunnel drilling,328

with a simulation duration of 24 hours. During this phase, the in-situ stress state and pore329

pressure are set to atmospheric conditions at the cell wall. The installation of the steel330

casing (S2) is modeled as occurring instantaneously at t = 1 day. This is followed by a331

period of waiting until t = 2 years, during which a pore pressure of 0.1 MPa is maintained332

at the cell wall and the inner boundary of the steel casing.333

The heating phase (S3) begins at t = 2 years. The thermal history under consideration334

is based on a HLW package. Once installed in the cell, the thermal load from these packages335

will gradually diminish over time, a process that is illustrated in Figure 5. In this work,336

after a cooling period of 85 years, the packages are then installed in the cell.337

Figure 4: Boundary conditions of the HLW repository test

Table 3: Boundary conditions of HLW repository simulation

Boundary Thermal Hydraulic Mechanical
Symmetry boundaries No heat flux No fluid flux Zero normal displacement

Top boundary Initial temperature Initial pore pressure Free surface
Bottom boundary Initial temperature Initial pore pressure Zero normal displacement
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Figure 5: Average power history per unit length of the HLW packages [55]

5.4. Material parameters338

The material parameters for the various geological layers are enumerated in Table 4.339

COx claystone, comprising three sub-layers USC, UT, and UA (including UA1 and UA23)340

is treated as a transversely isotropic material. The anisotropy ratios for these transversely341

isotropic materials are provided in Table 5. In contrast, BAR, KIM, and OXF layers are342

considered isotropic in terms of elastic properties and permeability, but transversely isotropic343

with respect to thermal conductivity. The DOG layer, on the other hand, is modeled entirely344

as an isotropic material. Consequently, the shear modulus G⊥∥ (GPa) for transversely345

isotropic materials can be effectively approximated using Saint-Venant’s formula:346

1

G⊥∥
=

1

E⊥
+

1

E∥
+ 2

µ⊥∥

E⊥
(37)

The regular parameters of water are used in this work. For simplicity, the following pa-347

rameters are considered as constant: bulk modulus of water Kf = 2.2 GPa, density of water348

ρf = 1000 kg/m3, heat capacity of water Cf = 4180 J/kg/K. The water dynamic viscosity349

µf (Pa·s) is due to temperature T (◦C), it has:350

µf (T ) = 4.2844× 10−5 + (0.157(T + 64.993)2 − 91.296)−1 (38)

And the volumetric thermal expansion of water αf (1/◦C) is also dependent on temper-351

ature T (◦C):352

αf (T ) = −6T 4 + 1660T 3 − 197796T 2 + 16862446T − 64319951 (39)

It should be noted that Equations (38) and (39) delineate the mathematical relationships353

between µf , αf and T , derived from the trendlines of experimental measurements. As these354
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equations primarily serve a descriptive purpose based on empirical data and lack direct355

physical interpretation, there is a discrepancy in the units.356

Furthermore, since the phase field method is applied to describe the cracking process357

in this study, the parameters defined in this numerical method should be chosen carefully358

as shown in Table 6. The evolution of tensile damage zone is controlled by the material359

toughness coefficient gtc, which cannot be experimentally measured. A widely used equation360

to define gtc is used in this work:361

gtc =
256σ2

t ld
27Eeq

(40)

with the average value of uniaxial tensile strength for COx claystone σt = 3 MPa. The362

equivalent isotropic elastic modulus, Eeq, is calculated using the formula (E∥ ×E∥ ×E⊥)
1/3.363

According to Equation (28), the evolution of the shear damage zone is influenced by three364

parameters: the toughness coefficient of shear damage gsc , the friction angle φ, and cohesion365

c. The rationale for selecting these parameters for COx claystone is detailed in the study366

cited as [49]. The scale length ld, which determines the width of localized damage, is set367

to be twice the size of the mesh elements in the anticipated damage area. Furthermore,368

the permeability variation coefficient βk, as defined in Equation (33), was determined from369

experimental studies [58] and has been successfully applied in previous two-dimensional370

numerical studies of this rock [49].371

Table 6 also presents the viscoplastic parameters employed in this simulation. These372

parameters were previously used to simulate creep tests for the same rock-like material,373

COx claystone, as detailed in our earlier work [49]. In that study, the experimental data374

were successfully reproduced using this set of parameters. The scale length ld is usually375

selected to be one to three times the size of the mesh element to effectively capture the376

damage behavior, as suggested in previous studies [37, 59, 60]. In this study, we have chosen377

ld to be twice the size of the element anticipated to be damaged around the micro-tunnel,378

setting ld=0.075 m.379

Table 4: Reference values of the geological layers for the Base Case

Layer Ev vhv b ϕ Kv ρs λv αs Cp,s

GPa - - - 10−20 m2 kg/m3 W/m/◦C 10−5◦C−1 J/kg/◦C
BAR 3.60 0.30 0.80 0.13 10.0 2670 1.10 2.20 848
KIM 3.60 0.30 0.80 0.13 10.0 2670 1.10 2.20 848
OXF 30.00 0.30 0.80 0.13 10000.0 2690 2.30 0.45 745
USC 12.80 0.30 0.80 0.15 1.87 2740 1.79 1.75 772
UT 8.50 0.30 0.80 0.173 1.87 2750 1.47 1.75 735

UA23 4.00 0.30 0.80 0.18 1.33 2770 1.28 1.50 800
UA1 12.5 0.30 0.80 0.164 1.87 2750 1.63 1.75 750
DOG 30.00 0.30 0.80 0.1 100.0 2630 2.30 0.45 788

Casing 200.00 0.30 1.0 0.001 0.001 7850 44.5 1.25 475
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Table 5: Reference values of the geological layers for the Base Case

Layer Eh/Ev vhv/vhH Kh/Kv λh/λv

BAR 1.00 1.00 1.00 1.40
KIM 1.00 1.00 1.00 1.40
OXF 1.00 1.00 1.00 1.40
USC 1.50 1.50 3.00 1.00
UT 1.50 1.50 3.00 1.50

UA23 1.50 1.50 3.00 1.50
UA1 1.50 1.50 3.00 1.50
DOG 1.00 1.00 1.00 1.00

Casing 1.00 1.00 1.00 1.00

Table 6: Parameter of phase field model and viscoplastic behavior for CRQ simulation

Parameters Value
Material toughness gtc=1100 N/m; gsc=1500 N/m

Friction angle φ=15◦

Cohesion c=0.1 MPa
Scale length ld=0.075 m

Permeability variation βk=20
Viscoplastic threshold stress σs=4 MPa

Viscosity coefficient η=107 day−1

Viscoplastic flow rate parameter n=0.63; m=530

6. Numerical results and analysis380

To enhance the clarity and analysis of the numerical results, models that both include381

and exclude viscoplastic behavior are utilized to simulate the HLW repository benchmark382

problem. The investigation of THM behavior during the process involves selecting both383

horizontal and vertical points at various depths near the cell wall. The coordinates of384

these specific study points are provided in Table 7. Given that a primary objective of this385

study is to anticipate damage in both the near and far field, the analysis will focus on386

temperature, pore pressure, displacements, total stresses, and Terzaghi’s effective stresses387

at these particular points.388
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Table 7: Study points for the numerical results for Step1.3

Point x-direction (m) y-direction (m)
P1 0.4 -560.0
P2 1.2 -560.0
P3 6.5 -560.0
P4 13.0 -560.0
P5 0.0 -559.6
P6 0.0 -558.8
P7 0.0 -553.5
P8 0.0 -547.0

6.1. Simulation results without considering viscoplastic behavior389

Figure 6, 7 and 8 present simulation results depicting temperature and pore pressure390

without considering viscoplastic behavior. As illustrated in Figure 6-left, our observations391

show that the peak temperature, which reaches approximately 88◦C, is observed around the392

40th year at the proximate points P1 and P5. This peak is followed by a gradual decrease393

in temperature over time.394

There are two noteworthy points to highlight for the temperature results. Firstly,395

concerning material anisotropy, the evolution and distribution of temperature indicate an396

anisotropic nature within the high-temperature zone. Specifically, the temperature values in397

the horizontal direction are notably higher than those in the vertical direction, particularly398

in distant areas like P4 and P8.399

Secondly, regarding the concentrated high-temperature zone as illustrated in Figure 7,400

it’s evident that there exists a pronounced high-temperature zone near the initially heated401

borehole, as evident in the initial two distribution figures. Remarkably, this heightened402

temperature gradually extends across the entire domain of this zoomed area, which spans a403

dimension of 13 meters after 1000 years, as depicted in the final figure.404

In terms of pore pressure, Figure 6-right presents the simulation results that do not incor-405

porate viscoplastic behavior. Notably, the overpressure zone exhibits anisotropic behavior,406

with higher pressures observed in the horizontal direction. This anisotropy is particularly407

pronounced during the initial phase, before 40 years. The peak pore pressure is recorded408

at approximately t = 180 years, reaching a maximum of 15.08 MPa. However, as depicted409

in Figure 8, the pore pressure gradient is significant during the early heating period, such410

as at 1 year of heating. This gradient diminishes almost completely after 10 years of heat-411

ing. From 10 years to 180 years, the increase in pore pressure, followed by a subsequent412

decrease, occurs uniformly across the entire UA2-3 layer. This uniformity is contingent on413

the boundary condition, specifically the designed distance between two cells.414
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Figure 6: Evolution of temperature and pore pressure versus time without considering viscoplastic behavior

(a) (b)

(c) (d)

Figure 7: Distribution of temperature at the moment t=1, 10, 40 and 1000 years (without considering
viscoplastic behavior)
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(a) (b)

(c) (d)

Figure 8: Distribution of pore pressure at the moment t=1, 10, 40 and 1000 years (without considering
viscoplastic behavior)

Figure 9 and 10 show the simulation results for distribution of damage. Figure 9 shows415

the shear damage while Figure 10 shows the tensile damage at four important moments.416

In the first moment depicted in figures (a), observed prior to heating, an excavation-417

induced damaged zone (EDZ) is noticeable. Predominantly, the shear damage zone manifests418

primarily in the horizontal direction, while no evidence of tensile damage is observed. At419

this moment, the maximum value of shear damage variable is about 0.26.420

Moving on to figures (b), representing the state at 40 years post-heating, coinciding with421

the period of peak temperature. Here, notable development in shear damage is observed,422

with the maximum value escalating from 0.26 to 0.45. Additionally, there’s initiation of423

tensile damage induced by the heating, apparent specifically around the heater of cell. The424

maximum value of tensile damage variable has almost reach to 1.425

Figures (c) depict the state at 180 years after heating, a time corresponding to the peak426

of pore pressure. Compared to the 40-year mark, the shear damage remains unchanged,427

whereas the tensile damage zone extends deeper, forming two diagonal bands as a result of428

the heating.429

In Figures (d), which illustrate the state 1000 years after heating, the far field is further430

impacted by this tensile damage zone, exhibiting a variable value of approximately 0.4. It431

seems that the proximity of the two HLW disposal cells is too close to effectively control the432

development of fractures.433

21



(a) (b)

(c) (d)

Figure 9: Distribution of shear damage at the moment t=0, 40, 180 and 1000 years

(a) (b)

(c) (d)

Figure 10: Distribution of tensile damage at the moment t=0, 40, 180 and 1000 years

In further examining the THM behavior influenced by the damage effect, it is observed434

that the temperature remains constant, as damage does not affect thermal conductivity.435

However, the evolution of pore pressure is altered when the impact of permeability changes436
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due to the damage zone is considered. Figure 11 provides a comparative analysis between437

results obtained from simulations that account for the damage effect and those that do not.438

Specifically, Figure 11-left presents comparisons at horizontal points, while Figure 11-right439

focuses on vertical points.440

A noticeable trend emerges: the increment in permeability due to damage can reduce441

pore pressure in long-term behavior, contrasting short-term behavior where such reduction442

is not observed. This phenomenon can be attributed to the reduced impact of damage,443

which arises from the impermeable condition at the cell wall caused by the casing, especially444

in the short term.445

Figure 11: Evolution of pore pressure versus time, comparing between the simulation with and without
considering damage effects

Figure 12 illustrates the displacements in horizontal and vertical directions, respectively.446

Notably, the horizontal displacement of P5-P8 remains fixed due to their designation as447

boundary conditions, thus not being depicted here. Comparatively, the horizontal dis-448

placement is relatively small, largely influenced by the proximity of the two heating cells.449

Moreover, concerning vertical displacement, it’s logical to observe that the displacement450

of vertical points (P5-P8) surpasses that of horizontal points (P1-P4). Consequently, the451

maximum vertical displacement at point P8 exceeds 200 mm in this scenario.452

Figure 12: Evolution of horizontal and vertical displacement versus time without considering damage effects
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Figures 13 and 14 offer a comparative analysis of the Terzaghi effective stress variation453

using models that both consider and disregard the damage effect. In Figure 13, which454

illustrates results from the model without damage consideration, a significant observation is455

the presence of curves at several points exceeding the tension strength value (σt=3 MPa).456

For example, σt
xx at point P1 and σt

yy at points P5 and P6 demonstrate values surpassing457

this threshold, indicating that heating likely induces failure behavior in these areas. In458

contrast, after considering the damage effect, Figure 14 shows that, when comparing these459

curves with those from Figure 13, a clear trend is observed: all curves now fall below the460

COx claystone’s tension strength. This decrease in stress levels can be attributed to the461

material stiffness degradation caused by localized damage. Therefore, this simulation serves462

as a validation of our thermo-poro-elastic damage model.463

Figure 13: Evolution of Terzaghi effective stress σt
xx and σt

yy versus time without considering damage effects

Figure 14: Evolution of Terzaghi effective stress σt
xx and σt

yy versus time with considering damage effects

6.2. Simulation results with considering time-dependent behavior464

Given that the simulation aims to study rock behavior over a substantial timespan of465

1000 years, incorporating time-dependent behavior into the numerical model is crucial. In466

this section, focusing on the simulation that accounts for damage effects, the inclusion of467

viscoplastic behavior is comprehensively considered.468
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Compared to the previous simulation that did not account for viscoplastic behavior,469

the distribution of tensile damage remains unchanged. We attribute this to the assumption470

made in Equation (28), where the driving force for tensile damage is not influenced by stored471

viscoplastic behavior. Figure 15 illustrates the shear damage distribution when simulating472

with viscoplastic behavior under the assumption that χ = 0.1. Unlike the previous simu-473

lation results shown in Figure 9, where the shear damage zone stayed constant during the474

heating stage, the current simulation reveals an expansion of the shear damage zone in both475

the near and far fields. In the near field, the shear damage zone extends from the excava-476

tion damaged zone horizontally, with the maximum shear damage variable reaching 0.6 in477

this expanded area. In the far field, the shear damage zone develops toward deeper areas478

in the form of two diagonal bands, similar to the propagation pattern of tensile damage.479

Additionally, the far field experiences minor shear damage, with variable values less than480

0.1.481

(a) (b)

(c) (d)

Figure 15: Distribution of shear damage at the moment t=0, 40, 180 and 1000 years considering the time-
dependent behavior with χ=0.1

Given the challenge in quantifying the parameter χ, we conducted additional simula-482

tions using varied values for this parameter to assess its influence on the contribution of483

viscoplastic behavior to shear damage development. Figure 16 depicts the distribution of484

shear damage for χ values of 0.1, 0.2, 0.3, and 0.4. It is evident that increasing the χ value485

does not alter the shear damage in the near field, where the maximum value remains con-486

stant. However, in the far field, the shear damage value intensifies, as do the two diagonal487

bands. For instance, with χ = 0.4, the shear damage variable can reach nearly 0.2 in the488

far field. These findings suggest that considering shear damage, influenced by viscoplastic489

behavior, is a critical factor in designing the spacing between the cells.490
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(a) (b)

(c) (d)

Figure 16: Distribution of shear damage at the moment t=1000 years considering the time-dependent
behavior for χ=0.1, 0.2, 0.3, 0.4

Figure 17 compares the pore pressure results from simulations that both incorporate and491

omit viscoplastic behavior. During the initial 10 years of heating, the pore pressure curves for492

the studied points in both horizontal and vertical directions are almost identical. However,493

when viscoplastic effects are considered, the pore pressure reaches its peak at around the494

50th year of heating, which is sooner than in the previous simulation. Consequently, the495

peak value observed is lower, at 13.4 MPa, and this reduced level is also evident at the496

1000th year of heating. It is evident that the viscoplastic behavior of the rock reduces pore497

pressure over the long term. However, this reduction in pore pressure does not diminish the498

onset of either tensile or shear damage.499
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Figure 17: Evolution of pore pressure versus time, comparing between the simulation with and without
considering time-dependent behavior
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7. Conclusion500

The study of thermo-hydromechanical coupling plays a vital role in both the short-term501

and long-term safety analysis of the geological disposal of radioactive waste. In this context,502

a THM model has been developed to address both damage and time-dependent behavior503

in saturated porous media in this work. This model incorporates two independent damage504

variables, facilitating a comprehensive description of complex cracking processes, including505

tensile, shear, and mixed-mode cracks. Specifically, the evolution of tensile cracks is driven506

by tensile elastic strain energy, whereas the development of shear cracks is governed by the507

generalized Mohr-Coulomb effective shear stress. Additionally, the model accounts for the508

interaction between shear cracking and viscoplastic flow.509

As part of DECOVALEX-2023 Task A, a 2D plane strain benchmark, specifically de-510

signed for the scale of a repository, has been proposed. This benchmark necessitated a511

detailed replication of initial conditions, boundary conditions, and the different layers of512

rock. During the numerical analysis, two distinct methodologies were employed: a thermo-513

poro-elastic-damage model both with and without the inclusion of viscoplastic behavior.514

Each approach was utilized for its respective specialized analysis.515

The simulation results reveal a peak in temperature around t = 40 years, followed by516

a peak in pore pressure at approximately t = 180 years. Notably, at the time when the517

pore pressure reaches its peak, the Terzaghi effective stress exceeds the tensile strength of518

COx claystone near the cell wall, indicating potential failure. The proposed thermo-poro-519

elastic-damage model successfully captures this failure behavior. While the drilling of the520

micro-tunnel predominantly results in shear damage, the heating process contributes to521

tensile damage. In the model, the tensile damage variable approaches 1.0 before the peak522

of pore pressure, signaling the onset of thermal hydraulic fracturing. This cracking process523

is observed to cause minor damage in the far field. Furthermore, by incorporating time-524

dependent behavior through a viscoplastic model, the EDZ of shear damage progressively525

extends toward the far field. This observation leads to the conclusion that a 26-meter526

distance between two parallel heating cells is insufficient for an effective anti-fracture design.527
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Appendix A: Coefficient matrices for THM-damage coupling problems540


Ruu =

∫
Ω
(tBu)Cb(dt, ds)BudV

Cup =
∫
Ω
(tBu)(−b(dt))NpdV

CuT =
∫ t

Ω
Bu(−3αbKb(d

t))NpdV
∆Fe =

∫
st
(tNu)∆tdS +

∫
Ω
(tNu)∆fvdV

(41)


Rpp =

∫
Ω
(tBp)(κ(d

t, ds)/µ)BpdV
Mpp =

∫
Ω
(tNp)(

1
M(dt)

)NpdV

Cpu = −tCup

CpT =
∫
Ω
(tNp)(−3αm(d

t))NpdV
Fω = −

∫
sω
(tNp)wn+1.ndS

(42)



RTT =
∫
Ω
(tBp)(

λ
T0
)BpdV

CTu = −tCuT

MTT =
∫
Ω
(tNp)(

Cb
σ

T0
)NpdV

CTp =
t CpT

Fq = −
∫
sq
(tNp)(qn+1.n/T0)dS

(43)


Kdt =

∫
Ω
{(gtc/ld + 2Ht)N

T
pNp + gtcldB

T
pBp}dV

Fdt =
∫
Ω
2HtN

T
p dV

Kds =
∫
Ω
{(gsc/ld + 2(Hs

− + χHvp))N
T
pNp + gsc ldB

T
pBp}dV

Fds =
∫
Ω
2(Hs

− + χHvp)N
T
p dV

(44)

Nu denotes the matrix of shape functions for approximation of displacement components,541

while Bu is the matrix of their derivatives to calculate the corresponding strain components.542

Np is the matrix of shape function for approximation of fluid pressure or temperature, and543

Bp is the matrix of their derivatives to calculate the corresponding gradient components of544

fluid pressure or temperature.545
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