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We study the accuracy of excited state (ES) geometries using optimally tuned LC-PBE functionals with a tuning
based on GW quasiparticle energies. We compare the results obtained with the PBE, PBEO, non-tuned and tuned
LC-PBE functionals with available high-level CC reference values as well as experimental data. First, we compare
ES geometrical parameters obtained for three different types of systems: molecules composed of a few atoms, 4-
(dimethylamino)benzonitrile (DMABN), and conjugated dyes. To this end, we used wave-function results as bench-
marks. Next, we evaluate the accuracy of the theoretically simulated spectra as compared to experimental ones for five
large dyes. Our results show that besides small compact molecules, for which tuning LC-PBE does not allow obtaining
geometries more accurate than those computed with standard functionals, tuned range-separated functionals are clearly
to be favored, not only for ES geometries, but also for 0-0 energies, band shapes and intensities for absorption and
emission spectra. Particularly, the results indicate that GW -tuned LC-PBE functionals provide an improved matching
with experimental spectra as compared to the conventionally tuned functional. It is an open question whether TD-DFT
with GW-tuned functionals can qualitatively mimic the actual many-body Bethe-Salpeter (BSE/GW) formalism for
which analytic ionic gradients remain to be developed.

I. INTRODUCTION

The interaction of organic molecules with light leads to
a variety of fascinating excited-state (ES) processes such
as fluorescence and phosphorescence, photoswitching, ther-
mally activated delayed fluorescence (TADF), efc. Dur-
ing the last few decades, numerous applications based on
these phenomena were developed, e.g., organic light-emitting
diodes (OLED), fluorescent sensors, and advanced bioimag-
ing technologies.!™ To optimize the efficiency of these ap-
plications, it is necessary to adapt the structure of the ac-
tive molecule so as to fine-tune its excited-state properties.
In particular, for the emission properties, an analysis of the
ES potential energy surfaces (PES), and more specifically of
the key geometries on these PES, can hint at possible non-
radiative deactivation mechanisms, and consequently loss of
device efficiency. However, access to ES structures remains
limited. Experimental determination of ES geometries is al-
ways complex and typically limited to molecules consisting of
few atoms.> In this framework, theoretical methods have the
edge since they allow obtaining different ES structures includ-
ing ES minima, transition states (TS), conical intersections
(CI), and minimum energy crossing points (MECP). There is
a large panel of methods which can be used for geometry opti-
mizations. Nevertheless, each method has its own limitations.
High-level theories, e.g., coupled-cluster (CC) and complete
active space self-consistent field (CASSCF) methods, are
known to provide accurate geometries but they can be applied
only to compact systems. The studies of "real-life" dyes are
usually performed using time-dependent density functional
(TD-DFT) theory.®! However, the quality of obtained ES
geometries remains dependent on the choice of exchange-
correlation functional (XCF).!'"!* For instance, generalized

gradient approximations (GGA) and global hybrid XCF are
known to provide qualitatively inaccurate PES for ES show-
ing a strong charge-transfer (CT) character.!>~!” The origin of
the TD-DFT failure for the excited states having CT character
is the poor description of the nonlocal electron-hole interac-
tions by standard DFT methods.!>!® Using range-separated
hybrid functionals (RSH), that present a growing fraction of
exact exchange with increasing interelectron distance, can
lead to a more accurate description of these interactions.'3:1°
Popular RSH, e.g., CAM-B3LYP? or ®B97X-D,?' have a
range-separated parameter @, that controls the exact/DFT ex-
change admixture, defined by parametrization, meaning that
o was fitted to minimize target properties on a test set of
molecules.?> Another way to determine @, known as optimal
tuning (OT),?® aims to comply with the DFT ionization po-
tential theorem for any single molecule, so that @ becomes
system dependent. In OT-RSH functionals @ values are typi-
cally obtained as the one that satisfies?>2*

IP(N) = —enomo(N), ey

where the ionization potential (IP) is calculated as a differ-
ence between the total energies of the neutral (V) and cationic
(N — 1) systems with N the number of electrons. We note that
other approaches can be used.>> Even though this OT scheme
is more computationally expensive, since one needs to deter-
mine the @ for each molecule, it delivers improvements over
non-tuned TD-DFT functionals for various ground-state (GS)
and ES properties.?®32 We note that Ju et al.>* developed a
machine learning model to determine @, hence significantly
reducing computational costs of such calculations.

An attractive alternative to TD-DFT is the many-
body Green’s function Bethe-Salpeter equation (BSE)
formalism®*° relying on the GW self-energy and related



quasiparticle energies representing proper addition and re-
moval energies.*!** Due to an accurate description of the
screened electron-hole interactions, BSE/GW was shown to
outperform TD-DFT for the calculation of the energies and
properties of molecular systems, particularly those involv-
ing charge-transfer (CT) ES.*>-53 However, the main draw-
back of BSE/GW is the absence of an efficient analytical
scheme for geometry optimizations, e.g., contrary to TD-
DFT no linear response techniques such as the Z-vector
approach™ is available yet for BSE/GW nuclear gradients.
The Z-vector formalism combined with the BSE/GW formal-
ism has been proposed recently, but only for excited states
dipoles, namely electric fields gradients.>> Nevertheless, a
few studies treating ES optimizations with BSE/GW using
alternative strategies can be found. In a seminal contribu-
tion, Ismail-Beigi and Louie proposed an analytic formal-
ism, combined with approximations aiming at reducing its
computational cost, for the calculation of ES forces with
BSE/GW.%® They showed that the BSE/GW formalism can
correctly reproduce the variation of ES energies upon struc-
tural deformation of photoexcited carbon dioxide and ammo-
nia. Later on, Kaczmarski and Rohlfing developed a diaba-
tization scheme based on the so-called Baer method and ap-
plied it to the many-body BSE/GW formalism to study photo-
excited compounds.’’ This BSE/GW diabatization method
was used to describe the adiabatic and diabatic lowest ex-
cited electronic states of the retinal chromophore molecule.”®
This work showed that BSE/GW can be used to accurately
predict the PES evolution of the ES during the photoisomeri-
sation of retinal. Importantly, a benchmark study dealing with
ES optimizations of four small molecules (carbon monox-
ide, acetone, acrolein, and methylenecyclopropene) per-
formed using non-self-consistent BSE/GyW, and eigenvalue-
self-consistent BSE/evGW>*%" numerical gradients has been
published recently.%! In this contribution BSE/GW results
were compared to CAS perturbation theory (CASPT2), vari-
ational Monte Carlo (VMC), second-order approximate CC
(CC2), and TD-DFT data. This work concluded that the
BSE/GW can provide ES geometries with an average relative
error of ca. 1% for the BSE/GyW, and 1.5% for BSE/evGW
schemes when taking CASPT?2 results as references. Further-
more, our groups recently assessed the ability of BSE/evGW
to reproduce the ES PES along the twisting coordinate of 4-
(dimethylamino)benzonitrile (DMABN) and N-phenylpyrrole
(N-PP).%%3 Qur results showed that BSE/GW can produce
accurate ES surfaces along this coordinate, especially in the
cases that are challenging for TD-DFT, i.e., for ES showing
mixed local excited (LE) and CT characters.

In order to evaluate the accuracy of theoretically estimated
ES geometries, one may use experimental absorption and
emission spectra. Indeed, theoretical simulations of the op-
tical spectra involve determining (or estimating) the PES of
initial and final states. Consequently, one can indirectly eval-
vate the quality of the ES geometries obtained with differ-
ent quantum chemistry methods by comparing the shapes of
theoretical and experimental spectra.*%® Such experimen-
tal data are easily available for numerous compounds, even
in the form of a database.®” However, one needs to be cau-

tious with the choice of the molecules: absorption and emis-
sion bands should be well resolved and rigid structures are
more suitable for theoretical simulations; otherwise one needs
to account for anharmonic effects, which dramatically in-
creases the computational costs.%%? In addition, theoretical
modelling of the vibronic spectra depends on several param-
eters: (i) the model to expand the ES PES, adiabatic (PES
is built using ES energies, gradients, and Hessian computed
at the GS and ES geometries)®®’%7! or vertical (ES PES is
expanded around the ES normal modes computed at starting
equilibrium geometry),%; (ii) the dipole moment expansion,
Franck-Condon (FC) or Herzberg-Teller (HT),%7%7! and (iii)
the selected set of coordinates. As a consequence of all these
possibilities, one does not only assess the quality of the elec-
tronic structure method to model the PES when comparing
the experimental and theoretical spectra but also the vibronic
approach itself.

In this work, we are exploring an alternative strategy to ob-
tain accurate excited-state geometries by using an OT RSH
functional tuned using the IP and electron affinities (EA)
provided by the GW approach. This allows us to obtain a
DFT functional mimicking the effect of the GW self-energy,
yielding by derivation a TD-DFT kernel that may be possi-
bly viewed as an approximation to its BSE analog. Opti-
mally tuned functionals have been shown to yield good TD-
DFT vertical excitation energies, including charge-transfer
excitations.”? Additionally, Kretz and Egger’> showed that
OT-RSH functional can also provide accurate geometries as
well. Though OT RSH have been shown to be good start-
ing point for subsequent GW calculations,’* we propose here
the reversed approach, using GW to perform OT. In that re-
spect, the important benefit of this scheme is the availabil-
ity of TD-DFT analytical gradients. We use these tuned
functionals to explore the accuracy for geometry optimiza-
tion, PES exploration, and vibronic spectra modelling. We
divide the discussion of our results into two main parts: a
comparison of the geometrical parameters (theory vs the-
ory) and a modelling of the absorption and emission spectra
(theory vs experiment). In the former, we use several sys-
tems: (i) a set of 10 small molecules for which high-level
CC37 references are available; (ii) the challenging case of
DMABN ES geometries for which we selected the Equation-
of-Motion (EOM-)CCSD reference values®?; and (iii) a set of
8 medium-sized conjugated systems with known CC276 ref-
erence values.'? For the second part we select five quite rigid
molecules from the PhotochemCAD™ database®” with well-
resolved spectra recorded in nonpolar solvents. Our main
objective of this study is to assess the performance of LC-
PBE functionals tuned on GW output compared to conven-
tional OT procedure (as described above), and to compare it
with the untuned LC-PBE functional,!® other DFT function-
als (PBE’7 and PBE077-78), as well as CC methods (CC2 and
CCSD).79-82



Il. THEORY
A. Optimal-tuning of ®

The LC-PBE functional is an example of RSH functional
where the Coulomb operator is split into two parts: the long-
range (LR) and the short-range (SR) terms, '8

11 —erf(wryn) n erf(owr,) @

r2 r2 r2

An important feature, in particular, is that the long-range non-
local exchange contribution offers the proper tail in the vac-
uum, a desirable property shared with the GW self-energy. In
Eq. (2), the range-separated parameter, @, determines the evo-
lution of the SR/LR ratio when the interelectronic distance,
F12, increases.'%%3 To obtain o, the usual OT procedure pro-
ceeds by minimizng the J?(®) function,”?

() = [eovo(®) + TP (0) + [elgyio (@) + TPV ()2,

3
where SI]{VOMO and Sg&\],lo correspond to the energies of
the highest occupied molecular orbitals (HOMO) of the N-
electron system and N+1-system, respectively, calculated at
a given . The first part of the Eq. (3) attempts to enforce
the ionization potential theorem, where during the OT proce-
dure one strives to obtain the SI_AI’OMO as close as possible to
the IP, determined through the self-consistent field procedure
(ASCF), i.e.,

IPY (0) = EN (o) — EN(0), “)
1PV (0) = EY(0) — EN T (). ®

The second part of the Eq. (3) comes from the fact that in
DFT theory, there is no equivalent of the ionization poten-
tial theorem for the relation between the electron affinity and
the energy of the lowest unoccupied MO (LUMO). Thus, one
uses the IP of N+1-system instead of the EA of the N-electron
system.?® In the following, LC-PBE functional that is tuned
using the Eq. (3) is referred to as LC-PBEASCF,

In this work, we also use another way of optimal tuning in
which the £}, and &,y are fitted to be as near as possible

to the GW Sgb% and givl}?vlwo quasiparticle energies designed
to reproduce proper electron removal and addition energies.
Namely, we minimize the following equation,

72 (@) = [ehiomo (@) — Exgio)” + [Elumo (@) - e&%?(.é)
Since both Eg(’)% and 811‘\/[’&”6 are defined externally, one only
needs to perform calculations for the N-electron system to get
the frontier MOs energies at different @. This means that such
an approach is lighter than the conventional OT one, espe-
cially important for larger molecules since several iterations
with charged systems (N+1 and N-1) are substituted by a sin-
gle GW calculation. A previous comparison of the GW and
ASCEF techniques for the IP and EA of medium sized molecu-
lar systems invited to favor the GW formalism over ASCF.3483
For sake of exploration, we use here two schemes to perform

GW calculations: non-self-consistent GoW, and eigenvalue-
self-consistent evGW methods.’®% The latter is known to be
efficient in washing out the starting point (DFT functional) de-
pendency for both energies**! and PES calculations.5>% In
what follows, the LC-PBE functionals tuned using the Eq. (6)
are referred to as LC-PBE“0" or LC-PBE®Y“Y, depending on
the GW approach used to determine the IP and EA energies.

B. Computational details

General optimal tuning procedure. In this work, we per-
form optimal tuning of LC-PBE functional using ASCF (con-
ventional OT) and GW procedures. The needed DFT calcu-
lations have been carried out with the Gaussian16 program?
thanks to in-house developed code generously provided by S.
Sitkiewicz. The range separation parameter is searched be-
tween 0.05 and 0.95 a.u. with an accuracy of 0.001 a.u. We
report all the @ values obtained for OT functionals in the SI.
In the case of OT with GW, the HOMO and LUMO quasipar-
ticle energies have been obtained directly from GoWy@PBEO
or evGW @PBEQ calculations. The resulting GW energy lev-
els have been next plugged into Eq. (6). At the evGW level,
we corrected 15 (all for the small molecules) occupied and
15 virtual orbitals for each molecule, higher/lower levels be-
ing rigidly shifted following the highest/lowest explicitly cor-
rected level. These calculations have been conducted using
the BEDEFT (beyondDFT) package,?”8® exploiting Coulomb-
fitting resolution-of-identity (RI-V) techniques®® and a robust
analytic continuation scheme.® The initial DFT calculations
are performed with the ORCA 5.1 code.””

Set of small molecules. The GS geometries of 10 com-
pact molecules (see Figure 1), for which optimized CC3/aug-
cc-pVTZ structures are known,”>°! have been used for the
OT procedure and GW calculations. We adopted the aug-cc-
pVTZ atomic basis set for all calculations, together with the
corresponding auxiliary basis set for the GW runs. The GS
and ES geometry optimizations have been performed using
the PBE, PBE0, LC-PBE, LC-PBEASF, LC-PBE®"0, and
LC-PBE®“Y functionals using Gaussian16 code. The tight
keyword is set for geometry optimizations, otherwise, default
settings are used. We performed frequency analysis to ensure
that all the optimized geometries are true minima, except for
the ES geometry of molecule 2 that we constrained to have the
same point group as in the reference CC calculations. The CC
reference values (CC3, CCSD, and CC2 with aug-cc-pVTZ
atomic basis set) are taken from the Ref. 75 and have been
obtained with the linear response (LR) formalism for the ES
part. Cartesian coordinates of the optimized structures can be
found in the SI.

DMABN. OT and GW calculations have been con-
ducted using the CCSD(T)/cc-pVTZ optimized geometries
of DMABN (see Figure 1) with 0° and 90° twist angle be-
tween dimethylamino group (NMe,) and phenyl ring, taken
from a previous work.”?> We obtained 6 OT functionals: LC-
PBEASCF(D(OO)’ LC-PBEGoWo (1)(00)’ LC-PBEeVwa<OO), LC-
PBEASCF&)(90°)’ LC-PBEGOWO U)(90°)’ and Lc_PBEevGW a)(90°)’
where @(0°) or w(90°) indicates that OT was done using
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FIG. 1. Structures of the molecules studied in this work. Red (green)
parameter.

the 0° or 90° geometry, respectively. Using these OT func-
tionals, as well as PBE, PBEO, and the not-tuned LC-PBE,
we optimized the GS structure as well as the ES geome-
tries for two states corresponding to the local excitation (LE)
and CT transitions. These calculations have been done in
Gaussian16 code using tight criteria for optimizations. We
employed the cc-pVDZ basis set in all geometry optimiza-
tion and frequency calculations since as references, we used
the EOM-CCSD/cc-pVDZ geometries optimized in a previ-
ous work.®? Additionally, we have also performed optimiza-
tion for these states at the LR-CC2/cc-pVDZ level using Tur-
bomole code.”*** Cartesian coordinates of the optimized ge-
ometries can be found in the SI. The frequency analysis was
carried out on all optimized geometries to confirm that they
are true minima. We conducted the comparison of the op-
timized geometries by using as metric the root-mean-square
deviation (RMSD), which gives the deviation (in A) between
two superimposed structures A and B composed of N atoms,

indicates the double (single) bonds used for the calculation of the BLA

Conjugated molecules. The optimal RI-CC2/aug-cc-
pVTZ GS geometries of the eight large compounds shown in
Figure 1 have been taken from the work of Guido et al.'? and
used for the OT procedure and GW calculations. All calcula-
tions have been performed with the aug-cc-pVTZ atomic basis
set. The GS and ES structures, constrained to the highest pos-
sible point group, were next optimized with PBE, PBEQ, LC-
PBE, LC-PBEASCF, LC-PBE“", and LC-PBE®*“" function-
als in Gaussianl6 code. In this case, following Ref. 12, we
compare the bond length alternation (BLA), that is, the differ-
ence between the average single and double bond lengths,”®

Ti Tk

ns ng

BLA =

®)

where Y /s and Y [y are the sum of the lengths of single and
double bonds respectively, and ng and nq are the number of
single and double bonds. See Figure 1 for the selected bonds.

Dyes. Five dyes were selected (see Figure 1):
Perylene, N,N’-difluoroboryl-1,9-dimethyl-5-phenydipyrrin
(Dipyrrin), H2P, Nile Red, and a boron subphthalocyanine

N
RMSD(a,b) = \/;] Y (@i — bic)? + (aiy — biy)? + (ai: — biz)?]
i=1
N

where a and b corresponds to the Cartesian coordinates of
molecules A and B, respectively. This was done using the
PyMOL package,”> where we aligned each of the optimized
geometry using the C1, C2, and C3 atoms (see Figure 2) to
the reference CCSD/cc-pVDZ structure.

L=

FIG. 2. Structure of the DMABN highlighting the key atoms that
were used for structural alignment.

chloride (BPc). The def2-SVPD?7 atomic basis set was used
in all calculations. The GS optimizations were first achieved
with PBEO functional using the Gaussianl6 code. These
PBEO optimized geometries are then adopted for the OT pro-
cedure and the GW calculations. For the geometry optimiza-
tions, in contrast to the previous cases, we added solvent ef-
fects with a polarizable continuum model (PCM).”® The sol-
vents were selected according to the ones used to record the
experimental spectra (see the PhotochemCAD™ database$”),
i.e., cyclohexane for Perylene, toluene for Dipyrrin and
H2P, dioxane for Nile Red, and benzene for BPc. The
GS and ES optimizations have been performed using the
PBE, PBEO, LC-PBE, LC-PBE*S¢F, LC-PBE“", and LC-
PBE®'“Y functionals with the Gaussian16 code. The mini-
mum structures were confirmed by frequency analysis. The
vibrationally resolved spectra were determined with the FC-
Classes 3 program.”®!%0 We used a TD formalism, applied the



FC approximation (adding HT effects’!!°! for the states with

low oscillator strength, i.e., S; and S, of H2P), and selected
the so-called Adiabatic Hessian (AH)®® vibrionic model for
the band topologies. All vibronic calculations have been per-
formed using internal curvilinear coordinates.!”? During the
vibronic calculations, the vibrational contributions, transition
energies and dipole moments are coming from PCM-(TD)-
DFT. The simulation temperature of 298K was set in all cal-
culations. To reproduce the experimental spectra, a convo-
lution Gaussian function of HWHM of 200 cm~! was used
for Perylene and BPc, 300 cm ™! for Dipyrrin and H2P, and
600 cm~! for Nile Red. We focused only on absorption and
emission to the first ES, except for H2P where we simulated
the absorption spectra with contributions from S; to S4 ES.
However, we note that with PBE, PBEO, and LC-PBECG%o
the optimized structure for the S3 state could not be obtained,
which means that the contribution of this state to the absorp-
tion spectra was excluded for these three functionals.

Ill. RESULTS AND DISCUSSION
A. Evaluating the accuracy of geometrical parameters

In this Section we explore the accuracy provided by OT LC-
PBE functionals and compare the results obtained with both
standard functionals (PBE and PBEO) and various CC meth-
ods (CC2, CCSD, or CC3) for structural parameters: bonds
and angles, RMSD, and BLA values. We investigate a large
panel of cases going from molecules composed of few atoms
to large m-conjugated molecules.

1. Small molecules

Let us start with the results for a set of small molecules (see
Figure 1) for which highly accurate CC3 reference values are
available. We discuss only the statistical analysis carried out
for the bond lengths and valence angles of molecules 1 to 10, a
full list of all parameters is listed in the SI (Tables S2-S5). For
acetylene, molecule 1, we considered three singlet ES of Cy,
(A2) and Cyy, (A, and B,,) symmetries, while for the remaining
molecules, only the lowest singlet was considered (see Figure
S1 for details). Although we are mainly focused on ES ge-
ometries, let us briefly discuss the statistics for GS geometries
as well. In Figures S2 and S3, we present the error distribu-
tions for the bond lengths and valence angles of molecules 1
to 10 obtained with CCSD, CC2, PBE, PBEO, LC-PBE, LC-
PBEASCF LC-PBE®0", and LC-PBE®'“Y levels using CC3
data as references. First, we notice that both the mean ab-
solute error (MAE) and the standard deviation of the errors
(o) are quite low for both parameters in the GS. Globally, all
methods provide rather satisfying results. This is not surpris-
ing since molecules 1-10 are both small and quite rigid. The
highest MAE, 0.016 A for bond lengths, is obtained with the
non-tuned LC-PBE functional, while all the tuned ones deliver
smaller errors (Figure S2). In addition, analysing the errors
for the GS valence angles, we found that both PBE and PBEO

are less accurate than other methods (Figure S3), whereas they
are significantly more accurate for the bond lengths.

In Figures 3 and 4, we now present the error distributions
for ES bond lengths and valence angles, respectively. One
can notice that when going to the ES, the errors increase as
compared to the GS, especially for the valence angles. In-
terestingly, while in the GS going from PBE to PBEO results
in considerably lower statistical errors for the valence angles,
in the ES both methods deliver roughly equivalent accuracies.
Moreover, the largest MAE and o are obtained with the stan-
dard LC-PBE functional for both structural parameters. Opti-
mal tuning improves the accuracy of the LC-PBE functional,
especially for valence angles, where the lowest errors in the
OT series are obtained with LC-PBE®"_ In the case of CC
methods, we can notice that even though both CC2 and CCSD
provide very accurate bond lengths in both the GS and ES,
CC2 provide ES valence angles closer to the CC3 reference
values than CCSD.

Additionally, we also computed the linear determination
coefficient (R%). The correlation graphs for parameters and
methods discussed in this Section are given in Figures S4-S7.
One can see a nearly perfect correlation between the structural
parameters in the GS. As expected from the discussion above,
the ES R? values, especially for angles, are lower for all stud-
ied methods, even though we still observe high correlations
with the CC3 reference data.

It is also interesting to look at the error distributions for var-
ious bond (or angle) types. In the distribution of GS and ES
bond lengths (Figure S2 and 3), one can spot that C-H and C-
C bond lengths are usually accurately reproduced by all meth-
ods. Let us now focus on outliers: LC-PBE tends to underes-
timate quite strongly both C=Se and C=S bond distances, in
both GS and ES as compared to CC3 values (with an error of
ca. -0.04 A in GS and ca. -0.09 A in the ES). OT efficiently
lowers the LC-PBE errors for these bond lengths and gener-
ally improves the accuracy. We note that even CCSD tends to
underestimate these bond lengths in the ES. Furthermore, one
more challenging ES bond is the C=0 bond, an unsurprising
fact on the basis of previous analysis.”>!%> While CCSD un-
derestimates the C=0 bond distance, CC2 behaves oppositely,
providing too stretched bonds as compared to CC3. Similarly
to the previous case, LC-PBE provides the largest underesti-
mation among all tested methods. Surprisingly, OT function-
als do not significantly improve the estimate for the C=0 bond
length. Considering now the angles (Figures S3 and 4) one
notices that both GS and ES structures optimized with PBE,
PBEQO, and LC-PBE have a common outlier, that is the C-N=0O
angle of molecule 5. Both LC-PBE*SF and LC-PBE®0" of-
fer slight reduction of the error for this angle. Additionally,
there are two other significant errors with the LC-PBE func-
tional related to the C=C-H and C=C=S angles, yet these er-
rors can be effectively reduced using OT. These angles are
also too open with CCSD.

To conclude, all methods tend to provide quite accurate
bond lengths in both GS and ES for the molecules composed
of a few atoms with C=0 and C=S ES bonds being challeng-
ing. However, it is more challenging to get accurate valence
angles even in the GS. The LC-PBE functional is the least
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FIG. 3. Histogram showing ES bond length error distributions for the set of 10 small molecules obtained with (a) CCSD, (b) CC2, (c) PBE, (d)
PBEQ, (¢) LC-PBE, (f) LC-PBEASCF (2) LC-PBE®"_ and (h) LC-PBE®YSY methods as compared to CC3 reference values. All calculations

are done with the aug-cc-pVTZ atomic basis set. MAE and & are in A.

accurate of our set and OT can be a way to reduce these
errors, especially when using the LC-PBE®0"o functional.
However, neither approach would clearly outperform tradi-
tional DFT/TD-DFT for such compact compounds. This is at
odds with a previous work where for carbon monoxide, ace-
tone, acrolein, and methylenecyclopropene, BSE/GoW( and
BSE/evGW ES geometries (numerical gradients) were found
to be more accurate than those obtained with standard TD-
DFT calculations performed with PBEO, M06-2X, and CAM-
B3LYP functionals.®! That is why we decided to make a short
comparison between our GW-tuned LC-PBE ES geometries
and the ones obtained with BSE/GW numerical gradients.
We chose the acetone in C; symmetry (n — 7 lowest singlet
'A" ES) for this purpose. Optimal tuning and ES geome-
try optimizations were performed using the same cc-pVTZ
atomic basis set as in Ref. 61. The results of these calcula-
tions are listed in Table I. In agreement with the above dis-
cussion, GW-tuned functionals provide quite underestimated

C=0 bond distances and overestimated C-C-C valence an-
gles. In contrast, BSE/GW (numerical) estimations are sig-
nificantly closer to the reference CASPT2 values for that spe-
cific case. Nevertheless, quite accurate C-C bond lengths and
H-C-C=0 dihedrals are provided by GW-tuned LC-PBE func-
tionals. Moreover, one may notice that both LC-PBE®"
and LC-PBE®“Y follow the BSE/GW numerical trends, i.e.,
the non-self-consistent GW approach yields more accurate re-
sults. Based on this specific example, one may conclude that
TD-DFT based on OT functionals do not fully share the accu-
racy of BSE/GW calculations, especially for the description of
the polar C=0 bond distances and valence angles. This further
stresses the importance of the development of actual BSE/GW
analytical gradients.
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TABLE I. Calculated values of the optimized C=0 and C-C bond
lengths, C-C-C valence angle and H-C-C=0 dihedral of n — 7 lowest
singlet ' A" ES in acetone in C; symmetry. CASPT2, BSE/GoWy
(numerical) and BSE/evGW (numerical) values have been taken from
Ref. 61. All calculations rely on the cc-pVTZ atomic basis set.

Method C=0,[A] C-C,[A] C-C-C,[°] H-C-C=0,[°]
CASPT2 1.350 1.496 11275 5225
BSE/GoW, (numerical) 1.327 1.495 113.63 49.83
BSE/evGW (numerical) 1.302 1.504 114.58 50.09
LC-PBEC0"o 1.293 1.490 120.55 53.14
LC-PBE®@W 1.283 1.491 120.16 52.11

2. Excited state DMABN geometries

Let us now consider a larger and more challenging struc-
ture, DMABN. The interest in this molecule lies in its pecu-
liar photophysics, i.e., dual fluorescence. This phenomenon

usually occurs in polar solvents, where one can observe two
emission bands: a high energy peak originating from a LE
state and a low energy band assigned to the intramolecular CT
state. The reason behind this phenomenon is the twisted in-
tramolecular charge transfer (TICT) mechanism,%* where the
CT structure in which the NMe, group is perpendicular to the
benzene ring can be stabilized in the polar environment. 93106
Here we are comparing the accuracy of the optimized geome-
tries for both LE and CT states of DMABN using DFT func-
tionals (PBE, PBEO, LC-PBE) as well as LR-CC2 selecting
the EOM-CCSD geometries of Ref. 62 as reference. We test
the performance of six LC-PBE functionals tuned on 0° and
90° structures: LC-PBEASCF@(0°) [ C.pBECGoM@(0°) [ C-
PBECVGW w(OO), LC—PBEASCF(O(%O), Lc_PBEGOWO a)(90°)’ and
LC-PBESYCW ©(0°) " In order to compare the obtained opti-
mized geometries efficiently, we aligned the structures (as de-
scribed in the Computational details section) and computed
the RMSD values with respect to the EOM-CCSD structures.
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FIG. 5. Superposition of the optimized structures obtained with different methods as compared to the EOM-CCSD reference geometry for the
LE state of DMABN. RMSD values are listed. The results have been obtained with the cc-pVDZ atomic basis set. The red-coloured structure

corresponds to the reference CCSD/cc-pVDZ optimized geometry.
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FIG. 6. Superposition of the optimized CT structures obtained with different methods as compared to the EOM-CCSD reference geometry.
RMSD values in brackets have been calculated omitting the three hydrogen atoms of the NMe, group "above" the phenyl ring. See the caption

of Figure 5 for more details.

In Figure 5 we present the superposed structures for the
LE state obtained with all methods studied in this Section
(in blue) compared to the reference EOM-CCSD geometry (in
red). As one notices, we are not reporting the structures ob-
tained with PBE and PBEO functionals. This is simply due to
the fact that these two functionals twist the structures (up to ca.
90°, during the minimization, leading to minima that cannot
be directly compared to the ones obtained with EOM-CCSD.
Such behaviour of the PBE and PBEO stems from the known
underestimation of the CT energies by these functionals,!>!
and was reported before with PBE for DMABN.!” One can
notice that both CC2 and LC-PBE nicely match the CCSD
geometry with an RMSD of ca. 0.07 A. OT functionals such
as LC-PBEASCF and LC-PBE®"o tuned on untwisted struc-
ture (@(0°)) lead to significantly higher RMSD values. In
contrast, the same functionals but tuned on the 90° structure
deliver more accurate results as compared to the CCSD refer-
ence. This is a rather surprising result since the LE minimum
at the EOM-CCSD level has a twist angle of ca. 18°, which
is closer to the untwisted structure than the 90° twisted geom-
etry. There are likely some error compensation taking place

here. We highlight that for the LE state, LC-PBE®“Y pro-
vides the best agreement, among OT functionals, with the ref-
erence values nearly independent of the DMABN geometry
(untwisted or twisted) used for the tuning procedure, which
confirms the quality of the evGW estimates.

In Figure 6, we present the optimized structures obtained
with TD-DFT (PBE, PBEO, LC-PBE, and OT LC-PBE) and
CC2 levels aligned to the EOM-CCSD results for the CT ES.
First, CC2 provides a structure in good agreement with the
CCSD reference. In contrast, PBE and PBEO, which wrongly
predict this ES to be more stable than its LE counterpart, show
very large RMSD. This is because PBE and PBEO predict
the NMe, group to be strictly perpendicular to the benzene
ring, whereas all other methods yield pyramidalization of the
amino group and thus a smaller twist angle. The situation
is improved with all LC-PBE variants, an expected outcome
for a CT structure. Nevertheless, for both the non-tuned and
tuned LC-PBE functionals, the RMSD are significantly higher
than the ones for the LE state. We see that for CT geometries
all the OT functionals, no matter on which structures they are
tuned, provide similar RMSD values in the 0.41-0.43 A range.



Looking more carefully at the superposed structures in Figure
6, one can see that these differences are coming from rotations
of one of the methyl groups as compared to CCSD. Omitting
the three problematic hydrogen atoms, OT functionals pro-
vide more accurate ES geometries than the ones obtained with
LC-PBE. In addition, LC-PBE®'¢Y ©(%0°) provides the lowest
RMSD among OT functionals, which makes good sense since
the tuning was performed on a twisted structure with a self-
consistent GW scheme.

In the previous Section, we have seen that both PBE and
PBEO deliver quite accurate structural parameters for small
molecules. Here, we see that they are failing to provide the LE
minimum and provide inaccurate geometries of the CT state.
On balance, LC-PBE®YSY tuned on the 90° structure deliv-
ers the most satisfying geometries, although the CT structure
differs a bit from the CCSD reference due to the rotation of
one methyl group. However, it is fair to say that the tuning
scheme, using either ASCF or GW removal energies, does not
lead to a dramatic increase of accuracy as compared to the
untuned LC-PBE functional.

3. Conjugated molecules

In the previous Sections we discussed the structural differ-
ences between optimized structures obtained at various levels
of theory. Here, we are going to investigate how these geomet-
rical differences can be linked to the character of the ES. It is
first important to note that compounds 11 — 13 have a partial
cyanine nature. Indeed cyanine ES are known to be especially
challenging for TD-DFT!9-19 but less so for BSE/GW.*8
Following Ref. 12 we used the BLA parameter (see Compu-
tational details Section), which is the difference between the
average single and double bond lengths along a conjugation
path, as a metric to assess methodological aspects. Based on
the value of the BLA one can qualitatively split the system or
state into "neutral" (BLA > 0), "delocalized" (or cyanine-like,
BLA around 0), and "charge-transfer" (BLA < 0).12

In Figure 7 we present ES BLA values obtained for
molecules 11 — 18 (see Figure 1) using CC2, PBE, PBEOQ, LC-
PBE, LC-PBE*SCF, LC-PBE%"0, and LC-PBE®YY levels of
theory. As one may notice for PBE we only report the values
for molecules 11 — 13, as for other molecules the ES optimiza-
tion did not converge, which is unsurprising given their clear
CT structure. Additionally, the PBEO optimized ES structure
of 15 displays an out-of-plane ethenyl bridging moiety, i.e.,
the conjugation path is broken and we cannot calculate a rel-
evant BLA value in that case. PBE and PBEQ are quite far
from the CC2 reference and provide quite overestimated BLA
values, especially for the ES of the cyanine derivatives 11 to
13. In contrast, LC-PBE tends to underestimate the reference
BLA values, except in a few cases. In general, we can see
that OT functionals are in good agreement with the reference
CC2 values, the match being nearly perfect for the three cya-
nine systems. Indeed, significant improvement over LC-PBE
results can be obtained by using optimal tuning for most of
the molecules studied. For the largest molecule in the set, 18,
LC-PBE predicts a more neutral character for this ES, while

0.1501

cc2 LC-PBEASCF
PBE -=- LC-PBEGWo
PBEO -+- LC-PBE®CW
LC-PBE

0.1251

bttt

0.1001

0.0751

0.0501

BLA, (A)

0.0251

0.000 1

—0.0251

—0.0501

11 12 13 14 15 16 17 18
Molecules
FIG. 7. Excited-state BLA values for molecules 11 — 18 calculated

with DFT and CC2 levels of theory using aug-cc-pVTZ. The CC2
values have been taken from Ref. 12.

OT functionals provide lower BLA values closer to the small
CT character foreseen by CC2. However, a few problematic
cases can be detected as well such as molecule 14 and 17. In
these two cases, the optimal tuning leads to BLA values fur-
ther from the reference. Guido et al.'? rationalized the large
discrepancy between the CC2 and RSH (CAM-B3LYP) ge-
ometries for molecule 14 by the double excitation character
for this ES, a feature that cannot be efficiently captured by
TD-DFT nor BSE/GW.

In most cases, the OT functionals, regardless of the scheme
used for tuning, can provide quite accurate BLA values and
significantly improve the LC-PBE results.

B. Modelling of the absorption and emission spectra: 0-0
energies and band shapes

Now we turn towards the comparison of the absorption and
fluorescence spectral data. As we highlighted in the Introduc-
tion, it is a way to compare the computed ES geometries and
PES to experiments. We first discuss 0-0 energies, a parame-
ter that can be quite easily determined from the intersection of
absorption and emission spectra measured in solution.'10-113
One can directly calculate 0-O energies by adding the dif-
ference of zero-point vibrational energy (ZPVE) between ES
(E%g VE determined at ES geometry) and GS (EégVE, deter-
mined at GS geometry) to the adiabatic energy

0-0 _ adic ZPVE ES  .GS ZPVE  -ZPVE
E"T =E"“"+AE = (Egs —EGs) + (Egs — —EGs' )

where EES and ESS are ES and GS total energies determined
at their respective minimal geometries. The comparison of 0-0
energies between experiment and theory is preferred over the
use of theoretically calculated vertical energies, since the ex-
periment is not a purely vertical process.!%!12114-117 T Table
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the PhotochemCAD™ database®”.

IT we present experimental 0-0 energies and theoretically es-
timated ones using PBE, PBEO, LC-PBE, LC-PBEASCF, LC-
PBECWo_ and LC-PBE®'GY levels of theory. The results show
that PBE tends to underestimate the measured 0-0 energies,
especially for Perylene and Nile Red. It is no surprise that
a semilocal functional yields too small transition energies for
organic molecules. In contrast, PBEO usually overestimates
reference values, except for Perylene. The mean absolute
error (MAE) obtained with PBEOQ, ca. 0.2 eV’s, typical of
this level of theory.!'? Similarly to PBEO, LC-PBE generally
shows an overestimation trend but with somewhat larger er-

ror, e.g., a significantly large difference as compared to the
experiment is seen for Nile Red. Even though OT functionals
also overestimate 0-0 energies, except for Perylene, they are
usually closer to the experimental values than other methods.
For "traditional" OT functionals this finding is consistent with
literature precedent?’-?° and we show here that tuning of the
GW energies is as successful. It seems like Perylene and Nile
Red 0-0 energies are the most challenging cases for theoreti-
cal methods to reproduce. Nevertheless, it is clear from Table
I that OT functionals provide the most accurate 0-0 energies
with the lowest MAE.



TABLE II. 0-0 energies calculated with PBE, PBEO, LC-PBE, LC-

PBEASCF 1.C-PBEY%, and LC-PBE®'¢" methods compared to the
experimental energies. Energies and MAE are in eV.

Exp PBE PBE0 LC-PBE LC-PBESCF LC-PBECo™ LC-PBE®CW

Perylene 2.87 223 252 3.07 2.67 2.56 2.62
Dipyrrin 243 245 2.65 2.71 2.58 2.55 2.57
H2P 2.13 2.04 224 2.05 2.11 2.14 2.14
Nile Red 2.24 1.77 241 2.82 2.40 233 2.40
BPc 2.16 2.10 227 2.24 2.26 223 225
MAE 026 0.19 0.24 0.12 0.12 0.13

Let us now move to a comparison of the experimental and
theoretical band topologies. We present the vibronically-
resolved absorption and fluorescence spectra in Figures S8-
S17. One can see that generally the spectral shapes are quite
well reproduced by all tested methods. However, both PBE
and PBEO functionals quite often provide either overestimated
or underestimated molar extinction coefficients (&) for the ab-
sorption process (see Figure S8-S12). Furthermore, the PBE
€ value for Nile Red is close to zero (see Figure S11), which
is totally incorrect, and this issue is related to the CT nature of
the transition. LC-PBE tends to provide more resolved spec-
tra than experimental ones, especially for Perylene, where
the intensities of the peaks are quite far from the reference
(see Figure S8). OT functionals, especially LC-PBE®"o and
LC-PBE®'¢Y | yield spectra in quite good agreement with the
reference ones in terms of shapes, intensities, and peaks wave-
lengths. In Figure 8 we present the normalized absorption and
fluorescence spectra for H2P molecule. We decided to discuss
in more detail this case since the absorption spectra includes
a contribution from multiple ES and absorption to the first ES
has a very low oscillator strength contrary to other dyes. To
simulate the absorption spectra of H2P, we calculated contri-
butions from four ES and included HT effects for the two low-
est ES. One can notice in Figure 8a that the relative peak in-
tensities of PBE are not fitting the experimental ones for both
absorption and emission. Additionally, one can see in Figure
SO that the PBE € values are significantly lower than the refer-
ence ones. In contrast, other functionals, especially LC-PBE
and LC-PBEASCF | tend to overestimate the € values, but the
best agreement with experimental values is clearly obtained
with LC-PBE“" and LC-PBE®'“Y (see Figure S10). LC-
PBE quite strongly blueshifts the absorption spectra as com-
pared to other functionals. Moreover, the fluorescence spec-
trum modelled with LC-PBE is significantly broader than the
experimental one. OT functionals improve the band shapes,
although a slight blueshift pertains for the fluorescence spec-
trum. Among the OT series, LC-PBE®" and LC-PBE®'¢%
provide more accurate shapes of both absorption and emission
spectra than LC-PBEASCF,

To summarize, OT functionals show significant improve-
ments over the parent LC-PBE functional for the calcula-
tion of the spectroscopic properties. More interestingly, LC-
PBE®"o and LC-PBE®'“Y deliver 0-0 energies as well as
band shapes and intensities closer to the measured one that the
other tested functionals. It is already known that BSE/GW,
especially using evGW scheme, can provide accurate 0-0

11

energies.*” Here, we also show that GW-tuned RSH function-
als can provide accurate band shapes and intensities for the
absorption and emission spectra, which hints at an improved
description of the PES around the GS and ES minima.

IV. CONCLUSIONS

In this contribution, we assessed the accuracy of ES geome-
tries obtained with optimally-tuned (OT) LC-PBE functionals,
tuned on the IP and EA obtained with the GW approach, i.e.,
LC-PBE%% and LC-PBE®"“W. We investigated the ES op-
timization with these functionals and compared the results to
standard DFT (PBE and PBEOQ), conventionally tuned (LC-
PBEASCF) and non-tuned LC-PBE functionals. We provided
comparisons of the ES geometries to high-level CC reference
values as well as experimental data.

In the first part, we investigated the performance of the
GW-tuned OT functionals for three different types of sys-
tems including molecules composed of few atoms, DMABN,
and conjugated dyes. For the few-atoms compact systems,
there is no clear advantage over standard TD-DFT. This dif-
fers from the results of a previous work relying on BSE/GW
finite-difference calculations,%! suggesting that tuned LC-
functionals, even when tuning is performed on GW removal
energies, cannot capture all the features of the many-body for-
malism. In contrast, in the case of DMABN for which PBE
and PBEQ fail, LC-PBESW tends to deliver the closest agree-
ment with reference EOM-CCSD geometries independently
of the DMABN geometry used for the tuning procedure. For
large cyanine and push-pull systems, all OT functionals pro-
vide similar results, showing significant improvements over
the non-tuned LC-PBE functional. Finally, we also compared
the theoretical and experimental spectra as a metric to evaluate
the accuracy of the ES geometries and PES around the optimal
geometry. The obtained results suggest that GW tuned LC-
PBE functionals not only provide accurate 0-0 energies but are
also more likely to deliver the accurate band shapes and inten-
sities for the absorption and emission spectra. Additionally,
we highlight that in the case of large dyes, the computational
costs of GW tuning can be noticeably lower as compared to
the conventional tuning.

We have shown that the tuning of RSH functionals on GW
quasiparticle energies can be beneficial to improve TD-DFT
excited state geometries, especially in the case of larger dye
molecules. However, this improvement cannot be viewed as
systematic, since no gain is obtained for, e.g., small com-
pounds. We hope that our work will be an additional stimulus
for the scientific community to focus on the development of
efficient techniques for obtaining BSE/GW analytic gradients
in both gas and condensed phases.

Supplementary Material

See the supplementary material for OT @ values, raw data,
additional statistical analyses for all sets, as well as additional
absorption and emission spectra for the dyes.
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