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#### Abstract

This paper is concerned with the homogenization of the Stokes equations in a periodic perforated domain. The homogenized model is known to be Darcy's law in the full domain. We establish a sharp convergence rate $O(\sqrt{\varepsilon})$ for the energy norm of the difference of the velocities, where $\varepsilon$ represents the size of the solid obstacles. This is achieved by using a two-scale asymptotic expansion of the Stokes equations and a new construction of a cut-off function which avoids the introduction of boundary layers. The main novelty is that our analysis applies for the physically relevant case of a porous medium where each of the fluid and solid parts is a connected subdomain.


## 1 Introduction

In this paper, we deal with the Stokes problem for an incompressible viscous fluid in a porous medium which is represented as a periodic perforated domain (see for example Figure 1 or Figure 22. This work is motivated by the derivation of an error estimate for a Multiscale Finite Element Method (MsFEM) applied to the Stokes equations in perforated domains [11, 7] which is based on the homogenization theory. Let $\Omega \subset \mathbb{R}^{d}$ be a regular bounded open set. As shown in Figure 1 , we divide the domain $\Omega$ into a fixed solid part $B^{\varepsilon}$ and its complementary fluid part $\Omega^{\varepsilon}$. Here $\varepsilon$ denotes a small parameter equal to the ratio between the characteristic length of the periodic heterogeneities and the characteristic length of the domain. A first typical example of such a porous domain $\Omega^{\varepsilon}$ is given by Figure 1 where the solid obstacles $B^{\varepsilon}$ are a collection of isolated and periodically repeated obstacles. A second typical case, in dimension $d \geq 3$, is a porous domain $\Omega^{\varepsilon}$ perforated by a regular lattice of interconnected solid cylinders as presented in Figure 2. A precise definition of $\Omega^{\varepsilon}$ is given in Section 2.


Figure 1: Porous medium $\Omega^{\varepsilon}$, obtained from a domain $\Omega$ perforated by a set of solid isolated obstacles $B^{\varepsilon}$


Figure 2: Regular lattice of interconnected cylinders
The steady-state Stokes problem with homogeneous Dirichlet boundary condition in a perforated domain is to find the velocity $\boldsymbol{u}_{\boldsymbol{\varepsilon}}: \Omega^{\varepsilon} \rightarrow \mathbb{R}^{d}$ and the pressure $p_{\varepsilon}: \Omega^{\varepsilon} \rightarrow \mathbb{R}$ solution to:
where $\nu>0$ is the viscosity and $\boldsymbol{f}$ the applied force. Vector valued functions are written in bold. In the literature, some authors consider a different scaling of (1), replacing the velocity $\boldsymbol{u}_{\varepsilon}$ by $\boldsymbol{u}_{\boldsymbol{\varepsilon}}=\varepsilon^{2} \tilde{\boldsymbol{u}}_{\varepsilon}$. This does not change anything to our methodology and our results, up to this $\varepsilon^{2}$ factor.

We denote by $(\cdot, \cdot)$ the usual scalar product in $L^{2}\left(\Omega^{\varepsilon}\right)$ for scalar and vector-valued functions. We introduce the classical velocity space $V=H_{0}^{1}\left(\Omega^{\varepsilon}\right)^{d}=\left\{\boldsymbol{u} \in H^{1}\left(\Omega^{\varepsilon}\right)^{d}\right.$ s.t. $\left.\left.\boldsymbol{u}\right|_{\partial \Omega^{\varepsilon}}=\mathbf{0}\right\}$ and pressure space $M=L_{0}^{2}\left(\Omega^{\varepsilon}\right)=\left\{q \in L^{2}\left(\Omega^{\varepsilon}\right)\right.$, s.t. $\left.\int_{\Omega^{\varepsilon}} q=0\right\}$. In $V$ we shall often use the semi-norm $|\cdot|_{H^{1}}$, equivalent to the usual norm and defined by:

$$
|v|_{H^{1}\left(\Omega^{\varepsilon}\right)}=\|\nabla v\|_{L^{2}\left(\Omega^{\varepsilon}\right)}, \quad \boldsymbol{v} \in H^{1}\left(\Omega^{\varepsilon}\right)^{d} .
$$

We introduce the bilinear forms $a: V \times V \rightarrow \mathbb{R}$ and $b: M \times V \rightarrow \mathbb{R}$ by:

$$
a(\boldsymbol{u}, \boldsymbol{v})=\nu(\boldsymbol{\nabla} \boldsymbol{u}, \boldsymbol{\nabla} \boldsymbol{v}), \quad b(p, \boldsymbol{v})=(p, \operatorname{div} \boldsymbol{v}) .
$$

Then, assuming that $\boldsymbol{f} \in L^{2}(\Omega)^{d}$, a weak formulation of the Stokes problem (1) reads as follows: find $\boldsymbol{u}_{\varepsilon} \in V$ and $p_{\varepsilon} \in M$ such that

$$
\left\{\begin{align*}
a\left(\boldsymbol{u}_{\varepsilon}, \boldsymbol{v}\right)+b\left(p_{\varepsilon}, \boldsymbol{v}\right) & =(\boldsymbol{f}, \boldsymbol{v}) & & \forall \boldsymbol{v} \in V  \tag{2}\\
b\left(q, \boldsymbol{u}_{\varepsilon}\right) & =0 & & \forall q \in M
\end{align*}\right.
$$

It is well known that, if $\Omega^{\varepsilon}$ is connected (to ensure that the zero-average condition of the pressure is enough to remove the undetermined constant of the pressure), there exists a unique weak solution to (2) [9].

The homogenization of the Stokes equations, i.e. finding the limit system satisfied by the limit of $\left(\boldsymbol{u}_{\varepsilon}, p_{\varepsilon}\right)$ as $\varepsilon$ goes to zero, was first investigated by [13, 15, 1]. A review of these results can be found in [10], [5]. The homogenized or effective equations for the Stokes system, in a periodic perforated domain, is Darcy's law for the velocity $\boldsymbol{u}$ and the homogenized pressure $p^{*}$ :

$$
\left\{\begin{aligned}
\boldsymbol{u} & =\frac{1}{\nu} A^{*}\left(\boldsymbol{f}-\nabla p^{*}\right) & & \text { in } \Omega \\
\operatorname{div} \boldsymbol{u} & =0 & & \text { in } \Omega \\
\boldsymbol{u} \cdot \boldsymbol{n} & =0 & & \text { on } \partial \Omega
\end{aligned}\right.
$$

where $A^{*}$ is a constant permeability tensor (see Proposition 3.2.).
The first convergence result for the homogenization of the Stokes equations was established in [15], where the author proved the weak $L^{2}$ convergence of the velocity and the strong $L^{2}$ convergence of the pressure. The strong $L^{2}$ convergence of the velocity with a corrector was proven later in [1]. The first quantitative result of convergence in the $H^{1}$-norm was obtained in [12] with a relative error estimate of order $\varepsilon^{1 / 6}$ in a two-dimensional domain $(d=2)$. This result has been improved to $\sqrt{\varepsilon}$ in [11] for the case of isolated solid obstacles (still in two space dimension $d=2$ ). This $\sqrt{\varepsilon}$ error estimate was independently and further improved in [14] for any space dimension $d \geq 2$, still under the assumption of isolated solid obstacles (as in Figure 1). The main technical idea in [14] is to construct boundary correctors which control the boundary layers appearing in the proof of the error estimate. Note that the assumption of isolated solid obstacles is not physically realistic in dimension $d \geq 3$.

The goal of the present paper is to extend this $\sqrt{\varepsilon}$ error estimate to the case of connected solid obstacles (as in Figure 2). Before stating our main result (in loose terms, see Theorem 4.1 for a precise statement) we need to introduce some notations. Actually the Darcy velocity $\boldsymbol{u}$ does not see the solid obstacles and thus cannot be a good approximation of the original velocity $\boldsymbol{u}_{\boldsymbol{\varepsilon}}$. It must be corrected by introducing a better approximation which is

$$
\boldsymbol{u}_{2}\left(x, \frac{x}{\varepsilon}\right)=\frac{1}{\nu} \sum_{i=1}^{d} \boldsymbol{\omega}_{i}\left(\frac{x}{\varepsilon}\right)\left(f_{i}(x)-\frac{\partial p^{*}}{\partial x_{i}}(x)\right)
$$

where the local velocities $\boldsymbol{\omega}_{\boldsymbol{i}}$ are solutions of cell problems (6). Actually the link between $\boldsymbol{u}_{\mathbf{2}}$ and the Darcy velocity $\boldsymbol{u}$ is that $\boldsymbol{u}(x)$ is the average of $\boldsymbol{u}_{2}(x, y)$ with respect to the periodic variable $y$.

The main result we shall proved is:
Theorem 1.1. Let $\boldsymbol{u}_{\varepsilon}, p_{\varepsilon}$ be the solution to the Stokes problem (1) and $\boldsymbol{u}_{\mathbf{2}}, p^{*}$, their homogenized approximations. Assuming that $\boldsymbol{f}$ is smooth enough, there exists a constant $C$, independent of $\varepsilon$ and $f$, such that

$$
\frac{\left\|p_{\varepsilon}-p^{*}\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)}}{\left\|p^{*}\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)}} \leq C \varepsilon^{\frac{1}{2}}\|\boldsymbol{f}\|_{H^{2}(\Omega) \cap C^{1, \alpha}(\bar{\Omega})}
$$

$$
\begin{aligned}
& \frac{\left|\boldsymbol{u}_{\boldsymbol{\varepsilon}}-\varepsilon^{2} \boldsymbol{u}_{\boldsymbol{2}}\right|_{H^{1}\left(\Omega^{\varepsilon}\right)}}{\left|\varepsilon^{2} \boldsymbol{u}_{\boldsymbol{2}}\right|_{H^{1}\left(\Omega^{\varepsilon}\right)}} \leq C \varepsilon^{\frac{1}{2}}\|\boldsymbol{f}\|_{H^{2}(\Omega) \cap C^{1, \alpha}(\bar{\Omega})}, \\
& \frac{\left\|\boldsymbol{u}_{\boldsymbol{\varepsilon}}-\varepsilon^{2} \boldsymbol{u}_{\boldsymbol{2}}\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)}}{\left\|\varepsilon^{2} \boldsymbol{u}_{\boldsymbol{2}}\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)}} \leq C \varepsilon^{\frac{1}{2}}\|\boldsymbol{f}\|_{H^{2}(\Omega) \cap C^{1, \alpha}(\bar{\Omega})} .
\end{aligned}
$$

Theorem 1.1 is stated in terms of relative errors since $\varepsilon^{2} \boldsymbol{u}_{\mathbf{2}}$ (and thus $\boldsymbol{u}_{\boldsymbol{\varepsilon}}$ ) is small. Its proof follows the same strategy as that in [11] (but extends it to dimensions larger than 2) and differs significantly from the proof in [14]. Actually, our proof is simpler in the sense that no boundary layers (and thus correctors of their effect) appear. It turns out that we are able to use a cutoff argument as in the standard elliptic case [3] but without compromising the divergence-free condition for the velocities. Of course, the main novelty is that Theorem 1.1 applies to any case of solide obstacles, isolated or connected. In dimension $d \geq 3$, the physically relevant case is that of connected obstacles and not isolated obstacles.

The content of this paper is the following. Section 2 gives a precise definition of the geometrical assumptions of a periodic porous medium. Section 3 is devoted to the formal two-scale asymptotic expansion method which delivers the homogenized problem, as well as some cell correctors, including the velocities $\omega_{i}$ appearing in the definition of $\boldsymbol{u}_{\mathbf{2}}$. In Section 4 is stated our main result (Theorem 4.1 which is just a rigorous statement of Theorem 1.1) and its proof is decomposed in several technical lemmas.

## 2 Geometric modeling of the porous medium

As usual in periodic homogenization theory [3, 10, 13], we consider a porous medium obtained by the periodic repetition of an elementary cell of size $\varepsilon$, in a bounded domain of $\mathbb{R}^{d}$. We first define the corresponding dimensionless elementary cell $Y$.

### 2.1 Definition of the elementary cell $Y$

Let $Y=] 0,1{ }^{d}$ be the open unit cube of $\mathbb{R}^{d}, d \geq 2$. Let $Y_{S}$ be a closed subset of $\bar{Y}$. We define $Y_{F}$, an open set of $\mathbb{R}^{d}$, by $Y_{F}=Y \backslash Y_{S}$, where $Y_{S}$ represents the part of $Y$ occupied by the solid and $Y_{F}$ represents the part of $Y$ occupied by the fluid. The fluid part $Y_{F}$ and the solid part $Y_{S}$ satisfy $Y_{F} \cup Y_{S}=Y$ and $Y_{F} \cap Y_{S}=\emptyset$ (see Figure 3). The closed set $Y_{S}$ is repeated by $Y$ periodicity and fills the entire space $\mathbb{R}^{d}$, in order to obtain a closed set of $\mathbb{R}^{d}$, noted $E_{S}$. Let the open set $E_{F}$ be the complementary of $E_{S}$ in $\mathbb{R}^{d}$, i.e. $E_{F}=\mathbb{R}^{d} \backslash E_{S}$. We assume the following hypotheses on $Y_{F}$ and $E_{F}$ :

1. $Y_{F}$ and $Y_{S}$ have stricly positive measure on $\bar{Y}$ (the elementary cell $Y$ contains fluid and solid together).
2. $Y_{F}$ is an open connected set with a locally Lipschitz boundary.
3. $E_{F}$ and the interior of $E_{S}$ are open sets with smooth boundaries of class $C^{m+2}$, with $m>\frac{d}{2}$, and are locally located on one side of their boundary. Moreover $E_{F}$ is connected.
Remark that the solid part $E_{S}$ can be connected or not, corresponding to the two different geometric cases of Figures 1 and 2 which are later called isolated obstacles or connected obstacles. The assumption that $E_{F}$ is smooth and connected implies that, on each face of $Y$, there is a fluid sub-domain of non-zero (surface) measure.


Figure 3: Isolated (left) or connected (right) solid obstacles in the unit cell $Y=Y_{F} \cup Y_{S}$

### 2.2 Definition of the open set $\Omega^{\varepsilon}$

Let $\Omega$ be a bounded and connected open set of $\mathbb{R}^{d}(d \geq 2)$ which is assumed to have a smooth boundary of class $C^{3, \alpha}$, for some $0<\alpha<1$. The set $\Omega$ is covered with a regular square mesh of size $\varepsilon$, each cell being a cube $Y_{i}^{\varepsilon}$. We define for any $i \in \mathbb{Z}^{d}$ :

$$
\begin{gathered}
Y_{i}=Y+i, \quad Y_{i, F}=Y_{F}+i, \quad Y_{i, S}=Y_{S}+i, \\
Y_{i}^{\varepsilon}=\varepsilon(Y+i), \quad Y_{i, F}^{\varepsilon}=\varepsilon\left(Y_{F}+i\right), \quad Y_{i, S}^{\varepsilon}=\varepsilon\left(Y_{F}+i\right) .
\end{gathered}
$$

The periodic set of solid obstacles (or perforations) inside $\Omega$ is defined as:

$$
B^{\varepsilon}=\bigcup_{i \in \mathcal{I}} Y_{i, S}^{\varepsilon},
$$

where $\mathcal{I} \subset \mathbb{Z}^{d}$ is a set of indices which is precisely defined in Assumption 2.1 below. The role of $\mathcal{I}$ is to remove obstacles from $\Omega$ only if they are sufficiently away from the boundary $\partial \Omega$. Finally, the fluid part $\Omega^{\varepsilon}$ of the perforated medium is defined by $\Omega^{\varepsilon}=\Omega \backslash B^{\varepsilon}$, i.e.

$$
\Omega^{\varepsilon}=\Omega \backslash \bigcup_{i \in \mathcal{I}} Y_{i, S}^{\varepsilon} .
$$

The definition of $\mathcal{I}$ depends on the two cases of isolated or connected solid obstacles (see Figure 3).

Assumption 2.1. We consider two different sets of assumptions depending on the two cases of isolated or connected solid obstacles.

1. If the solid part $Y_{S}$ is isolated, namely stricly included in $Y$ (not touching its boundary), then $\mathcal{I}=\left\{i \in \mathbb{Z}^{d}\right.$ s.t. $\left.Y_{i}^{\varepsilon} \subset \Omega\right\}$. In other words, only entire obstacles $Y_{i, S}^{\varepsilon}$ are removed from $\Omega$ and thus no obstacles are cut by the boundary $\partial \Omega$.
2. If the solid part $Y_{S}$ touches the boundary of $Y$, meaning that obstacles are connected, then we define a first set of indices $\mathcal{I}_{1}=\left\{i \in \mathbb{Z}^{d}\right.$ s.t. $\left.Y_{i}^{\varepsilon} \subset \Omega\right\}$ and an open subset of $\Omega$ defined by its closure

$$
\overline{C_{1}^{\varepsilon}}=\bigcup_{i \in \mathcal{I}_{1}} \overline{Y_{i}^{\varepsilon}} .
$$

Then, a second smaller set of indices is

$$
\mathcal{I}_{2}=\left\{i \in \mathcal{I}_{1} \text { such that } \overline{Y_{i}^{\varepsilon}} \cap \partial C_{1}^{\varepsilon}=\emptyset\right\},
$$

meaning that no cell $Y_{i}^{\varepsilon}$ in $\mathcal{I}_{2}$ touches the boundary $\partial C_{1}^{\varepsilon}$. Similarly, we define an open subset of $\Omega$ defined by its closure

$$
\overline{C_{2}^{\varepsilon}}=\bigcup_{i \in \mathcal{I}_{2}} \overline{Y_{i}^{\varepsilon}} .
$$

Finally, we choose $\mathcal{I}=\mathcal{I}_{2}$, meaning that the obstacles are not cut by the boundary $\partial \Omega$ and stay away from $\partial \Omega$ and $\partial C_{1}^{\varepsilon}$ at a distance of the order of $\varepsilon$ (see Figure 4. which is 2-d sketch of a 3-d situation).

Remark 2.2. The second item of Assumption 2.1 allows us to treat the realistic case of a connected solid part, which is possible only for space dimensions $d \geq 3$ because in 2-d $E_{F}$ and $E_{S}$ cannot be connected simultaneously. The second item of Assumption 2.1 is similar to an assumption in [5] and is slightly different from the assumption made in [1]. It is a necessary assumption for several technical reasons, including the fact that, when $E_{S}$ is connected, there may be some pathological cut obstacles near the boundary $\partial \Omega$. In particular, the fluid domain may be not connected.


Figure 4: Porous medium $\Omega^{\varepsilon}$ when the solid part $Y_{S}$ touches the boundary of $Y$

## 3 Two-scale asymptotic expansion

This section recalls how to formally obtain the homogenized problem for the Stokes equations (1), as well as the definitions of several corrector terms in the unit cell which are required for the sequel. This is achieved by applying the classical method of two-scale asymptotic expansion [3, 13. The following results are already well-known but are recalled since the notations are required for the next sections. The formal method of two-scale asymptotic expansion starts with the following ansatz for the velocity $\boldsymbol{u}_{\varepsilon}$ and pressure $p_{\varepsilon}$ :

$$
\begin{equation*}
\boldsymbol{u}_{\boldsymbol{\varepsilon}}(x)=\sum_{k=2}^{+\infty} \varepsilon^{k} \boldsymbol{u}_{\boldsymbol{k}}\left(x, \frac{x}{\varepsilon}\right), \quad p_{\varepsilon}(x)=\sum_{k=0}^{+\infty} \varepsilon^{k} p_{k}\left(x, \frac{x}{\varepsilon}\right) . \tag{3}
\end{equation*}
$$

All functions $\boldsymbol{u}_{\boldsymbol{k}}(x, y), p_{k}(x, y)$ are assumed $\mathbb{Z}^{d}$-periodic in $y$ i.e. 1-periodic with respect to each component $y_{1}, \ldots, y_{d}$.

Remark 3.1. We begin the asymptotic expansion of the velocity $\boldsymbol{u}_{\boldsymbol{\varepsilon}}$ at $k=2$ since it is wellknown in the literature that the first terms $\boldsymbol{u}_{\mathbf{0}}$ and $\boldsymbol{u}_{\mathbf{1}}$ vanish.

We recall the following derivation rule:

$$
\begin{equation*}
\boldsymbol{\nabla}\left(\boldsymbol{u}_{\boldsymbol{k}}\left(x, \frac{x}{\varepsilon}\right)\right)=\left(\varepsilon^{-1} \boldsymbol{\nabla}_{\boldsymbol{y}} \boldsymbol{u}_{\boldsymbol{k}}+\boldsymbol{\nabla} \boldsymbol{u}_{\boldsymbol{k}}\right)\left(x, \frac{x}{\varepsilon}\right) \tag{4}
\end{equation*}
$$

where $\boldsymbol{\nabla}$ and $\boldsymbol{\nabla}_{\boldsymbol{y}}$ denote the partial derivatives with respect to the macroscopic variable $x$ and the microscopic variable $y$. Then, introducing the series (3) in the Stokes equations (11), using the derivation rule (4), we obtain for the momentum equation:

$$
\begin{aligned}
-\nu \Delta \boldsymbol{u}_{\boldsymbol{\varepsilon}}(x)+\boldsymbol{\nabla} p_{\varepsilon}(x) & =\varepsilon^{-1} \boldsymbol{\nabla}_{\boldsymbol{y}} p_{0}+\varepsilon^{0}\left\{-\nu \operatorname{div}_{y} \boldsymbol{\nabla}_{\boldsymbol{y}} \boldsymbol{u}_{\mathbf{2}}+\boldsymbol{\nabla} p_{0}+\boldsymbol{\nabla}_{\boldsymbol{y}} p_{1}\right\} \\
& +\varepsilon\left\{-\nu\left(\operatorname{div} \boldsymbol{\nabla}_{\boldsymbol{y}} \boldsymbol{u}_{\boldsymbol{2}}+\operatorname{div}_{y} \boldsymbol{\nabla} \boldsymbol{u}_{\boldsymbol{2}}+\operatorname{div}_{y} \boldsymbol{\nabla}_{\boldsymbol{y}} \boldsymbol{u}_{\boldsymbol{3}}\right)+\boldsymbol{\nabla} p_{1}+\boldsymbol{\nabla}_{\boldsymbol{y}} p_{2}\right\} \\
& +\sum_{k=2}^{+\infty} \varepsilon^{k}\left\{-\nu\left(\operatorname{div} \boldsymbol{\nabla} \boldsymbol{u}_{\boldsymbol{k}}+\operatorname{div} \boldsymbol{\nabla}_{\boldsymbol{y}} \boldsymbol{u}_{\boldsymbol{k}+\mathbf{1}}+\operatorname{div}_{y} \boldsymbol{\nabla} \boldsymbol{u}_{\boldsymbol{k}+\mathbf{1}}+\operatorname{div}_{y} \boldsymbol{\nabla}_{\boldsymbol{y}} \boldsymbol{u}_{\boldsymbol{k}+\mathbf{2}}\right)\right. \\
& \left.+\boldsymbol{\nabla} p_{k}+\boldsymbol{\nabla}_{\boldsymbol{y}} p_{k+1}\right\}=\boldsymbol{f}
\end{aligned}
$$

and for the incompressiblity condition:

$$
\operatorname{div} \boldsymbol{u}_{\boldsymbol{\varepsilon}}(x)=\varepsilon \operatorname{div}_{y} \boldsymbol{u}_{\mathbf{2}}+\sum_{k=2}^{+\infty} \varepsilon^{k}\left\{\operatorname{div} \boldsymbol{u}_{\boldsymbol{k}}+\operatorname{div}_{y} \boldsymbol{u}_{\boldsymbol{k}+\mathbf{1}}\right\}=0
$$

Now, we identify the quantities associated to the different orders of $\varepsilon$. The leading order $\varepsilon^{-1}$ of the momentum equation is:

$$
\begin{cases}\boldsymbol{\nabla}_{\boldsymbol{y}} p_{0}=0 & \text { in } Y_{F}  \tag{5}\\ y \rightarrow p_{0}(x, y) & Y-\text { periodic. }\end{cases}
$$

From (5) one deduces that $p_{0}$ does not depend on $y$ and there exists a function $p^{*}(x)$ such that $p_{0}(x, y)=p^{*}(x)$. At the next order $\varepsilon^{0}$ for the momentum equation and $\varepsilon$ for the incompressibility condition, we get:

$$
\begin{cases}-\nu \Delta_{y} \boldsymbol{u}_{\mathbf{2}}+\boldsymbol{\nabla}_{\boldsymbol{y}} p_{1}=\boldsymbol{f}-\boldsymbol{\nabla} p^{*} & \text { in } Y_{F}, \\ \operatorname{div}_{y} \boldsymbol{u}_{\mathbf{2}}=0 & \text { in } Y_{F}, \\ \boldsymbol{u}_{\mathbf{2}}=\mathbf{0} & \text { on } \partial Y_{S}, \\ y \rightarrow \boldsymbol{u}_{\mathbf{2}}(x, y), p_{1}(x, y) & Y-\text { periodic. }\end{cases}
$$

It follows that $\boldsymbol{u}_{2}$ and $p_{1}$ are linear combinations of the solutions to the following cell Stokes problems: for $i=1, \ldots, d$ find $\omega_{i}: Y \rightarrow \mathbb{R}^{d}$ and $\pi_{i}: Y \rightarrow \mathbb{R}, \mathbb{Z}^{d}$-periodic and solutions to:

$$
\begin{cases}-\Delta_{y} \boldsymbol{\omega}_{\boldsymbol{i}}+\boldsymbol{\nabla}_{\boldsymbol{y}} \pi_{i}=\boldsymbol{e}_{\boldsymbol{i}} & \text { in } Y_{F}  \tag{6}\\ \operatorname{div}_{y} \boldsymbol{\omega}_{\boldsymbol{i}}=0 & \text { in } Y_{F} \\ \boldsymbol{\omega}_{\boldsymbol{i}}=\mathbf{0} & \text { on } \partial Y_{S} \\ \int_{Y} \pi_{i}=0, & \\ y \rightarrow \boldsymbol{\omega}_{\boldsymbol{i}}, \pi_{i} & Y \text {-periodic. }\end{cases}
$$

Velocity and pressure are extended by 0 in $Y_{S}$. Using the Einstein summation convention on repeated indices, it follows that:

$$
\left\{\begin{align*}
\boldsymbol{u}_{\mathbf{2}}(x, y) & =\frac{1}{\nu} \boldsymbol{\omega}_{\boldsymbol{i}}(y)\left(f_{i}(x)-\frac{\partial p^{*}}{\partial x_{i}}(x)\right)  \tag{7}\\
p_{1}(x, y) & =\pi_{i}(y)\left(f_{i}(x)-\frac{\partial p^{*}}{\partial x_{i}}(x)\right)
\end{align*}\right.
$$

Furthermore, averaging on $Y_{F}$ the $\varepsilon^{2}$ term of the incompressibility condition (taking into account the boundary conditions for $\boldsymbol{u}_{3}$ in (11) yields

$$
\begin{equation*}
\operatorname{div}\left\langle\boldsymbol{u}_{2}\right\rangle=0 \tag{8}
\end{equation*}
$$

where $\langle\cdot\rangle$ stands for the average over $Y_{F}$ :

$$
\langle\boldsymbol{v}\rangle=\frac{1}{\left|Y_{F}\right|} \int_{Y_{F}} \boldsymbol{v}(y) d y
$$

Inserting formula (7) for $\boldsymbol{u}_{\boldsymbol{2}}$ in (8) leads to the Darcy equation for the pressure $p^{*}$. Furthermore, a similar asymptotic analysis can be performed on the boundary $\partial \Omega$ but the homogenized boundary condition turns out to be weaker, namely only the normal component of $\boldsymbol{u}$ vanishes on $\partial \Omega$ [1, 10, 11.

Proposition 3.2. The Darcy velocity is defined as

$$
\begin{equation*}
\boldsymbol{u}=\left\langle\boldsymbol{u}_{\mathbf{2}}\right\rangle=\frac{1}{\nu}\left\langle\boldsymbol{\omega}_{\boldsymbol{i}}\right\rangle\left(f_{i}(x)-\frac{\partial p^{*}}{\partial x_{i}}(x)\right) \tag{9}
\end{equation*}
$$

and the homogenized pressure $p^{*}$ is the solution to the following Darcy problem:

$$
\left\{\begin{array}{rlll}
\operatorname{div} A^{*}\left(\boldsymbol{f}-\boldsymbol{\nabla} p^{*}\right) & = & 0 & \text { in } \Omega,  \tag{10}\\
\boldsymbol{n} \cdot\left(A^{*}\left(\boldsymbol{f}-\boldsymbol{\nabla} p^{*}\right)\right) & = & 0 & \text { on } \partial \Omega,
\end{array}\right.
$$

where the constant tensor $A^{*}$ is defined by its columns

$$
A^{*} e_{i}=\left\langle\boldsymbol{\omega}_{\boldsymbol{i}}\right\rangle=\frac{1}{\left|Y_{F}\right|} \int_{Y_{F}} \omega_{\boldsymbol{i}}(y) d y
$$

There exists a solution $p^{*} \in H^{1}(\Omega)$ of (10), which is unique up to an additive constant. Furthermore, under Assumption 2.1 and assuming $\boldsymbol{f} \in C^{1, \alpha}(\bar{\Omega})^{d}$ with $0<\alpha<1$, then $\boldsymbol{\nabla} p^{*}$ is of class $C^{1, \alpha}(\bar{\Omega})$ and $p^{*}$ is of class $C^{2, \alpha}(\bar{\Omega})$. Similarly, if $\boldsymbol{f} \in H^{2}(\Omega)^{d}$, then $\boldsymbol{\nabla} p^{*} \in H^{2}(\Omega)^{d}$ too.
Proof. Problem (10) is well-posed in $H^{1}(\Omega) / \mathbb{R}$ because it is just a second-order elliptic equation for the pressure $p^{*}$, complemented by a Neumann boundary condition (one can check that $A^{*}$ is positive definite). Recall that $C^{1, \alpha}(\bar{\Omega})$ is the space of functions in $C^{1}(\bar{\Omega})$ with derivatives which are $\alpha$-Hölderian. Since $\boldsymbol{f} \in C^{1, \alpha}(\bar{\Omega})$ then it is known that $\boldsymbol{\nabla} p^{*}$ is of class $C^{1, \alpha}(\bar{\Omega})$ (see for example [8, Theorems 8.33 and 8.34]). Finally, $\boldsymbol{f} \in H^{2}(\Omega)^{d}$ implies $\boldsymbol{\nabla} p^{*} \in H^{2}(\Omega)^{d}$ by standard Sobolev regularity theory for elliptic equations.

At the next order $\varepsilon$ for the momentum equation and $\varepsilon^{2}$ for the incompressibility condition, we get:

$$
\begin{cases}-\nu \Delta_{y} \boldsymbol{u}_{\mathbf{3}}+\boldsymbol{\nabla}_{\boldsymbol{y}} p_{2}=\nu \operatorname{div} \boldsymbol{\nabla}_{\boldsymbol{y}} \boldsymbol{u}_{\mathbf{2}}+\nu \operatorname{div}_{y} \boldsymbol{\nabla} \boldsymbol{u}_{\mathbf{2}}-\boldsymbol{\nabla} p_{1} & \text { in } Y_{F},  \tag{11}\\ \operatorname{div}_{y} \boldsymbol{u}_{\mathbf{3}}=-\operatorname{div} \boldsymbol{u}_{\mathbf{2}} & \text { in } Y_{F}, \\ \boldsymbol{u}_{\mathbf{3}}=\mathbf{0} & \text { on } \partial Y_{S}, \\ y \rightarrow \boldsymbol{u}_{\mathbf{3}}(x, y), p_{2}(x, y) & Y-\text { periodic. }\end{cases}
$$

Substituting the expressions (7) of $\boldsymbol{u}_{\boldsymbol{2}}$ and $p_{1}$ in (11) leads to

$$
-\nu \Delta_{y} \boldsymbol{u}_{\boldsymbol{3}}+\boldsymbol{\nabla}_{\boldsymbol{y}} p_{2}=\left(2 \boldsymbol{\nabla}_{\boldsymbol{y}} \boldsymbol{\omega}_{\boldsymbol{i}}(y)-\pi_{i}(y) I_{d}\right) \boldsymbol{\nabla}\left(f_{i}(x)-\frac{\partial p^{*}}{\partial x_{i}}(x)\right) .
$$

By linearity, we deduce that

$$
\left\{\begin{aligned}
\boldsymbol{u}_{\mathbf{3}}(x, y) & =\frac{1}{\nu} \gamma_{i j}(y) \frac{\partial}{\partial x_{j}}\left(f_{i}(x)-\frac{\partial p^{*}}{\partial x_{i}}(x)\right), \\
p_{2}(x, y) & =\theta_{i j}(y) \frac{\partial}{\partial x_{j}}\left(f_{i}(x)-\frac{\partial p^{*}}{\partial x_{i}}(x)\right),
\end{aligned}\right.
$$

where, for $i, j=1, \ldots, d, \gamma_{i j}: Y \rightarrow \mathbb{R}^{d}$ and $\theta_{i j}: Y \rightarrow \mathbb{R}$ are $\mathbb{Z}^{d}$-periodic solutions to another cell Stokes problem:

$$
\begin{cases}-\Delta_{y} \gamma_{i j}+\boldsymbol{\nabla}_{y} \theta_{i j}=2 \frac{\partial \omega_{i}}{\partial y_{j}}-\pi_{i} e_{\boldsymbol{j}} & \text { in } Y_{F},  \tag{12}\\ \operatorname{div}_{y} \gamma_{i j}=-\omega_{i} \cdot \boldsymbol{e}_{\boldsymbol{j}}+\left\langle\boldsymbol{\omega}_{\boldsymbol{i}} \cdot \boldsymbol{e}_{\boldsymbol{j}}\right\rangle & \text { in } Y_{F}, \\ \gamma_{i j}=\mathbf{0} & \text { on } \partial Y_{S}, \\ \int_{Y} \theta_{i j}=0, & Y \text { - periodic. } \\ y \rightarrow \gamma_{i j}, \theta_{i j} & \end{cases}
$$

We recall some notations on Sobolev spaces of periodic functions (see [10, Appendix B.2.2] for details). The $L^{2}$ space of $Y$-periodic functions is

$$
L_{\#}^{2}(Y)=\left\{\varphi \in L_{l o c}^{2}\left(\mathbb{R}^{d}\right), \varphi \text { is } Y \text { - periodic }\right\},
$$

endowed with the usual scalar product and norm of $L^{2}(Y)$. It turns out that $L_{\#}^{2}(Y)$ coincides with $L^{2}(Y)$. Higher-order Sobolev spaces are defined, for $m \geq 1$, by

$$
H_{\#}^{m}(Y)=\left\{\varphi \in H_{l o c}^{m}\left(\mathbb{R}^{d}\right), \varphi \text { is } Y-\text { periodic }\right\},
$$

endowed with the usual scalar product and norm of $H^{m}(Y)$. Let us recall a classical regularity result (4).

Lemma 3.3. Let $m \geq 0$ and $Y_{F}$ be of class $C^{m+2}$, consider $\boldsymbol{f}(y) \in H_{\#}^{m}(Y)^{d}$ and $g(y) \in$ $H_{\#}^{m+1}(Y)$ with zero mean on $Y$. The problem

$$
\begin{cases}-\Delta_{y} \boldsymbol{u}+\boldsymbol{\nabla}_{\boldsymbol{y}} p=\boldsymbol{f}(y) & \text { in } Y_{F}, \\ \operatorname{div}_{y} \boldsymbol{u}=g(y) & \text { in } Y_{F}, \\ \boldsymbol{u}=\mathbf{0} & \text { on } \partial Y_{S}, \\ y \rightarrow \boldsymbol{u}(y), p(y) & Y-\text { periodic, }\end{cases}
$$

admits a unique solution $\boldsymbol{u} \in H_{0, \#}^{m+2}\left(Y_{F}\right)^{d}$ and $p \in H_{\#}^{m+1}\left(Y_{F}\right) / \mathbb{R}$, where the space $H_{0, \#}^{k}\left(Y_{F}\right)$ is defined by

$$
H_{0, \#}^{k}\left(Y_{F}\right)=\left\{\varphi \in H_{\#}^{k}\left(Y_{F}\right) \text { such that } \varphi=\mathbf{0} \text { on } \partial Y_{S}\right\}
$$

Using Lemma 3.3, it is clear that (6) and (12) admit each a unique solution since the righthand side of the divergence condition has zero-average in $Y_{F}$. In particular $\omega_{i}$ and $\gamma_{i, j}$ are in $H_{0, \#}^{m+2}\left(Y_{F}\right)^{d}$, and, $\pi_{i}$ and $\theta_{i, j}$ are in $H_{\#}^{m+1}\left(Y_{F}\right) / \mathbb{R}$.

The conclusion of this section is that we obtained an approximation of order 3 of the velocity

$$
\begin{equation*}
\boldsymbol{u}_{\varepsilon}(x) \approx \varepsilon^{2} \boldsymbol{u}_{\mathbf{2}}\left(x, \frac{x}{\varepsilon}\right)+\varepsilon^{3} \boldsymbol{u}_{\mathbf{3}}\left(x, \frac{x}{\varepsilon}\right), \tag{13}
\end{equation*}
$$

and of order 1 of the pressure

$$
\begin{equation*}
p_{\varepsilon}(x) \approx p^{*}(x)+\varepsilon p_{1}\left(x, \frac{x}{\varepsilon}\right) . \tag{14}
\end{equation*}
$$

The derivation of (13) and (14) is merely formal but these approximations are key ingredients in the rigorous proof of our main result of quantitative homogenization.

## 4 A quantitative homogenization result

### 4.1 Main result

Our main result is a quantitative error estimate for the homogenization of Stokes equations in a periodic porous medium, which was loosely announced as Theorem 1.1 in the introduction. A more precise statement of this result is given below.

Theorem 4.1. Let $\boldsymbol{u}_{\varepsilon}, p_{\varepsilon}$ be the solution to the Stokes equations (1), $p^{*}$ be the solution to the Darcy equation (10) and $\boldsymbol{u}_{\mathbf{2}}$ be defined by (7). Under Assumption 2.1 and assuming that $\boldsymbol{f}$ belongs to $H^{2}(\Omega)^{d} \cap C^{1, \alpha}(\bar{\Omega})^{d}$ with $0<\alpha<1$, there holds:

$$
\begin{gather*}
\left\|p_{\varepsilon}(x)-p^{*}(x)\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)} \leq C \varepsilon^{\frac{1}{2}}\left\|\boldsymbol{f}(x)-\nabla p^{*}(x)\right\|_{H^{2}(\Omega) \cap C^{1, \alpha}(\bar{\Omega})}  \tag{15}\\
\left|\boldsymbol{u}_{\boldsymbol{\varepsilon}}(x)-\varepsilon^{2} \boldsymbol{u}_{\boldsymbol{2}}\left(x, \frac{x}{\varepsilon}\right)\right|_{H^{1}\left(\Omega^{\varepsilon}\right)} \leq C \varepsilon^{\frac{3}{2}}\left\|\boldsymbol{f}(x)-\nabla p^{*}(x)\right\|_{H^{2}(\Omega) \cap C^{1, \alpha}(\bar{\Omega})}  \tag{16}\\
\left\|\boldsymbol{u}_{\boldsymbol{\varepsilon}}(x)-\varepsilon^{2} \boldsymbol{u}_{\boldsymbol{2}}\left(x, \frac{x}{\varepsilon}\right)\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)} \leq C \varepsilon^{\frac{5}{2}}\left\|\boldsymbol{f}(x)-\boldsymbol{\nabla} p^{*}(x)\right\|_{H^{2}(\Omega) \cap C^{1, \alpha}(\bar{\Omega})} \tag{17}
\end{gather*}
$$

where $C$ is independent of $\varepsilon$ and the data.
Theorem 4.1 was already proved in the easier case of isolated obstacles in [11 when $d=2$ and in 14 for any dimension. The main novelty of the present paper is that Theorem 4.1 applies to the physically relevant case of connected obstacles (in dimension $d \geq 3$ ).

Remark 4.2. In Theorem 4.1, the regularity of $\boldsymbol{f}$ ensures that $\nabla p^{*}$ also belongs to $H^{2}(\Omega)^{d} \cap$ $C^{1, \alpha}(\bar{\Omega})^{d}$ (see Proposition 3.2). We assume that $\boldsymbol{f} \in H^{2}(\Omega)^{d} \cap C^{1, \alpha}(\bar{\Omega})^{d}$, but all what follows only requires the assumption that the difference $\left(\boldsymbol{f}-\nabla p^{*}\right)$ belongs to $H^{2}(\Omega)^{d} \cap C^{1, \alpha}(\bar{\Omega})^{d}$. The space $H^{2}(\Omega)^{d} \cap C^{1, \alpha}(\bar{\Omega})^{d}$ is equipped with the norm $\|\cdot\|_{H^{2} \cap C^{1, \alpha}}$ defined by $\|\cdot\|_{H^{2} \cap C^{1, \alpha}}=\|\cdot\|_{H^{2}}+$ $\|\cdot\|_{C^{1, \alpha}}$.

Remark 4.3. The two estimates for the velocity essentially mean that the relative error for the velocity in the $H^{1}$-norm is of the order $\sqrt{\varepsilon}$. Indeed, the velocity is of order $\varepsilon^{2}$ (be it $\boldsymbol{u}_{\boldsymbol{\varepsilon}}$ or $\varepsilon^{2} \boldsymbol{u}_{\mathbf{2}}$ ), but its gradient is of order $\varepsilon$ (see the derivative rule (4)) since they oscillate on the length scale $\varepsilon$. Finally the relative error for the pressure is also of order $\sqrt{\varepsilon}$. Eventually, upon rescaling the velocity, we can write:
$\varepsilon^{-2}\left\|\boldsymbol{u}_{\boldsymbol{\varepsilon}}-\varepsilon^{2} \boldsymbol{u}_{\mathbf{2}}\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)}+\varepsilon^{-1}\left|\boldsymbol{u}_{\varepsilon}-\varepsilon^{2} \boldsymbol{u}_{2}\right|_{H^{1}\left(\Omega^{\varepsilon}\right)}+\left\|p_{\varepsilon}-p^{*}\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)} \leq C \sqrt{\varepsilon}\left\|\boldsymbol{f}-\boldsymbol{\nabla} p^{*}\right\|_{H^{2}(\Omega) \cap C^{1, \alpha}(\bar{\Omega})}$.
The relative error of order $\sqrt{\varepsilon}$ is worse than the expected $\varepsilon$. It is a classical phenomenon in homogenization [3, [2, 11] due to boundary layer effects caused by the Dirichlet boundary condition on $\partial \Omega$. Technically, this is taken into account by introducing a suitably chosen cutoff function $\eta^{\varepsilon}$ in the proof. If the boundary layers were absent, which would be the case, for example, with periodic boundary conditions over a rectangular box $\Omega=\prod_{i=1}^{d}\left(0, \varepsilon n_{i}\right)$ with $n_{i} \in \mathbb{N}$, the error estimate would improve and give a relative error of order $\varepsilon$ :

$$
\varepsilon^{-2}\left\|\boldsymbol{u}_{\varepsilon}-\varepsilon^{2} \boldsymbol{u}_{2}\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)}+\varepsilon^{-1}\left|\boldsymbol{u}_{\varepsilon}-\varepsilon^{2} \boldsymbol{u}_{\boldsymbol{2}}\right|_{H^{1}\left(\Omega^{\varepsilon}\right)}+\left\|p_{\varepsilon}-p^{*}\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)} \leq C \varepsilon\left\|\boldsymbol{f}-\boldsymbol{\nabla} p^{*}\right\|_{H^{2}(\Omega) \cap C^{1, \alpha}(\bar{\Omega})} .
$$

The proof of Theorem 4.1 is given in Subsection 4.5. Beforehand, it requires three technical lemmas concerning (i) solving a non-homogeneous divergence equation in a porous domain (Lemma 4.9), (ii) correcting non-homogeneous boundary conditions (Lemma 4.13) and (iii) representing periodic divergence-free fields (Lemma 4.15).

### 4.2 Correction of the divergence condition

Notation 4.4. In what follows, for any $\phi \in H_{0}^{1}\left(\Omega^{\varepsilon}\right)$, we also denote by $\phi$ its extension by zero in $\Omega \backslash \Omega^{\varepsilon}$, which belongs to $H_{0}^{1}(\Omega)$.

Definition 4.5. We note $\pi_{i}^{\varepsilon}$ the linear continuous invertible application, composed of a translation and an homothety of ratio $\frac{1}{\varepsilon}$, which maps any cell $Y_{i}^{\varepsilon}$ onto the reference cell $Y$ :

$$
\begin{align*}
\pi_{i}^{\varepsilon}: Y_{i}^{\varepsilon} & \longrightarrow Y  \tag{18}\\
x & \longmapsto y=\frac{x}{\varepsilon}+\text { translation. }
\end{align*}
$$

First, we recall the Poincaré inequality in perforated domains (for a proof, see [10]).
Lemma 4.6. Assume that the hypotheses on the unit cell $Y$ (Section 2.1) hold true, then there exists a constant $C>0$, independent of $\varepsilon$, such that, for any $\phi \in H_{0}^{1}\left(\Omega^{\varepsilon}\right)$,

$$
\|\phi\|_{L^{2}\left(\Omega^{\varepsilon}\right)} \leq C \varepsilon|\phi|_{H^{1}\left(\Omega^{\varepsilon}\right)} .
$$

We now recall a result [15, 1] on a restriction operator for velocities defined on the full domain $\Omega$ which are restricted to the porous domain $\Omega^{\varepsilon}$.

Lemma 4.7. Assume that the hypotheses on the unit cell Y (Section 2.1) hold true. Then there exists a linear continuous operator $R_{\varepsilon}$ such that

1. $R_{\varepsilon} \in \mathcal{L}\left(H_{0}^{1}(\Omega)^{d} ; H_{0}^{1}\left(\Omega^{\varepsilon}\right)^{d}\right)$;
2. $\left.\boldsymbol{u}\right|_{\Omega^{\varepsilon} \in} \in H_{0}^{1}\left(\Omega^{\varepsilon}\right)^{d}$ implies $R_{\varepsilon} \boldsymbol{u}=\left.\boldsymbol{u}\right|_{\Omega^{\varepsilon}}$ in $\Omega^{\varepsilon}$;
3. $\operatorname{div} \boldsymbol{u}=0$ in $\Omega \backslash \Omega^{\varepsilon}$ implies $\operatorname{div}\left(R_{\varepsilon} \boldsymbol{u}\right)=\operatorname{div} \boldsymbol{u}$ in $\Omega^{\varepsilon}$;
4. there exists a constant $C$, which does not depend on $\varepsilon$, such that, for any $\boldsymbol{u} \in H_{0}^{1}(\Omega)^{d}$, we have:

$$
\left\|R_{\varepsilon} \boldsymbol{u}\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)}+\varepsilon\left\|\boldsymbol{\nabla}\left(R_{\varepsilon} \boldsymbol{u}\right)\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)} \leq C\left(\|\boldsymbol{u}\|_{L^{2}(\Omega)}+\varepsilon\|\boldsymbol{\nabla} \boldsymbol{u}\|_{L^{2}(\Omega)}\right) .
$$

Remark 4.8. Lemma 4.7 was first proved in [15] for the case of a solid part $Y_{S}$ strictly included in the cell $Y$ (see Figure [3a) and was then extended in [1] for the more general case of a solid part $Y_{S}$ which touches the boundary of $Y$ (see Figure 36).

Proof. Since we shall need specific properties of the operator $R_{\varepsilon}$ in the sequel, we briefly recall how to construct this operator. We start with the simpler case of isolated obstacles, namely when the solid part $Y_{S}$ is strictly included in the cell $Y$ (the general case is presented afterwards). Consider a domain $Y_{M}$, strictly contained in $Y$, such that $\partial Y_{M}$ is smooth and encloses $Y_{S}$ as presented in Figure 5


Figure 5: Schematic description of the domain $Y_{M}$ around $Y_{S}$

Then for a given $\boldsymbol{u} \in H^{1}(Y)^{d}$, there exists $\boldsymbol{v} \in H^{1}\left(Y_{M} \backslash Y_{S}\right)^{d}, q \in L^{2}\left(Y_{M} \backslash Y_{S}\right) / \mathbb{R}$ satisfying:

$$
\left\{\begin{aligned}
-\Delta \boldsymbol{v}+\boldsymbol{\nabla} p & =-\Delta \boldsymbol{u} & & \text { in } Y_{M} \backslash Y_{S} \\
\operatorname{div} \boldsymbol{v} & =\operatorname{div} \boldsymbol{u}+\frac{1}{\left|Y_{M} \backslash Y_{S}\right|} \int_{Y_{S}} \operatorname{div} \boldsymbol{u} & & \text { in } Y_{M} \backslash Y_{S} \\
\boldsymbol{v} & =\boldsymbol{u} & & \text { on } \partial Y_{M} \\
\boldsymbol{v} & =\mathbf{0} & & \text { on } \partial Y_{S}
\end{aligned}\right.
$$

This problem is well posed, since the compatibility condition can easily be checked on the data, namely

$$
\int_{Y_{M} \backslash Y_{S}} \operatorname{div} \boldsymbol{v}=\int_{\partial\left(Y_{M} \backslash Y_{S}\right)} \boldsymbol{v} \cdot \boldsymbol{n} .
$$

Now, a restriction operator $R$ is constructed as follow: for any $\boldsymbol{u} \in H^{1}(Y)^{d}$,

$$
R \boldsymbol{u}=\left\{\begin{array}{l}
\boldsymbol{u} \text { in } Y \backslash Y_{M} \\
\boldsymbol{v} \text { in } Y_{M} \backslash Y_{S} \\
\boldsymbol{0} \text { in } Y_{S}
\end{array}\right.
$$

Clearly, $R$ is linear continuous from $H^{1}(Y)^{d}$ to its subspace of functions vanishing on $Y_{S}$, satisfying

$$
\begin{equation*}
\|R \boldsymbol{u}\|_{H^{1}(Y)} \leq C\|\boldsymbol{u}\|_{H^{1}(Y)} \tag{19}
\end{equation*}
$$

and such that, if $\boldsymbol{u}=0$ in $Y_{S}$, then $R \boldsymbol{u}=\boldsymbol{u}$, and, if $\operatorname{div} \boldsymbol{u}=0$ in $Y_{S}$, then $\operatorname{div} R \boldsymbol{u}=\operatorname{div} \boldsymbol{u}$ in $Y$. Then the operator $R_{\varepsilon}$ is defined by applying the mapping (18) to the operator $R$ and, with standard scaling properties, it comes from 19):

$$
\left\|R_{\varepsilon} \boldsymbol{u}\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)}^{2}+\varepsilon^{2}\left\|\nabla\left(R_{\varepsilon} \boldsymbol{u}\right)\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)}^{2} \leq C\left(\|\boldsymbol{u}\|_{L^{2}(\Omega)}^{2}+\varepsilon^{2}\|\boldsymbol{\nabla} \boldsymbol{u}\|_{L^{2}(\Omega)}^{2}\right)
$$

which implies that $R_{\varepsilon}$ satisfies all four properties of Lemma 4.7.
We now turn to the case of connected obstacles, namely when $Y_{S}$ touches the cell boundary $\partial Y$ as presented in Figure 3b. The construction of $R_{\varepsilon}$ is slightly more involved. First, we define a linear continuous operator $Q_{\varepsilon} \in \mathcal{L}\left(H_{0}^{1}(\Omega)^{d} ; H_{0}^{1}\left(\Omega^{\varepsilon}\right)^{d}\right)$ by

$$
\left\{\begin{align*}
-\Delta\left(Q_{\varepsilon} \boldsymbol{u}\right) & =-\Delta \boldsymbol{u} & & \text { in } \Omega^{\varepsilon} \cap C_{1}^{\varepsilon}  \tag{20}\\
Q_{\varepsilon} \boldsymbol{u} & =\mathbf{0} & & \text { on } \partial \Omega^{\varepsilon} \cap C_{1}^{\varepsilon} \\
Q_{\varepsilon} \boldsymbol{u} & =\boldsymbol{u} & & \text { on } \partial C_{1}^{\varepsilon} \\
Q_{\varepsilon} \boldsymbol{u} & =\boldsymbol{u} & & \text { in } \Omega \backslash C_{1}^{\varepsilon}
\end{align*}\right.
$$

where $C_{1}^{\varepsilon}$ is defined by Assumption 2.1 as the union of entire cells inside $\Omega$. Clearly, $Q_{\varepsilon} \boldsymbol{u}=\boldsymbol{u}$ if and only if $\left.\boldsymbol{u}\right|_{\Omega^{\varepsilon}} \in H_{0}^{1}\left(\Omega^{\varepsilon}\right)^{d}$. Thanks to the definition of $C_{1}^{\varepsilon}$ and $C_{2}^{\varepsilon}$, there exists a smooth cut-off function $\zeta^{\varepsilon}$ such that $\zeta^{\varepsilon}(x)=1$ on $\partial C_{1}^{\varepsilon}, \zeta^{\varepsilon}(x)=0$ in $C_{2}^{\varepsilon}$ and $\left\|\nabla \zeta^{\varepsilon}\right\|_{L^{\infty}}\left(C_{1}^{\varepsilon}\right) \leq \frac{C}{\varepsilon}$. One can rewrite 20 for the new unknown $\boldsymbol{w}^{\varepsilon}=Q_{\varepsilon} \boldsymbol{u}-\zeta^{\varepsilon} \boldsymbol{u}$ as

$$
\left\{\begin{align*}
-\Delta \boldsymbol{w}^{\varepsilon} & =-\Delta\left(\left(1-\zeta^{\varepsilon}\right) \boldsymbol{u}\right) & & \text { in } \Omega^{\varepsilon} \cap C_{1}^{\varepsilon}  \tag{21}\\
\boldsymbol{w}^{\varepsilon} & =\mathbf{0} & & \text { on } \partial \Omega^{\varepsilon} \cap C_{1}^{\varepsilon} \\
\boldsymbol{w}^{\varepsilon} & =\mathbf{0} & & \text { on } \partial C_{1}^{\varepsilon}
\end{align*}\right.
$$

Multiplying (21) by $\boldsymbol{w}^{\varepsilon}$ leads to an a priori estimate, which, combined with the Poincaré inequality (Lemma 4.6), implies that there exists a constant $C$, which does not depend on $\varepsilon$, such that, for any $\boldsymbol{u} \in H_{0}^{1}(\Omega)^{d}$, we have:

$$
\left\|Q_{\varepsilon} \boldsymbol{u}\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)}+\varepsilon\left\|\boldsymbol{\nabla}\left(Q_{\varepsilon} \boldsymbol{u}\right)\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)} \leq C\left(\|\boldsymbol{u}\|_{L^{2}(\Omega)}+\varepsilon\|\boldsymbol{\nabla} \boldsymbol{u}\|_{L^{2}(\Omega)}\right)
$$

Then, for each cell $Y_{i}^{\varepsilon}$, we define a linear operator $Q_{i}$, from $H^{1}(Y)^{d}$ to its subspace of functions vanishing on $Y_{S}$, as follows: for any $\boldsymbol{u} \in H_{0}^{1}(\Omega)^{d}$,

$$
\left(Q_{i}\left(\boldsymbol{u} \circ\left(\pi_{i}^{\varepsilon}\right)^{-1}\right)\right) \circ \pi_{i}^{\varepsilon}=Q_{\varepsilon} \boldsymbol{u} \text { in } Y_{i}^{\varepsilon} .
$$

Recall from Assumption 2.1 that we defined two sets of indices $\mathcal{I}_{1}$ and $\mathcal{I}_{2}$, corresponding to the cells $Y_{i}^{\varepsilon}$ which cover $C_{1}^{\varepsilon}$ and $C_{2}^{\varepsilon}$, respectively. Define a third set $\mathcal{I}_{0}=\left\{i \in \mathbb{Z}^{d}\right.$ s.t. $\left.Y_{i}^{\varepsilon} \cap \Omega \neq \emptyset\right\}$, so that $\mathcal{I}_{2} \subset \mathcal{I}_{1} \subset \mathcal{I}_{0}$. We now define a family of restriction operators $R_{i}$, depending on which set $\mathcal{I}_{2}, \mathcal{I}_{1}, \mathcal{I}_{0}$ the index $i$ belongs to.

For $i \in \mathcal{I}_{2}$ (meaning that the corresponding cell contains a solid obstacle), $R_{i}$ is defined, for any $\boldsymbol{u} \in H^{1}(Y)^{d}$, by

$$
\left\{\begin{align*}
-\Delta R_{i} \boldsymbol{u}+\boldsymbol{\nabla} p & =-\Delta \boldsymbol{u} & & \text { in } Y_{F},  \tag{22}\\
\operatorname{div} R_{i} \boldsymbol{u} & =\operatorname{div} \boldsymbol{u}+\frac{1}{\left|Y_{F}\right|} \int_{Y_{S}} \operatorname{div} \boldsymbol{u} & & \text { in } Y_{F}, \\
R_{i} \boldsymbol{u} & =Q_{i} \boldsymbol{u}+\phi_{k}\left(\int_{\Sigma_{k}}\left(\boldsymbol{u}-Q_{i} \boldsymbol{u}\right) \cdot \boldsymbol{e}_{\boldsymbol{k}}\right) \boldsymbol{e}_{\boldsymbol{k}} & & \text { on } \Sigma_{k} \cap \overline{Y_{F}}, \\
R_{i} \boldsymbol{u} & =\mathbf{0} & & \text { on } \partial Y_{S},
\end{align*}\right.
$$

where $\left(\Sigma_{k}\right)_{1 \leq|k| \leq d}$ are the $2 d$ faces of the unit cube ( $\Sigma_{k}$ and $\Sigma_{-k}$ are opposite faces), with unit normal vector $\boldsymbol{e}_{\boldsymbol{k}}$, and $\left(\phi_{k}\right)_{1 \leq|k| \leq d}$ is a family of smooth, non-negative functions, compactly supported in the periodic repetition of $\overline{Y_{F}}$, satisfying

$$
\int_{\Sigma_{k}} \phi_{k}=1, \quad \phi_{\left.k\right|_{\Sigma_{k}}} \equiv \phi_{-\left.k\right|_{\Sigma_{-k}}} \text { and } \phi_{\left.k\right|_{\Sigma_{k^{\prime}}}} \equiv 0 \text { if } k \neq k^{\prime} .
$$

The existence of such a family of functions $\phi_{k}$ is guaranteed by the assumptions on the unit cell in Subsection 2.1, which imply that the surface measure of $\Sigma_{k} \cap \overline{Y_{F}}$ is non-zero (see [1] for more details). Problem (22) is well posed, since the data of the trace of $R_{i} \boldsymbol{u}$ belongs to $H^{1 / 2}\left(Y_{F}\right)^{d}$ and the compatibility condition on the divergence data is satisfied, namely

$$
\int_{Y_{F}} \operatorname{div} R_{i} \boldsymbol{u}=\int_{\partial Y_{F}} R_{i} \boldsymbol{u} \cdot \boldsymbol{n} .
$$

For $i \in \mathcal{I}_{1} \backslash \mathcal{I}_{2}$ (meaning that the corresponding cell does not contain a solid obstacle but one of its face may touch an obstacle), $R_{i}$ is defined, for any $\boldsymbol{u} \in H^{1}(Y)^{d}$, by

$$
\left\{\begin{align*}
-\Delta R_{i} \boldsymbol{u}+\boldsymbol{\nabla} p & =-\Delta \boldsymbol{u} & & \text { in } Y,  \tag{23}\\
\operatorname{div} R_{i} \boldsymbol{u} & =\operatorname{div} \boldsymbol{u} & & \text { in } Y, \\
R_{i} \boldsymbol{u} & =Q_{i} \boldsymbol{u}+\phi_{k}\left(\int_{\Sigma_{k}}\left(\boldsymbol{u}-Q_{i} \boldsymbol{u}\right) \cdot \boldsymbol{e}_{\boldsymbol{k}}\right) \boldsymbol{e}_{\boldsymbol{k}} & & \text { on } \Sigma_{k}, \\
R_{i} \boldsymbol{u} & =\boldsymbol{u} & & \text { on } \tilde{\Sigma}_{k},
\end{align*}\right.
$$

where $\Sigma_{k}$ are the faces of the cell which touch an obstacle and $\tilde{\Sigma}_{k}$ are the faces of the cell which do not touch any obstacle. Problem (23) is well posed, since the data of the trace of $R_{i} \boldsymbol{u}$ belongs to $H^{1 / 2}(Y)^{d}$ and the compatibility condition on the divergence data is satisfied, namely

$$
\int_{Y} \operatorname{div} R_{i} \boldsymbol{u}=\int_{\partial Y} R_{i} \boldsymbol{u} \cdot \boldsymbol{n} .
$$

For $i \in \mathcal{I}_{0} \backslash \mathcal{I}_{1}$ (implying that the corresponding cell does not contain a solid obstacle and none of its face touches an obstacle), $R_{i}$ is simply defined as $R_{i} \boldsymbol{u}=\boldsymbol{u}$. Note that this case corresponds to cells $Y_{i}^{\varepsilon}$ which are cut by the boundary $\partial \Omega$. Inside such a cell, with a possibly wild geometry, it is not clear that a Stokes problem of the type of (23) satisfies a priori estimates, independent of the geometry (this is precisely why the two sets of indices $\mathcal{I}_{1}$ and $\mathcal{I}_{2}$ have been introduced).

A similar estimate to 19 holds true for all operators $R_{i}$ with a constant $C$ independent of $i$ and $\varepsilon$.

Finally, the restriction operator $R_{\varepsilon} \in \mathcal{L}\left(H_{0}^{1}(\Omega)^{d} ; H_{0}^{1}\left(\Omega^{\varepsilon}\right)^{d}\right)$ is defined, for any $\boldsymbol{u} \in H_{0}^{1}(\Omega)^{d}$, by

$$
R_{\varepsilon} \boldsymbol{u}=\left(R_{i}\left(\boldsymbol{u} \circ\left(\pi_{i}^{\varepsilon}\right)^{-1}\right)\right) \circ \pi_{i}^{\varepsilon} \text { in } Y_{i}^{\varepsilon}
$$

It is easy again to check that $R_{\varepsilon}$ would satisfy all four properties of Lemma 4.7. Note however that, here, the definition of $R_{\varepsilon}$ is not local in each cell since they are all coupled through the operator $Q_{\varepsilon}$.

We now state a key lemma for our analysis. It was already presented in [11] in two dimensions for the case when $Y_{S}$ is strictly included in $Y$. It was also stated as Theorem 14.2 in [5] for the general case of any $Y_{S}$ and any space dimension but its proof was rather technical, decomposed in several exercices. Here, we present a new and detailed proof, using different arguments.

Lemma 4.9. For any $q \in L_{0}^{2}\left(\Omega^{\varepsilon}\right)$ there exists $\boldsymbol{v}_{\boldsymbol{d} \varepsilon} \in H_{0}^{1}\left(\Omega^{\varepsilon}\right)^{d}$ such that

$$
\begin{equation*}
\operatorname{div} \boldsymbol{v}_{\boldsymbol{d} \varepsilon}=q \text { on } \Omega^{\varepsilon} \text { and }\left|\boldsymbol{v}_{\boldsymbol{d} \varepsilon}\right|_{H^{1}\left(\Omega^{\varepsilon}\right)} \leq \frac{C}{\varepsilon}\|q\|_{L^{2}\left(\Omega^{\varepsilon}\right)} \tag{24}
\end{equation*}
$$

where $C>0$ is a constant independent of $\varepsilon$.
Proof. For any $q \in L_{0}^{2}\left(\Omega^{\varepsilon}\right)$ we still denote by $q$ its extension by zero inside the obstacles $B^{\varepsilon}$.
One can easily check that its average on $\Omega$ still vanishes and thus $q \in L_{0}^{2}(\Omega)$ with $q=0$ on $B^{\varepsilon}$. Using [9, corollary 2.4], there exists a (non unique) $\boldsymbol{w} \in H_{0}^{1}(\Omega)^{d}$ such that

$$
\operatorname{div} \boldsymbol{w}=q \text { on } \Omega \quad \text { and } \quad\|\boldsymbol{w}\|_{H^{1}(\Omega)} \leq C\|q\|_{L^{2}(\Omega)}
$$

Since $q=0$ on $B^{\varepsilon}$, we have

$$
\operatorname{div} \boldsymbol{w}=0 \operatorname{in} \Omega \backslash \Omega^{\varepsilon}
$$

Using the restriction operator $R_{\varepsilon}$ defined in Lemma 4.7, we have

$$
\operatorname{div}\left(R_{\varepsilon} \boldsymbol{w}\right)=q \operatorname{in} \Omega^{\varepsilon}
$$

Considering $\varepsilon<1$ in the fourth property of Lemma 4.7, it follows

$$
\left\|R_{\varepsilon} \boldsymbol{w}\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)}+\varepsilon\left\|\nabla R_{\varepsilon} \boldsymbol{w}\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)} \leq C\|\boldsymbol{w}\|_{H^{1}(\Omega)}
$$

and consequently

$$
\varepsilon\left\|\boldsymbol{\nabla}\left(R_{\varepsilon} \boldsymbol{w}\right)\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)} \leq C\|\boldsymbol{w}\|_{H^{1}(\Omega)} \leq C\|q\|_{L^{2}\left(\Omega^{\varepsilon}\right)}
$$

Therefore, $\boldsymbol{v}_{\boldsymbol{d} \varepsilon}=R_{\varepsilon} \boldsymbol{w}$ is a solution of (24).

### 4.3 Correction of the boundary condition

In this section, we build a divergence-free field which satisfies a given boundary condition. Recall the definition of the curl ${ }^{*}$ operator, proposed in [6].

Definition 4.10. The operator curl* is defined as:

$$
\begin{aligned}
\operatorname{curl}^{*}: C^{1}\left(\mathbb{R}^{d}\right)^{d(d-1) / 2} & \longrightarrow C^{0}\left(\mathbb{R}^{d}\right)^{d} \\
\mathcal{A} & \longmapsto\left(\sum_{j=1}^{i-1} \frac{\partial \mathcal{A}_{j i}}{\partial x_{j}}-\sum_{j=i+1}^{d} \frac{\partial \mathcal{A}_{i j}}{\partial x_{j}}\right)_{1 \leq i \leq d}
\end{aligned}
$$

where $\mathcal{A}=\left(\mathcal{A}_{i j}\right)_{1 \leq i<j \leq d} \in \mathbb{R}^{d(d-1) / 2}$.

A simple computation shows that the image of this curl* operator is divergence-free, namely $\operatorname{div} \operatorname{curl}^{*} \mathcal{A}=0$ for any $\mathcal{A} \in C^{1}\left(\mathbb{R}^{d}\right)^{d(d-1) / 2}$. This is an expected property since curl* is an extension, to any dimension $d$, of the standard curl operator in $2-\mathrm{d}$ and $3-\mathrm{d}$. We now state a preliminary lemma, also adapted from 6]

Lemma 4.11. Let $\Omega \subset \mathbb{R}^{d}$ be a bounded connected open set with a smooth boundary of class $C^{3, \alpha}$, for some $0<\alpha<1$. Let $\boldsymbol{g}$ in $C^{1, \alpha}(\bar{\Omega})^{d}$ with $\boldsymbol{g} \cdot \boldsymbol{n}=0$ on $\partial \Omega$. Then there exists $\mathcal{A}$ in $C^{2, \alpha}(\bar{\Omega})^{d(d-1) / 2}$ such that

$$
\operatorname{curl}^{*}(\mathcal{A})=\boldsymbol{g} \text { on } \partial \Omega \text { and } \mathcal{A}=\mathbf{0} \text { on } \partial \Omega .
$$

In other words, the vector field $\operatorname{curl}^{*}(\mathcal{A})$ is divergence-free and its trace on $\partial \Omega$ coincides with $\boldsymbol{g}$.

Proof. [6, Lemma 1] ensures that there exists $\mathcal{A} \in C^{2, \alpha}(\bar{\Omega})^{d(d-1) / 2}$, with $\mathcal{A}=\mathbf{0}$ on $\partial \Omega$, such that

$$
\boldsymbol{\nabla} \mathcal{A}_{i j}=\left(g_{j} n_{i}-g_{i} n_{j}\right) \boldsymbol{n} \text { on } \partial \Omega,
$$

where $\boldsymbol{n}$ is the outward unit normal vector, $g_{i}$ and $n_{i}$ are respectively the $i$ th coordinates of $\boldsymbol{g}$ and $\boldsymbol{n}$ in the canonical basis of $\mathbb{R}^{d}$. It remains to check that $\operatorname{curl}^{*}(\mathcal{A})=\boldsymbol{g}$ on $\partial \Omega$. Indeed, we have on $\partial \Omega$ :

$$
\begin{aligned}
\left(\operatorname{curl}^{*} \mathcal{A}\right)_{i} & =\sum_{j=1}^{i-1}\left(g_{i} n_{j}-g_{j} n_{i}\right) n_{j}-\sum_{j=i+1}^{d}\left(g_{j} n_{i}-g_{i} n_{j}\right) n_{j} \\
& =\sum_{j=1, j \neq i}^{d} g_{i} n_{j}^{2}-\sum_{j=1, j \neq i}^{d} g_{j} n_{j} n_{i}=\sum_{j=1}^{d} g_{i} n_{j}^{2}=g_{i}
\end{aligned}
$$

where we used the assumption that $\boldsymbol{g} \cdot \boldsymbol{n}=0$ on $\partial \Omega$.
The next step is to localize in the vicinity of the boundary $\partial \Omega$ the divergence-free field which lifts a given boundary condition. To do this, we introduce the following classical cut-off function as in 3, 11.

Definition 4.12 (Cut-off function). For a small enough constant $c>0$, define a neighborhood of the boundary $\partial \Omega$, denoted by $O^{\varepsilon}:=\{x \in \Omega: \operatorname{dist}(x, \partial \Omega) \leq c \varepsilon\}$ (band of width ce near $\partial \Omega$ ). Then we choose a cut-off function $\theta^{\varepsilon} \in C^{\infty}(\Omega)$ such that $\theta^{\varepsilon}(x)=1$ in $O^{\varepsilon / 2}, \theta^{\varepsilon}(x)=0$ in $\Omega \backslash O^{\varepsilon}$, and

$$
\left\|\nabla \theta^{\varepsilon}\right\|_{L^{\infty}}(\Omega) \leq \frac{C}{\varepsilon}, \quad\left\|\nabla^{2} \theta^{\varepsilon}\right\|_{L^{\infty}}(\Omega) \leq \frac{C}{\varepsilon^{2}}
$$

The main result of this section is the following lemma.
Lemma 4.13. For any $\boldsymbol{g} \in C^{1, \alpha}(\bar{\Omega})^{d}$ with $\operatorname{div} \boldsymbol{g}=0$ in $\Omega, \boldsymbol{g} \cdot \boldsymbol{n}=0$ on $\partial \Omega$, there exists $\boldsymbol{v}_{\boldsymbol{b} \boldsymbol{\varepsilon}} \in H^{1}(\Omega)^{d}$ such that supp $\boldsymbol{v}_{\boldsymbol{b} \boldsymbol{\varepsilon}} \subset O^{\varepsilon}:=\{x \in \Omega: \operatorname{dist}(x, \partial \Omega)<c \varepsilon\}$ and

$$
\boldsymbol{v}_{\boldsymbol{b} \boldsymbol{\varepsilon}}=\boldsymbol{g} \text { on } \partial \Omega, \operatorname{div} \boldsymbol{v}_{\boldsymbol{b} \boldsymbol{\varepsilon}}=0 \text { in } \Omega \text { and }\left|\boldsymbol{v}_{\boldsymbol{b} \boldsymbol{\varepsilon}}\right|_{H^{1}(\Omega)} \leq \frac{C}{\sqrt{\varepsilon}}\|\boldsymbol{g}\|_{C^{1, \alpha}(\Omega)}
$$

where $C>0$ is a constant independant of $\varepsilon$.
Remark 4.14. Lemma 4.13 was already proved in [11] in two dimensions. Here, we extend this result to any dimension.

Proof. Let $\boldsymbol{g} \in C^{1, \alpha}(\bar{\Omega})^{d}$ with $\operatorname{div} \boldsymbol{g}=0$ in $\Omega, \boldsymbol{g} \cdot \boldsymbol{n}=0$ on $\partial \Omega$. By virtue of Lemma 4.11, there exists a function $\mathcal{A} \in C^{2, \alpha}(\bar{\Omega})^{d(d-1) / 2}$, such that $\operatorname{curl}^{*}(\mathcal{A})=\boldsymbol{g}$ on $\partial \Omega$. Define:

$$
\boldsymbol{v}_{\boldsymbol{b} \varepsilon}=\operatorname{curl}^{*}\left(\theta^{\varepsilon} \mathcal{A}\right),
$$

where $\theta^{\varepsilon}$ is the cut-off function introduced in Definition4.12. Obviously, $\operatorname{div} \boldsymbol{v}_{\boldsymbol{b} \varepsilon}=0$ in $\Omega$. Then, $\boldsymbol{v}_{\boldsymbol{b} \varepsilon}=\boldsymbol{g}$ on $\partial \Omega$ since, in the vicinity $O^{\varepsilon / 2}$ of $\partial \Omega$, we recall that $\theta^{\varepsilon} \equiv 1$. Finally, it remains to bound $\left|\boldsymbol{v}_{\boldsymbol{b} \boldsymbol{\varepsilon}}\right|_{H^{1}(\Omega)}$. We write

$$
\operatorname{curl}^{*}\left(\theta^{\varepsilon} \mathcal{A}\right)=\theta^{\varepsilon} \operatorname{curl}^{*}(\mathcal{A})+\Gamma\left(\mathcal{A}, \nabla \theta^{\varepsilon}\right)
$$

where $\Gamma\left(\mathcal{A}, \boldsymbol{\nabla} \theta^{\varepsilon}\right)$ is defined as:

$$
\Gamma\left(\mathcal{A}, \boldsymbol{\nabla} \theta^{\varepsilon}\right)_{i}=\sum_{j=1}^{i-1} \mathcal{A}_{j i} \frac{\partial \theta^{\varepsilon}}{\partial x_{j}}-\sum_{j=i+1}^{d} \mathcal{A}_{i j} \frac{\partial \theta^{\varepsilon}}{\partial x_{j}} .
$$

It follows therefore:

$$
\begin{aligned}
\left|\boldsymbol{v}_{\boldsymbol{b} \varepsilon}\right|_{H^{1}(\Omega)} & \leq\left\|\theta^{\varepsilon} \boldsymbol{\nabla} \operatorname{curl}^{*}(\mathcal{A})\right\|_{L^{2}\left(O^{\varepsilon}\right)}+\left\|\nabla \theta^{\varepsilon} \operatorname{curl}^{*}(\mathcal{A})\right\|_{L^{2}\left(O^{\varepsilon}\right)}+\left\|\nabla \Gamma\left(\mathcal{A}, \nabla \theta^{\varepsilon}\right)\right\|_{L^{2}\left(O^{\varepsilon}\right)} \\
& \leq C\left(\sqrt{\varepsilon}\|\boldsymbol{\nabla} \boldsymbol{\nabla} \boldsymbol{\mathcal { A }}\|_{L^{\infty}\left(O^{\varepsilon}\right)}+\frac{1}{\sqrt{\varepsilon}}\|\boldsymbol{\nabla} \boldsymbol{\mathcal { A }}\|_{L^{\infty}\left(O^{\varepsilon}\right)}\right)+\left\|\nabla \Gamma\left(\mathcal{A}, \nabla \theta^{\varepsilon}\right)\right\|_{L^{2}\left(O^{\varepsilon}\right)},
\end{aligned}
$$

since meas $\left(O^{\varepsilon}\right) \leq c \varepsilon$, and

$$
\begin{aligned}
\left\|\nabla \Gamma\left(\mathcal{A}, \boldsymbol{\nabla} \theta^{\varepsilon}\right)\right\|_{L^{2}\left(O^{\varepsilon}\right)} & \leq C\left(\left\|\nabla \theta^{\varepsilon}\right\|_{L^{\infty}\left(O^{\varepsilon}\right)}\|\nabla \boldsymbol{\mathcal { A }}\|_{L^{2}\left(O^{\varepsilon}\right)}+\left\|\nabla \boldsymbol{\nabla} \theta^{\varepsilon}\right\|_{L^{\infty}\left(O^{\varepsilon}\right)}\|\mathcal{A}\|_{L^{2}\left(O^{\varepsilon}\right)}\right) \\
& \leq C\left(\frac{1}{\varepsilon}\|\boldsymbol{\nabla} \mathcal{A}\|_{L^{2}\left(O^{\varepsilon}\right)}+\frac{1}{\varepsilon^{2}}\|\mathcal{A}\|_{L^{2}\left(O^{\varepsilon}\right)}\right) \\
& \leq C\left(\frac{1}{\sqrt{\varepsilon}}\|\boldsymbol{\nabla} \boldsymbol{\mathcal { A }}\|_{L^{\infty}(\Omega)}+\frac{1}{\varepsilon \sqrt{\varepsilon}}\|\mathcal{A}\|_{L^{\infty}\left(O^{\varepsilon}\right)}\right) .
\end{aligned}
$$

We observe now that any point $x \in O^{\varepsilon}$ can be connected to a point $x^{\prime} \in \partial \Omega$ by a segment of length not greater than $c \varepsilon$ lying in $O^{\varepsilon}$. Recalling that $\boldsymbol{\mathcal { A }}\left(x^{\prime}\right)=0$ and using a Taylor expansion at order 1 with integral remainder gives $|\mathcal{A}|(x) \leq c \varepsilon\|\nabla \boldsymbol{\mathcal { A }}(z)\|_{L^{\infty}\left(O^{\varepsilon}\right)}$. Consequently, $\|\mathcal{A}\|_{L^{\infty}\left(O^{\varepsilon}\right)} \leq$ $c \varepsilon\|\boldsymbol{\nabla A}\|_{L^{\infty}\left(O^{\varepsilon}\right)}$ and

$$
\left\|\nabla \Gamma\left(\mathcal{A}, \nabla \theta^{\varepsilon}\right)\right\|_{L^{2}\left(O^{\varepsilon}\right)} \leq \frac{C}{\sqrt{\varepsilon}}\|\boldsymbol{\nabla} \boldsymbol{\mathcal { A }}\|_{L^{\infty}\left(O^{\varepsilon}\right)}
$$

which concludes the proof.

### 4.4 Representation of divergence-free fields

A key ingredient in the proof of Theorem 4.1 is a representation of periodic divergence-free and zero-mean fields as the image of a differential operator, the range of which is always divergencefree. This representation is given by the following.

Lemma 4.15. Let $\boldsymbol{g} \in L_{\#}^{2}(Y)^{d}$ be periodic, satisfying

$$
\int_{Y} \boldsymbol{g} d y=0, \quad \operatorname{div}_{y} \boldsymbol{g}=0 \text { in } Y .
$$

There exists a (non-unique) periodic solution $\boldsymbol{\varphi} \in H_{\#}^{1}(Y)^{d} \cap H_{\#}^{2}(Y)^{d}$ to the problem

$$
\begin{cases}-\Delta_{y} \boldsymbol{\varphi}+\boldsymbol{\nabla}_{y} \operatorname{div}_{y} \varphi=\boldsymbol{g} & \text { in } Y,  \tag{25}\\ y \rightarrow \boldsymbol{\varphi}(y) & Y \text { periodic },\end{cases}
$$

which satisfies, for some constant $C>0$,

$$
\|\boldsymbol{\varphi}\|_{H_{\#}^{2}(Y)} \leq C\|\boldsymbol{g}\|_{L_{\#}^{2}(Y)} .
$$

Furthermore, for any $\boldsymbol{\psi} \in H_{\#}^{2}(Y)^{d}$, it holds that

$$
\operatorname{div}_{y}\left(-\Delta_{y} \boldsymbol{\psi}+\boldsymbol{\nabla}_{y} \operatorname{div}_{y} \boldsymbol{\psi}\right)=0 \text { in } Y
$$

Remark 4.16. More generally, the identity

$$
\operatorname{div}(-\Delta \psi+\nabla \operatorname{div} \psi)=0 \text { in } \mathbb{R}^{d}
$$

holds true for any vector field $\boldsymbol{\psi} \in\left(H^{2}\left(\mathbb{R}^{d}\right)\right)^{d}$.
Proof. Using Fourier series the periodic solution $\varphi$ and the periodic right-hand side $\boldsymbol{g}$ are written as

$$
\boldsymbol{\varphi}(y)=\sum_{\boldsymbol{\xi} \in \mathbb{Z}^{d}} \widehat{\boldsymbol{\varphi}}(\boldsymbol{\xi}) e^{2 i \pi \boldsymbol{\xi} \cdot y}, \quad \boldsymbol{g}(y)=\sum_{\boldsymbol{\xi} \in \mathbb{Z}^{d}} \widehat{\boldsymbol{g}}(\boldsymbol{\xi}) e^{2 i \pi \boldsymbol{\xi} \cdot y}
$$

where $\widehat{\boldsymbol{g}}(\mathbf{0})=\mathbf{0}$ and $\widehat{\boldsymbol{g}}(\boldsymbol{\xi}) \cdot \boldsymbol{\xi}=0$ for any $\boldsymbol{\xi} \in \mathbb{Z}^{d}$, because of the assumptions on $\boldsymbol{g}$. Then, 25) becomes:

$$
\begin{equation*}
4 \pi^{2}|\boldsymbol{\xi}|^{2} \widehat{\boldsymbol{\varphi}}-4 \pi^{2}(\boldsymbol{\xi} \cdot \widehat{\boldsymbol{\varphi}}) \boldsymbol{\xi}=\widehat{\boldsymbol{g}} . \tag{26}
\end{equation*}
$$

By writing (26) under matrix form, we have:

$$
A \widehat{\boldsymbol{\varphi}}=\widehat{\boldsymbol{g}}, \quad A(\boldsymbol{\xi})=4 \pi^{2}\left(|\boldsymbol{\xi}|^{2} I_{d}-\boldsymbol{\xi} \otimes \boldsymbol{\xi}\right) .
$$

We easily see that $\operatorname{ker}(A)=\operatorname{span}(\boldsymbol{\xi})$. Since $A$ is symmetric, we have $\operatorname{Im}(A)=\operatorname{ker}(A)^{\perp}=\{\boldsymbol{u} \in$ $\mathbb{R}^{d}$ s.t. $\left.\boldsymbol{u} \cdot \boldsymbol{\xi}=0\right\}$ and $\widehat{\boldsymbol{g}} \in \operatorname{ker}(A)^{\perp}$. Now, if we restrict the matrix $A$ to its image, it is reduced to $|\boldsymbol{\xi}|^{2} I_{d}$. Consequently, its inverse is simply given by $|\boldsymbol{\xi}|^{-2} I_{d}$ which gives the following solution:

$$
\widehat{\boldsymbol{\varphi}}=\frac{\widehat{\boldsymbol{g}}}{4 \pi^{2}|\boldsymbol{\xi}|^{2}} \text { for any } \boldsymbol{\xi} \neq 0,
$$

which is unique, up to the addition of a multiple of $\boldsymbol{\xi}$. In other words, we obtained a solution $\boldsymbol{\varphi}(y)$ of (25) which is unique up to the addition of a constant and of a periodic gradient. Now, recalling that $\boldsymbol{\xi}$ is an integer vector, we note that:

$$
|\widehat{\boldsymbol{\varphi}}|=\frac{|\widehat{\boldsymbol{g}}|}{4 \pi^{2}|\boldsymbol{\xi}|^{2}} \leq C|\widehat{\boldsymbol{g}}|, \quad|\boldsymbol{\xi} \widehat{\boldsymbol{\varphi}}| \leq C|\widehat{\boldsymbol{g}}|, \quad|\boldsymbol{\xi} \boldsymbol{\xi} \widehat{\boldsymbol{\varphi}}| \leq C|\widehat{\boldsymbol{g}}|,
$$

which allows to conclude that $\varphi$ belongs to $H_{\#}^{2}(Y)^{d}$.
In view of the proof of Theorem 4.1, Lemma 4.15 is applied to the solution $\omega_{i}$ of the cell problem (6). More precisely, introduce

$$
\omega_{i}^{\prime}=\omega_{i}-\left|Y_{F}\right|\left\langle\omega_{i}\right\rangle=\omega_{i}-\int_{Y} \omega_{i}
$$

which satisfies

$$
\left\{\begin{array}{l}
\operatorname{div}_{y} \omega_{i}^{\prime}=0 \text { on } Y, \\
\omega_{i}^{\prime} \text { is } \mathbb{Z}^{d}-\text { periodic, } \\
\omega_{i}^{\prime} \text { has zero mean over } Y .
\end{array}\right.
$$

According to Lemma 4.15. there exists a periodic function $\boldsymbol{\psi}_{\boldsymbol{i}} \in H_{\#}^{2}(Y)^{d}$ such that:

$$
\begin{equation*}
-\Delta_{y} \psi_{i}+\nabla_{y} \operatorname{div}_{y} \psi_{i}=\omega_{i}^{\prime} \text { in } Y . \tag{27}
\end{equation*}
$$

In particular, since $\boldsymbol{\omega}_{i} \in H_{\#}^{1}(Y)^{d}$, then $\boldsymbol{\psi}_{i} \in H_{\#}^{3}(Y)^{d}$. This regularity cannot be improved since, although $\omega_{i}$ is smooth inside $Y_{F}$, it is not in the full cell $Y$. In particular, it implies that, at least for large dimension $d, \boldsymbol{\psi}_{\boldsymbol{i}}$ and $\boldsymbol{\nabla}_{\boldsymbol{y}} \boldsymbol{\psi}_{\boldsymbol{i}}$ may not belong to $L^{\infty}(Y)$. This lack of regularity requires special care in the next subsection.

### 4.5 Proof of Theorem 4.1

Inspired by the approximation (13) of the two-scale asymptotic expansion, namely $\boldsymbol{u}_{\varepsilon} \approx \varepsilon^{2} \boldsymbol{u}_{\mathbf{2}}+$ $\varepsilon^{3} \boldsymbol{u}_{\boldsymbol{3}}$, the main idea is to compare the velocity $\boldsymbol{u}_{\boldsymbol{\varepsilon}}$ with $\varepsilon^{2} \boldsymbol{u}_{\boldsymbol{2}}+\varepsilon^{3} \boldsymbol{u}_{\boldsymbol{3}}$. The difficulty is that the velocity correctors $\boldsymbol{u}_{2}, \boldsymbol{u}_{\mathbf{3}}$, built in Section 3, do not satisfy the boundary condition, i.e. $\boldsymbol{u}_{2}, \boldsymbol{u}_{\mathbf{3}}$ do not vanish on $\partial \Omega$, and are not divergence-free. To satisfy this Dirichlet boundary condition for an approximation of $\boldsymbol{u}_{\varepsilon}$, we introduce a cut-off function $\eta^{\varepsilon}$ as in [11.

Definition 4.17. For a small enough constant $c>0$, define a neighborhood of the boundary $\partial \Omega$, denoted by $O^{\varepsilon}:=\{x \in \Omega: \operatorname{dist}(x, \partial \Omega) \leq c \varepsilon\}$ (band of width $c \varepsilon$ near $\partial \Omega$ ). Then we choose $a$ cut-off function $\eta^{\varepsilon} \in C^{\infty}(\bar{\Omega})$ such that $\eta^{\varepsilon}$ and all its derivatives vanish on $\partial \Omega$, while $\eta^{\varepsilon}(x)=1$ on $\Omega \backslash O^{\varepsilon}$ and

$$
\left\|1-\eta^{\varepsilon}\right\|_{L^{2}(\Omega)} \leq C \sqrt{\varepsilon}, \quad\left\|\eta^{\varepsilon}\right\|_{L^{\infty}(\Omega)}=1, \quad\left\|\nabla \eta^{\varepsilon}\right\|_{L^{\infty}(\Omega)} \leq \frac{C}{\varepsilon}, \quad\left\|\nabla \nabla \eta^{\varepsilon}\right\|_{L^{\infty}(\Omega)} \leq \frac{C}{\varepsilon^{2}}
$$

If we simply multiply the approximation $\varepsilon^{2} \boldsymbol{u}_{2}+\varepsilon^{3} \boldsymbol{u}_{3}$ by the cut-off function $\eta^{\varepsilon}$, of course the Dirichlet boundary condition will be satisfied on $\partial \Omega$ but the divergence of the product is not under control. Therefore, a more clever use of $\eta^{\varepsilon}$ is required. It turns out that only $\boldsymbol{u}_{\mathbf{2}}$ needs a special treatment. Recall from (7) that

$$
\boldsymbol{u}_{\mathbf{2}}(x, y)=\frac{1}{\nu} \boldsymbol{\omega}_{\boldsymbol{i}}(y)\left(f_{i}(x)-\frac{\partial p^{*}}{\partial x_{i}}(x)\right) .
$$

The main idea is to decompose $\omega_{i}$ as

$$
\boldsymbol{\omega}_{\boldsymbol{i}}=\boldsymbol{\omega}_{\boldsymbol{i}}{ }^{\prime}+\left|Y_{F}\right|\left\langle\boldsymbol{\omega}_{\boldsymbol{i}}\right\rangle,
$$

and to use (27) to replace $\omega_{i}{ }^{\prime}$ by its representation as derivatives of the periodic function $\boldsymbol{\psi}_{\boldsymbol{i}}$. Then, the cut-off function is inserted inside this differential representation as

$$
(-\Delta+\boldsymbol{\nabla} \operatorname{div})\left(\eta^{\varepsilon} \psi_{i}\right),
$$

which has the advantage of being divergence-free and vanishing on the boundary $\partial \Omega$. We shall not apply the cut-off function to the other (non-oscillating) term

$$
\frac{1}{\nu}\left|Y_{F}\right|\left\langle\boldsymbol{\omega}_{i}\right\rangle\left(f_{i}(x)-\frac{\partial p^{*}}{\partial x_{i}}(x)\right) \equiv\left|Y_{F}\right| \boldsymbol{u}(x),
$$

where $\boldsymbol{u}$ is divergence-free (because it is the Darcy velocity) and satisfies $\boldsymbol{u} \cdot \boldsymbol{n}=0$ on $\partial \Omega$. To correct this boundary condition we apply Lemma 4.13 to $\boldsymbol{g}=\left|Y_{F}\right| \boldsymbol{u}$. The assumptions of Lemma 4.13 are satisfied, by its definition (9), the Darcy velocity $\boldsymbol{u}$ belongs to $C^{1, \alpha}(\bar{\Omega})^{d}$, satisfies $\operatorname{div} \boldsymbol{u}=0$ in $\Omega$ and $\boldsymbol{u} \cdot \boldsymbol{n}=0$ on $\partial \Omega$. Thus Lemma 4.13 ensures that there exists $\boldsymbol{v}_{\boldsymbol{b} \boldsymbol{\varepsilon}} \in H^{1}(\Omega)^{d}$ supported in $O^{\varepsilon}$ such that:

$$
\begin{gather*}
\operatorname{div} \boldsymbol{v}_{\boldsymbol{b} \varepsilon}=0 \text { on } \Omega, \quad \boldsymbol{v}_{\boldsymbol{b} \varepsilon}=\left|Y_{F}\right| \boldsymbol{u} \text { on } \partial \Omega, \\
\left|\boldsymbol{v}_{\boldsymbol{b} \varepsilon}\right|_{H^{1}\left(\Omega^{\varepsilon}\right)} \leq \frac{C}{\sqrt{\varepsilon}}\|\boldsymbol{u}\|_{C^{1, \alpha}(\bar{\Omega})} \tag{28}
\end{gather*}
$$

The key observation is that, because of our construction of $\Omega^{\varepsilon}$, where obstacles are removed from $\Omega$ only if the entire cell is included in $\Omega$, all solid obstacles are uniformly away of the boundary $\partial \Omega$ by a distance of the order of $\varepsilon$. Therefore, in the choice of the cut-off function $\eta^{\varepsilon}$ (see Definition 4.17), one can choose the constant $c$ small enough so that no obstacles are contained or intersect the neighborhood $O^{\varepsilon}$ of the boundary $\partial \Omega$, where the support of the derivatives of $\eta^{\varepsilon}$ is restricted.

Based on the asymptotic expansion of order 3 for the velocity, $\varepsilon^{2} \boldsymbol{u}_{\mathbf{2}}+\varepsilon^{3} \boldsymbol{u}_{\boldsymbol{3}}$, we define the following velocity estimator:

$$
\begin{align*}
\boldsymbol{u}_{\varepsilon, \mathbf{3}}(x)= & \frac{\varepsilon^{2}}{\nu}\left|Y_{F}\right|\left\langle\boldsymbol{\omega}_{\boldsymbol{i}}\right\rangle\left(f_{i}(x)-\frac{\partial p^{*}}{\partial x_{i}}(x)\right)-\varepsilon^{2} \boldsymbol{v}_{\boldsymbol{b} \boldsymbol{\varepsilon}} \\
& +\frac{\varepsilon^{4}}{\nu}(-\Delta+\boldsymbol{\nabla} \operatorname{div})\left(\eta^{\varepsilon}(x) \boldsymbol{\psi}_{\boldsymbol{i}}\left(\frac{x}{\varepsilon}\right)\right)\left(f_{i}(x)-\frac{\partial p^{*}}{\partial x_{i}}(x)\right)  \tag{29}\\
& +\frac{\varepsilon^{3}}{\nu} \gamma_{i \boldsymbol{j}}\left(\frac{x}{\varepsilon}\right) \eta^{\varepsilon}(x) \frac{\partial}{\partial x_{j}}\left(f_{i}(x)-\frac{\partial p^{*}}{\partial x_{i}}(x)\right)-\boldsymbol{v}_{\boldsymbol{d} \boldsymbol{\varepsilon}}
\end{align*}
$$

where $\boldsymbol{v}_{\boldsymbol{b} \boldsymbol{\varepsilon}}$, defined in (28), corrects the boundary condition of the first term above and $\boldsymbol{v}_{\boldsymbol{d} \boldsymbol{\varepsilon}} \in$ $H_{0}^{1}\left(\Omega^{\varepsilon}\right)^{d}$ is going to be defined in the proof of Lemma 4.18 to correct the divergence-free condition of $\boldsymbol{u}_{\varepsilon, 3}$. Recall that $\boldsymbol{\psi}_{\boldsymbol{i}}$ is defined by (27), $\boldsymbol{\omega}_{\boldsymbol{i}}$ by (6), $\boldsymbol{\gamma}_{i \boldsymbol{j}}$ by (12) and all functions are extended by 0 inside the obstacles so that $\boldsymbol{u}_{\varepsilon, 3}$ is well defined on the whole $\Omega$. Similarly, we define an estimator for the pressure, which is exactly the asymptotic expansion at first order of the pressure (no need of using a cut-off function), as:

$$
\begin{equation*}
p_{\varepsilon, 1}=p^{*}+\varepsilon p_{1} \tag{30}
\end{equation*}
$$

where $p^{*}$ is the homogenized pressure, solution of the Darcy problem 10 and $p_{1}$ is defined by (7).

Lemma 4.18. There exists $\boldsymbol{v}_{\boldsymbol{d} \boldsymbol{\varepsilon}} \in H_{0}^{1}\left(\Omega^{\varepsilon}\right)^{d}$ such that the velocity estimator $\boldsymbol{u}_{\boldsymbol{\varepsilon}, \mathbf{3}}$, defined by (29), satisfies:

$$
\begin{gather*}
\boldsymbol{u}_{\varepsilon, \mathbf{3}}=\varepsilon^{2} \boldsymbol{u}_{\mathbf{2}}+\varepsilon^{3} \boldsymbol{u}_{\mathbf{3}}-\boldsymbol{v}_{\boldsymbol{d} \varepsilon} \text { in } \Omega \backslash O^{\varepsilon}  \tag{31}\\
\boldsymbol{u}_{\varepsilon, \mathbf{3}}=\mathbf{0} \text { on } \partial \Omega  \tag{32}\\
\boldsymbol{u}_{\varepsilon, \mathbf{3}}=\mathbf{0} \text { on } \partial B^{\varepsilon}  \tag{33}\\
\operatorname{div} \boldsymbol{u}_{\varepsilon, \mathbf{3}}=0 \text { in } \Omega \tag{34}
\end{gather*}
$$

and

$$
\begin{equation*}
\left|\boldsymbol{v}_{\boldsymbol{d} \varepsilon}\right|_{H^{1}\left(\Omega^{\varepsilon}\right)} \leq C \varepsilon^{\frac{3}{2}}\left\|\boldsymbol{f}-\boldsymbol{\nabla} p^{*}\right\|_{H^{2}(\Omega) \cap C^{1, \alpha}(\bar{\Omega})} \tag{35}
\end{equation*}
$$

with $C$ independent of $\varepsilon$.
Proof. To check (31), simply recall that $\eta^{\varepsilon} \equiv 1$ in $\Omega \backslash O^{\varepsilon}$. Thus by virtue of (27) the second line of (29) simplifies and, combined with the first line, yields $\varepsilon^{2} \boldsymbol{u}_{\mathbf{2}}$, since $\boldsymbol{v}_{\boldsymbol{b} \boldsymbol{\varepsilon} \boldsymbol{\varepsilon}}$ is supported in $O^{\varepsilon}$. Similarly, the third line of 29 coincides with $\varepsilon^{3} \boldsymbol{u}_{3}$ in $\Omega \backslash O^{\varepsilon}$.

To check (32), we recognize that the first line of 29 vanishes on $\partial \Omega$ by construction of $\boldsymbol{v}_{\boldsymbol{b} \boldsymbol{\varepsilon}}$, while the second and third line vanish too because $\eta^{\varepsilon}$ and all its derivatives vanish on $\partial \Omega$, as well as $\boldsymbol{v}_{\boldsymbol{d} \boldsymbol{\varepsilon}}$ by definition.

By construction of the cut-off function and Assumption 2.1 on the solid obstacles which stay away from the boundary $\partial \Omega$, we have $\eta^{\varepsilon} \equiv 1$ in the vicinity of $B^{\varepsilon}$. Therefore $\boldsymbol{u}_{\varepsilon, 3}=$ $\varepsilon^{2} \boldsymbol{u}_{\boldsymbol{2}}+\varepsilon^{3} \boldsymbol{u}_{\boldsymbol{3}}-\boldsymbol{v}_{\boldsymbol{d} \boldsymbol{\varepsilon}}$ on $\partial B^{\varepsilon}$. Furthermore, since $\boldsymbol{\omega}_{\boldsymbol{i}}$ and $\gamma_{\boldsymbol{i} \boldsymbol{j}}$ vanish on $Y_{S}$, as well as $\boldsymbol{v}_{\boldsymbol{d} \boldsymbol{\varepsilon}}$ on $\partial B^{\varepsilon}$ by definition, we deduce that $(33)$ holds true.

It remains to compute the divergence of the estimator $\boldsymbol{u}_{\varepsilon, 3}$ and to prove (34) and (35). The first line of 29$)$ is divergence-free by construction and recall that $\operatorname{div}(-\Delta+\nabla \operatorname{div})=0$. Therefore,

$$
\begin{aligned}
\operatorname{div} \boldsymbol{u}_{\varepsilon, 3}(x)= & \frac{\varepsilon^{4}}{\nu}(-\Delta+\boldsymbol{\nabla} \operatorname{div})\left(\eta^{\varepsilon}(x) \boldsymbol{\psi}_{\boldsymbol{i}}\left(\frac{x}{\varepsilon}\right)\right) \cdot \boldsymbol{\nabla}\left(f_{i}-\partial_{i} p^{*}\right)(x) \\
& +\frac{\varepsilon^{3}}{\nu} \operatorname{div}\left(\gamma_{i j}\left(\frac{x}{\varepsilon}\right) \eta^{\varepsilon}(x) \frac{\partial}{\partial x_{j}}\left(f_{i}-\partial_{i} p^{*}\right)(x)\right)-\operatorname{div} \boldsymbol{v}_{\boldsymbol{d} \varepsilon}
\end{aligned}
$$

where, for the sake of clarity, the partial derivative with respect to $x_{i}$ is simply denoted by $\partial_{i}$, An easy computation shows that:

$$
\begin{aligned}
(-\Delta+\boldsymbol{\nabla} \operatorname{div})\left(\boldsymbol{\psi}_{\boldsymbol{i}}\left(\frac{x}{\varepsilon}\right) \eta^{\varepsilon}(x)\right) & =\frac{1}{\varepsilon^{2}} \eta^{\varepsilon}(x)\left(-\Delta_{y}+\boldsymbol{\nabla}_{\boldsymbol{y}} \operatorname{div}_{y}\right) \boldsymbol{\psi}_{\boldsymbol{i}}\left(\frac{x}{\varepsilon}\right)+\frac{2}{\varepsilon}\left(\boldsymbol{\nabla} \eta^{\varepsilon}(x) \cdot \boldsymbol{\nabla}_{\boldsymbol{y}} \boldsymbol{\psi}_{\boldsymbol{i}}\left(\frac{x}{\varepsilon}\right)\right. \\
& \left.-\operatorname{div}_{y} \boldsymbol{\psi}_{\boldsymbol{i}}\left(\frac{x}{\varepsilon}\right) \boldsymbol{\nabla} \eta^{\varepsilon}(x)\right)+\left(-\boldsymbol{\psi}_{\boldsymbol{i}}\left(\frac{x}{\varepsilon}\right) \Delta \eta^{\varepsilon}(x)+\boldsymbol{\nabla} \boldsymbol{\nabla}^{\varepsilon}(x) \boldsymbol{\psi}_{\boldsymbol{i}}\left(\frac{x}{\varepsilon}\right)\right),
\end{aligned}
$$

which leads to

$$
\operatorname{div} \boldsymbol{u}_{\varepsilon, \boldsymbol{3}}=L_{\varepsilon}+G_{\varepsilon}-\operatorname{div} \boldsymbol{v}_{\boldsymbol{d} \boldsymbol{\varepsilon}}
$$

where $L_{\varepsilon}$ is made of terms of order 2 :

$$
\begin{aligned}
L_{\varepsilon} & =\frac{\varepsilon^{2}}{\nu} \eta^{\varepsilon}(x)\left(-\Delta_{y}+\nabla_{y} \operatorname{div}_{y}\right) \boldsymbol{\psi}_{i}\left(\frac{x}{\varepsilon}\right) \cdot \boldsymbol{\nabla}\left(f_{i}-\partial_{i} p^{*}\right)(x) \\
& +\frac{\varepsilon^{2}}{\nu} \eta^{\varepsilon}(x) \operatorname{div}_{y} \gamma_{i j}\left(\frac{x}{\varepsilon}\right) \frac{\partial}{\partial x_{j}}\left(f_{i}-\partial_{i} p^{*}\right)(x),
\end{aligned}
$$

and $G_{\varepsilon}$ consists of the remaining terms of order 3 and 4:

$$
\begin{align*}
G_{\varepsilon} & =\frac{\varepsilon^{3}}{\nu}\left(\boldsymbol{\nabla} \eta^{\varepsilon}(x) \operatorname{div}_{y} \boldsymbol{\psi}_{\boldsymbol{i}}\left(\frac{x}{\varepsilon}\right)-\boldsymbol{\nabla}_{\boldsymbol{y}} \boldsymbol{\psi}_{\boldsymbol{i}}\left(\frac{x}{\varepsilon}\right) \boldsymbol{\nabla} \eta^{\varepsilon}(x)\right) \cdot \boldsymbol{\nabla}\left(f_{i}-\partial_{i} p^{*}\right)(x) \\
& +\frac{\varepsilon^{3}}{\nu} \gamma_{i j}\left(\frac{x}{\varepsilon}\right) \cdot \boldsymbol{\nabla} \eta^{\varepsilon}(x) \frac{\partial}{\partial x_{j}}\left(f_{i}-\partial_{i} p^{*}\right)(x)+\frac{\varepsilon^{3}}{\nu} \gamma_{i j}\left(\frac{x}{\varepsilon}\right) \eta^{\varepsilon}(x) \cdot \boldsymbol{\nabla} \frac{\partial}{\partial x_{j}}\left(f_{i}-\partial_{i} p^{*}\right)(x)  \tag{36}\\
& +\frac{\varepsilon^{4}}{\nu}\left(-\boldsymbol{\psi}_{\boldsymbol{i}}\left(\frac{x}{\varepsilon}\right) \Delta \eta^{\varepsilon}(x)+\boldsymbol{\nabla} \boldsymbol{\nabla} \eta^{\varepsilon}(x) \boldsymbol{\psi}_{\boldsymbol{i}}\left(\frac{x}{\varepsilon}\right)\right) \cdot \boldsymbol{\nabla}\left(f_{i}-\partial_{i} p^{*}\right)(x) .
\end{align*}
$$

Recalling that $\operatorname{div}_{y} \gamma_{i \boldsymbol{j}}=-\boldsymbol{\omega}_{\boldsymbol{i}} \cdot \boldsymbol{e}_{\boldsymbol{j}}+\left\langle\boldsymbol{\omega}_{\boldsymbol{i}} \cdot \boldsymbol{e}_{\boldsymbol{j}}\right\rangle$ and $\left(-\Delta_{y}+\boldsymbol{\nabla}_{\boldsymbol{y}} \operatorname{div}_{y}\right) \boldsymbol{\psi}_{\boldsymbol{i}}=\boldsymbol{\omega}_{\boldsymbol{i}}-\left|Y_{F}\right|\left\langle\boldsymbol{\omega}_{\boldsymbol{i}}\right\rangle$, one can check that $L_{\varepsilon}$ vanishes since:

$$
\begin{aligned}
L_{\varepsilon} & =\frac{\varepsilon^{2}}{\nu} \eta^{\varepsilon}(x)\left(\boldsymbol{\omega}_{\boldsymbol{i}}-\left|Y_{F}\right|\left\langle\boldsymbol{\omega}_{\boldsymbol{i}}\right\rangle\right) \cdot \boldsymbol{\nabla}\left(f_{i}-\partial_{i} p^{*}\right)(x)-\frac{\varepsilon^{2}}{\nu} \eta^{\varepsilon}(x)\left(\boldsymbol{\omega}_{\boldsymbol{i}}-\left\langle\boldsymbol{\omega}_{\boldsymbol{i}}\right\rangle\right) \cdot \boldsymbol{\nabla}\left(f_{i}-\partial_{i} p^{*}\right)(x) \\
& =\frac{\varepsilon^{2}}{\nu} \eta^{\varepsilon}(x)\left(1-\left|Y_{F}\right|\right)\left\langle\boldsymbol{\omega}_{\boldsymbol{i}}\right\rangle \cdot \boldsymbol{\nabla}\left(f_{i}-\partial_{i} p^{*}\right)(x)=0,
\end{aligned}
$$

in view of the homogenized equation 10. Therefore, the estimator divergence simplifies as

$$
\operatorname{div} \boldsymbol{u}_{\varepsilon, \mathbf{3}}=G_{\varepsilon}-\operatorname{div} \boldsymbol{v}_{\boldsymbol{d} \varepsilon}
$$

and we now prove the following bound

$$
\begin{equation*}
\left\|G_{\varepsilon}\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)} \leq C \varepsilon^{\frac{5}{2}}\left\|\boldsymbol{f}-\nabla p^{*}\right\|_{H^{2}(\Omega) \cap C^{1, \alpha}(\bar{\Omega})} . \tag{37}
\end{equation*}
$$

Indeed, the third term of $G_{\varepsilon}$ in (36) is bounded by $C \varepsilon^{3}\left\|\left(f_{i}-\partial_{i} p^{*}\right)\right\|_{H^{2}(\Omega)}$ since $\left\|\eta^{\varepsilon}\right\|_{L^{\infty}(\Omega)}=1$ and $\gamma_{i j} \in H^{m+2}\left(Y_{F}\right)^{d} \subset L^{\infty}\left(Y_{F}\right)^{d}$ by Sobolev embeddings (note that this bound is slightly better than (37) and it is the only term in (36) to involve the $H^{2}$-norm). All other terms in (36) feature derivatives of $\eta^{\varepsilon}$ and have thus compact supports in $O^{\varepsilon}$. In all those terms we bound $\left(f_{i}-\partial_{i} p^{*}\right)$ by its $C^{1, \alpha}$-norm. Although $\gamma_{i j}$ is bounded in $L^{\infty}\left(Y_{F}\right)^{d}$ for the second term of (36), it is not clear that it is the case for $\psi_{i}$ and $\nabla_{y} \psi_{i}$, at least for any space dimension. Therefore, we rely on another argument that we explain on the first term of (36) (the other ones being treated similarly). Since $\left\|\nabla \eta^{\varepsilon}\right\|_{L^{\infty}(\Omega)} \leq C \varepsilon^{-1}$, this first term is bounded in $L^{2}\left(\Omega^{\varepsilon}\right)$ by

$$
\begin{gather*}
C \varepsilon^{2}\left\|\left(f_{i}-\partial_{i} p^{*}\right)\right\|_{C^{1, \alpha}(\bar{\Omega})}\left(\int_{O^{\varepsilon}}\left|\nabla_{y} \psi_{i}\left(\frac{x}{\varepsilon}\right)\right|^{2} d x\right)^{1 / 2} \\
\leq C \varepsilon^{2}\left\|\left(f_{i}-\partial_{i} p^{*}\right)\right\|_{C^{1, \alpha}(\bar{\Omega})}\left(n_{O^{\varepsilon} \varepsilon^{d} \|}\left\|\nabla_{y} \psi_{i}(y)\right\|_{L^{2}\left(Y_{F}\right)}^{2}\right)^{1 / 2}, \tag{38}
\end{gather*}
$$

where we used the periodicity of $\nabla_{\boldsymbol{y}} \psi_{\boldsymbol{i}}$ and $n_{O^{\varepsilon}}=O\left(\varepsilon^{-d+1}\right)$ is the number of cells $Y_{i}^{\varepsilon}$ which cover $O^{\varepsilon}$. This implies exactly the bound (37). Finally, remark that $G_{\varepsilon}$ has zero mean on $\Omega^{\varepsilon}$ since

$$
\int_{\Omega^{\varepsilon}} \operatorname{div}\left(\boldsymbol{u}_{\varepsilon, \mathbf{3}}+\boldsymbol{v}_{\boldsymbol{d} \boldsymbol{\varepsilon}}\right)=\int_{\partial \Omega^{\varepsilon}}\left(\boldsymbol{u}_{\varepsilon, \mathbf{3}}+\boldsymbol{v}_{\boldsymbol{d} \varepsilon}\right) \cdot \boldsymbol{n}=0
$$

because $\boldsymbol{u}_{\varepsilon, 3}$ and $\boldsymbol{v}_{\boldsymbol{d} \boldsymbol{\varepsilon}}$ vanish on $\partial B^{\varepsilon}$ and $\partial \Omega$, Consequently, to prove (34) we can rely on Lemma 4.9 which ensures that there exists $\boldsymbol{v}_{\boldsymbol{d} \boldsymbol{\varepsilon}} \in H_{0}^{1}\left(\Omega^{\varepsilon}\right)^{d}$ such that

$$
\operatorname{div} \boldsymbol{v}_{\boldsymbol{d} \boldsymbol{\varepsilon}}=G_{\varepsilon} \text { and }\left|\boldsymbol{v}_{\boldsymbol{d} \varepsilon}\right|_{H^{1}\left(\Omega^{\varepsilon}\right)} \leq \frac{C}{\varepsilon}\left\|G_{\varepsilon}\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)} \leq C \varepsilon^{\frac{3}{2}}\left\|\boldsymbol{f}-\nabla p^{*}\right\|_{H^{2}(\Omega) \cap C^{1, \alpha}(\bar{\Omega})}
$$

which proves (34) and (35).

Now that all terms in the velocity estimator (29) are well defined, we turn to the estimates for the residuals of the homogenization process. Define the velocity residual $\boldsymbol{R}_{\boldsymbol{u}_{\boldsymbol{\varepsilon}}}$ and the pressure residual $R_{p_{\varepsilon}}$ by:

$$
\boldsymbol{R}_{\boldsymbol{u}_{\varepsilon}}=\boldsymbol{u}_{\boldsymbol{\varepsilon}}-\boldsymbol{u}_{\varepsilon, 3}, \quad R_{p_{\varepsilon}}=p_{\varepsilon}-p_{\varepsilon, 1}
$$

where the estimators $\boldsymbol{u}_{\varepsilon, 3}$ and $p_{\varepsilon, 1}$ are given respectively in 29) and (30).
Lemma 4.19. The velocity and pressure homogenization residuals verify:

$$
\left\{\begin{align*}
-\nu \Delta \boldsymbol{R}_{\boldsymbol{u}_{\varepsilon}}+\boldsymbol{\nabla} R_{p_{\varepsilon}} & =\boldsymbol{F}_{\varepsilon}+\operatorname{div} \boldsymbol{H}_{\varepsilon} & & \text { in } \Omega^{\varepsilon}  \tag{39}\\
\operatorname{div} \boldsymbol{R}_{\boldsymbol{u}_{\varepsilon}} & =0 & & \text { in } \Omega^{\varepsilon} \\
\boldsymbol{R}_{\boldsymbol{u}_{\varepsilon}} & =\mathbf{0} & & \text { on } \partial B^{\varepsilon} \\
\boldsymbol{R}_{\boldsymbol{u}_{\varepsilon}} & =\mathbf{0} & & \text { on } \partial \Omega
\end{align*}\right.
$$

where the source terms are bounded by:

$$
\begin{gather*}
\left\|\boldsymbol{F}_{\boldsymbol{\varepsilon}}\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)} \leq C \varepsilon\left\|\boldsymbol{f}-\boldsymbol{\nabla} p^{*}\right\|_{H^{2}(\Omega) \cap C^{1, \alpha}(\bar{\Omega})}  \tag{40}\\
\left\|\boldsymbol{H}_{\varepsilon}\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)} \leq C \varepsilon^{\frac{3}{2}}\left\|\boldsymbol{f}-\boldsymbol{\nabla} p^{*}\right\|_{H^{2}(\Omega) \cap C^{1, \alpha}(\bar{\Omega})} \tag{41}
\end{gather*}
$$

with $C$ independent of $\varepsilon$.
Proof. Obviously, $\operatorname{div} \boldsymbol{R}_{\boldsymbol{u}_{\varepsilon}}=0$ in $\Omega^{\varepsilon}$ and $\boldsymbol{R}_{\boldsymbol{u}_{\boldsymbol{\varepsilon}}}=\mathbf{0}$ on $\partial B^{\varepsilon} \cup \partial \Omega$. We decompose the velocity residual as $\boldsymbol{R}_{\boldsymbol{u}_{\boldsymbol{\varepsilon}}}=\left(\boldsymbol{u}_{\boldsymbol{\varepsilon}}-\varepsilon^{2} \boldsymbol{u}_{\mathbf{2}}\right)+\left(\varepsilon^{2} \boldsymbol{u}_{\mathbf{2}}-\boldsymbol{u}_{\boldsymbol{\varepsilon}, \mathbf{3}}\right)$ which leads to the first line of (39), where:

$$
\boldsymbol{F}_{\boldsymbol{\varepsilon}}=-\nu \Delta\left(\boldsymbol{u}_{\boldsymbol{\varepsilon}}-\varepsilon^{2} \boldsymbol{u}_{\mathbf{2}}\right)+\boldsymbol{\nabla}\left(p_{\varepsilon}-p_{\varepsilon, 1}\right) \quad \text { and } \quad \boldsymbol{H}_{\boldsymbol{\varepsilon}}=-\nu \boldsymbol{\nabla}\left(\varepsilon^{2} \boldsymbol{u}_{\mathbf{2}}-\boldsymbol{u}_{\boldsymbol{\varepsilon}, \mathbf{3}}\right)
$$

To prove estimate 40 for $\boldsymbol{F}_{\boldsymbol{\varepsilon}}$, we compute:

$$
\begin{aligned}
\boldsymbol{F}_{\boldsymbol{\varepsilon}} & =\boldsymbol{f}-\boldsymbol{\nabla} p^{*}+\left(\Delta_{y} \boldsymbol{\omega}_{\boldsymbol{i}}-\boldsymbol{\nabla}_{\boldsymbol{y}} \pi_{i}\right)\left(\frac{x}{\varepsilon}\right)\left(f_{i}-\partial_{i} p^{*}\right)(x)+2 \varepsilon \boldsymbol{\nabla}_{\boldsymbol{y}} \boldsymbol{\omega}_{\boldsymbol{i}}\left(\frac{x}{\varepsilon}\right) \boldsymbol{\nabla}\left(f_{i}-\partial_{i} p^{*}\right)(x) \\
& +\varepsilon^{2} \boldsymbol{\omega}_{\boldsymbol{i}}\left(\frac{x}{\varepsilon}\right) \Delta\left(f_{i}-\partial_{i} p^{*}\right)(x)-\varepsilon \pi_{i}\left(\frac{x}{\varepsilon}\right) \boldsymbol{\nabla}\left(f_{i}-\partial_{i} p^{*}\right)(x)
\end{aligned}
$$

and, rearranging the terms,

$$
\begin{align*}
\boldsymbol{F}_{\boldsymbol{\varepsilon}} & =\left(\Delta_{y} \boldsymbol{\omega}_{\boldsymbol{i}}-\boldsymbol{\nabla}_{\boldsymbol{y}} \pi_{i}+\boldsymbol{e}_{\boldsymbol{i}}\right)\left(\frac{x}{\varepsilon}\right)\left(f_{i}-\partial_{i} p^{*}\right)(x) \\
& +2 \varepsilon \boldsymbol{\nabla}_{\boldsymbol{y}} \boldsymbol{\omega}_{\boldsymbol{i}}\left(\frac{x}{\varepsilon}\right) \boldsymbol{\nabla}\left(f_{i}-\partial_{i} p^{*}\right)(x)-\varepsilon \pi_{i}\left(\frac{x}{\varepsilon}\right) \boldsymbol{\nabla}\left(f_{i}-\partial_{i} p^{*}\right)(x)  \tag{42}\\
& +\varepsilon^{2} \boldsymbol{\omega}_{\boldsymbol{i}}\left(\frac{x}{\varepsilon}\right) \Delta\left(f_{i}-\partial_{i} p^{*}\right)(x)
\end{align*}
$$

The first term in (42) actually vanishes because of the cell equation (6). The next three terms above are of order $\varepsilon$ or higher. To bound the fourth term requires the $\bar{H}^{2}$ regularity of $\left(f_{i}-\partial_{i} p^{*}\right)$,
while its $C^{1, \alpha}$ regularity is sufficient for all other terms. In the end, we deduce the bound 40) from (42).

Next, to prove estimate (41) for $\boldsymbol{H}_{\boldsymbol{\varepsilon}}$, we rewrite:

$$
\begin{align*}
\boldsymbol{u}_{\varepsilon, 3}-\varepsilon^{2} \boldsymbol{u}_{\boldsymbol{2}}= & \frac{\varepsilon^{2}}{\nu}\left(1-\eta^{\varepsilon}(x)\right)\left(\left|Y_{F}\right|\left\langle\boldsymbol{\omega}_{\boldsymbol{i}}\right\rangle-\boldsymbol{\omega}_{\boldsymbol{i}}\left(\frac{x}{\varepsilon}\right)\right)\left(f_{i}-\partial_{i} p^{*}\right)(x)-\varepsilon^{2} \boldsymbol{v}_{\boldsymbol{b} \boldsymbol{\varepsilon}}-\boldsymbol{v}_{\boldsymbol{d}_{\boldsymbol{\varepsilon}}} \\
& +\frac{\varepsilon^{3}}{\nu} \eta^{\varepsilon}(x) \gamma_{i j}\left(\frac{x}{\varepsilon}\right) \partial_{j}\left(f_{i}-\partial_{i} p^{*}\right)(x)  \tag{43}\\
& +\frac{\varepsilon^{3}}{\nu}\left(\boldsymbol{\nabla} \eta^{\varepsilon}(x) \operatorname{div}_{y} \boldsymbol{\psi}_{\boldsymbol{i}}\left(\frac{x}{\varepsilon}\right)-\boldsymbol{\nabla}_{\boldsymbol{y}} \boldsymbol{\psi}_{\boldsymbol{i}}\left(\frac{x}{\varepsilon}\right) \boldsymbol{\nabla} \eta^{\varepsilon}(x)\right)\left(f_{i}-\partial_{i} p^{*}\right)(x) \\
& +\frac{\varepsilon^{4}}{\nu}\left(-\boldsymbol{\psi}_{\boldsymbol{i}}\left(\frac{x}{\varepsilon}\right) \Delta \eta^{\varepsilon}(x)+\boldsymbol{\nabla} \boldsymbol{\nabla} \eta^{\varepsilon}(x) \boldsymbol{\psi}_{\boldsymbol{i}}\left(\frac{x}{\varepsilon}\right)\right)\left(f_{i}-\partial_{i} p^{*}\right)(x) .
\end{align*}
$$

The gradient of (43), equal to $\boldsymbol{H}_{\boldsymbol{\varepsilon}}$ up to a $\nu$-factor, is:

$$
\begin{align*}
& \boldsymbol{\nabla}\left(\boldsymbol{u}_{\varepsilon, 3}-\varepsilon^{2} \boldsymbol{u}_{\boldsymbol{2}}\right)=-\varepsilon^{2} \boldsymbol{\nabla} \boldsymbol{v}_{\boldsymbol{b} \varepsilon}-\boldsymbol{\nabla} \boldsymbol{v}_{\boldsymbol{d} \varepsilon}-\frac{\varepsilon^{2}}{\nu} \boldsymbol{\nabla} \eta^{\varepsilon}\left(\left|Y_{F}\right|\left\langle\boldsymbol{\omega}_{\boldsymbol{i}}\right\rangle-\boldsymbol{\omega}_{\boldsymbol{i}}\right)\left(f_{i}-\partial_{i} p^{*}\right) \\
& -\frac{\varepsilon}{\nu}\left(1-\eta^{\varepsilon}\right) \boldsymbol{\nabla}_{\boldsymbol{y}} \omega_{\boldsymbol{i}}\left(f_{i}-\partial_{i} p^{*}\right)+\frac{\varepsilon^{2}}{\nu}\left(\boldsymbol{\nabla} \eta^{\varepsilon} \boldsymbol{\nabla}_{\boldsymbol{y}} \operatorname{div}_{y} \boldsymbol{\psi}_{\boldsymbol{i}}-\boldsymbol{\nabla}_{\boldsymbol{y}} \boldsymbol{\nabla}_{\boldsymbol{y}} \psi_{\boldsymbol{i}} \boldsymbol{\nabla} \eta^{\varepsilon}\right)\left(f_{i}-\partial_{i} p^{*}\right) \\
& +\frac{\varepsilon^{3}}{\nu}\left(\boldsymbol{\nabla} \boldsymbol{\nabla} \eta^{\varepsilon} \operatorname{div}_{y} \boldsymbol{\psi}_{\boldsymbol{i}}-\boldsymbol{\nabla}_{\boldsymbol{y}} \boldsymbol{\psi}_{\boldsymbol{i}} \boldsymbol{\nabla} \boldsymbol{\nabla} \eta^{\varepsilon}\right)\left(f_{i}-\partial_{i} p^{*}\right) \\
& +\frac{\varepsilon^{3}}{\nu}\left(-\boldsymbol{\nabla}_{\boldsymbol{y}} \boldsymbol{\psi}_{\boldsymbol{i}} \Delta \eta^{\varepsilon}+\left(\boldsymbol{\nabla} \boldsymbol{\nabla} \eta^{\varepsilon}\right) \boldsymbol{\nabla}_{\boldsymbol{y}} \boldsymbol{\psi}_{\boldsymbol{i}}\right)\left(f_{i}-\partial_{i} p^{*}\right) \\
& +\frac{\varepsilon^{4}}{\nu}\left(-\boldsymbol{\psi}_{\boldsymbol{i}} \boldsymbol{\nabla} \Delta \eta^{\varepsilon}+\boldsymbol{\nabla}\left(\boldsymbol{\nabla} \boldsymbol{\nabla} \eta^{\varepsilon}\right) \boldsymbol{\psi}_{\boldsymbol{i}}\right)\left(f_{i}-\partial_{i} p^{*}\right)  \tag{44}\\
& +\frac{\varepsilon^{2}}{\nu}\left(1-\eta^{\varepsilon}\right)\left(\left|Y_{F}\right|\left\langle\boldsymbol{\omega}_{\boldsymbol{i}}\right\rangle-\boldsymbol{\omega}_{\boldsymbol{i}}\right) \boldsymbol{\nabla}\left(f_{i}-\partial_{i} p^{*}\right)+\frac{\varepsilon^{3}}{\nu} \boldsymbol{\nabla} \eta^{\varepsilon} \boldsymbol{\gamma}_{i j} \partial_{j}\left(f_{i}-\partial_{i} p^{*}\right) \\
& +\frac{\varepsilon^{3}}{\nu}\left(\boldsymbol{\nabla} \eta^{\varepsilon} \operatorname{div}_{y} \boldsymbol{\psi}_{\boldsymbol{i}}-\boldsymbol{\nabla}_{\boldsymbol{y}} \psi_{\boldsymbol{i}} \boldsymbol{\nabla} \eta^{\varepsilon}\right) \boldsymbol{\nabla}\left(f_{i}-\partial_{i} p^{*}\right) \\
& +\frac{\varepsilon^{4}}{\nu}\left(-\boldsymbol{\psi}_{\boldsymbol{i}} \Delta \eta^{\varepsilon}+\left(\boldsymbol{\nabla} \boldsymbol{\nabla} \eta^{\varepsilon}\right) \boldsymbol{\psi}_{\boldsymbol{i}}\right) \boldsymbol{\nabla}\left(f_{i}-\partial_{i} p^{*}\right) \\
& +\frac{\varepsilon^{2}}{\nu} \eta^{\varepsilon} \boldsymbol{\nabla}_{\boldsymbol{y}} \gamma_{i j} \partial_{j}\left(f_{i}-\partial_{i} p^{*}\right)+\frac{\varepsilon^{3}}{\nu} \eta^{\varepsilon} \gamma_{i j} \boldsymbol{\nabla} \partial_{j}\left(f_{i}-\partial_{i} p^{*}\right) .
\end{align*}
$$

We bound (44) in the same way as for the estimate of $G_{\varepsilon}$. The first two terms of (44) are bounded by (28) and (35). The last term of (44) is the only one requiring the $H^{2}$-regularity of $\left(f_{i}-\partial_{i} p^{*}\right)$ : for all other terms the $C^{1, \alpha}$-regularity of $\left(f_{i}-\partial_{i} p^{*}\right)$ is sufficient. By Lemma 3.3 the cell solutions $\omega_{i}, \gamma_{i j}$ and the gradient $\nabla_{y} \omega_{i}$ belong to $L^{\infty}(Y)$. This is not the case for $\boldsymbol{\psi}_{\boldsymbol{i}}$ and its derivatives (at least for any space dimension $d$ ): therefore we rely on a similar trick as in (38) for all terms involving $\boldsymbol{\psi}_{\boldsymbol{i}}$. Using the bounds (4.17) on the cut-off function $\eta^{\varepsilon}$, it follows that the terms in the first five lines of (44) are of order $\varepsilon^{3 / 2}$. The terms of the three following lines are of order $\varepsilon^{5 / 2}$ and eventually in the last line the terms are respectively of order $\varepsilon^{2}$ and $\varepsilon^{3}$. We do not detail the bounds except for the seemingly higher order term

$$
\begin{gathered}
\left\|\frac{\varepsilon}{\nu}\left(1-\eta^{\varepsilon}\right) \nabla_{y} \omega_{i}\left(f_{i}-\partial_{i} p^{*}\right)\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)} \leq C \varepsilon\left\|1-\eta^{\varepsilon}\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)}\left\|\nabla_{y} \omega_{i}\right\|_{L^{\infty}(Y)}\left\|\left(f_{i}-\partial_{i} p^{*}\right)\right\|_{C^{1, \alpha}(\bar{\Omega})} \\
\leq C \varepsilon^{3 / 2}\left\|\left(f_{i}-\partial_{i} p^{*}\right)\right\|_{C^{1, \alpha}(\bar{\Omega})}
\end{gathered}
$$

because of (4.17). In the end, we deduce estimate (41).
Remark 4.20. We cannot have a better estimate due the presence of boundary layers. Indeed, the lower order $\sqrt{\varepsilon}$ is due to the boundary condition $\boldsymbol{u}_{\boldsymbol{\varepsilon}}=\mathbf{0}$ on $\partial \Omega$, which worsens the approximation near the boundary. Technically, this is taken into account by the introduction of the cut-off function $\eta^{\varepsilon}$ in the proof. This term satisfies the bound $\left|\eta^{\varepsilon}\right|_{H^{1}(\Omega)} \leq \frac{C}{\sqrt{\varepsilon}}$, which is the origin of the $\sqrt{\varepsilon}$-order in the estimate.

Since the residual $\boldsymbol{R}_{u_{\varepsilon}}$ is divergence-free and belongs to $H_{0}^{1}\left(\Omega^{\varepsilon}\right)^{d}$, it can be used as test function, leading to

$$
\begin{aligned}
\nu \int_{\Omega^{\varepsilon}} \boldsymbol{\nabla} \boldsymbol{R}_{\boldsymbol{u}_{\varepsilon}} \cdot \boldsymbol{\nabla} \boldsymbol{R}_{\boldsymbol{u}_{\varepsilon}} & =\nu \int_{\Omega^{\varepsilon}} \boldsymbol{\nabla} \boldsymbol{R}_{\boldsymbol{u}_{\varepsilon}} \cdot \boldsymbol{\nabla} \boldsymbol{R}_{u_{\varepsilon}}-\int_{\Omega^{\varepsilon}} R_{p_{\varepsilon}} \operatorname{div} \boldsymbol{R}_{\boldsymbol{u}_{\varepsilon}} \\
& =\int_{\Omega^{\varepsilon}} \boldsymbol{F}_{\boldsymbol{\varepsilon}} \cdot \boldsymbol{R}_{\boldsymbol{u}_{\varepsilon}}-\int_{\Omega^{\varepsilon}} \boldsymbol{H}_{\boldsymbol{\varepsilon}} \cdot \boldsymbol{\nabla} \boldsymbol{R}_{\boldsymbol{u}_{\varepsilon}} \\
& \leq\left\|\boldsymbol{F}_{\boldsymbol{\varepsilon}}\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)}\left\|\boldsymbol{R}_{\boldsymbol{u}_{\varepsilon}}\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)}+\left\|\boldsymbol{H}_{\varepsilon}\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)}\left|\boldsymbol{R}_{\boldsymbol{u}_{\varepsilon}}\right|_{H^{1}\left(\Omega^{\varepsilon}\right)} .
\end{aligned}
$$

Using estimate 40) and the Poincaré inequality in a perforated domain (Lemma 4.6), it follows:

$$
\left\|\boldsymbol{F}_{\varepsilon}\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)}\left\|\boldsymbol{R}_{u_{\varepsilon}}\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)} \leq C \varepsilon^{2}\left\|\boldsymbol{f}-\boldsymbol{\nabla} p^{*}\right\|_{H^{2}(\Omega) \cap C^{1, \alpha}(\bar{\Omega})}\left|\boldsymbol{R}_{u_{\varepsilon}}\right|_{H^{1}\left(\Omega^{\varepsilon}\right)} .
$$

Then, using (41), we conclude that:

$$
\begin{equation*}
\left|\boldsymbol{R}_{\boldsymbol{u}_{\varepsilon}}\right|_{H^{1}\left(\Omega^{\varepsilon}\right)} \leq C \varepsilon^{\frac{3}{2}}\left\|\boldsymbol{f}-\boldsymbol{\nabla} p^{*}\right\|_{H^{2}(\Omega) \cap C^{1, \alpha}(\bar{\Omega})} . \tag{45}
\end{equation*}
$$

Now, writing $\boldsymbol{u}_{\varepsilon}-\varepsilon^{2} \boldsymbol{u}_{\boldsymbol{2}}=\boldsymbol{R}_{\boldsymbol{u}_{\varepsilon}}+\boldsymbol{u}_{\varepsilon, 3}-\varepsilon^{2} \boldsymbol{u}_{\mathbf{2}}$, using (45) and (41) yields:

$$
\left|\boldsymbol{u}_{\boldsymbol{\varepsilon}}-\varepsilon^{2} \boldsymbol{u}_{\mathbf{2}}\right|_{H^{1}\left(\Omega^{\varepsilon}\right)} \leq\left|\boldsymbol{R}_{\boldsymbol{u}_{\varepsilon}}\right|_{H^{1}\left(\Omega^{\varepsilon}\right)}+\left\|\boldsymbol{H}_{\varepsilon}\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)} \leq C \varepsilon^{\frac{3}{2}}\left\|\boldsymbol{f}-\boldsymbol{\nabla} p^{*}\right\|_{H^{2}(\Omega) \cap C^{1, \alpha}(\bar{\Omega})},
$$

which is precisely the $H^{1}$-estimate (16). The $L^{2}$-estimate (17) is then a consequence of the Poincaré inequality in perforated domains (Lemma 4.6). To prove the remaining pressure estimate (15), recall that pressure is always defined up to a constant and choose the original pressure $p_{\varepsilon}$, the homogenized pressure $p^{*}$ and the pressure estimator $p_{\varepsilon, 1}$ with zero mean in $\Omega^{\varepsilon}$ (if it is not the case, it suffices to consider $p_{\varepsilon, 1}=p^{*}+\varepsilon\left(p_{1}-\int_{\Omega^{\varepsilon}} p_{1}\right)$ ). Lemma 4.9 ensures the existence of $\boldsymbol{v} \in H_{0}^{1}\left(\Omega^{\varepsilon}\right)^{d}$ such that $\operatorname{div} \boldsymbol{v}=p_{\varepsilon}-p_{\varepsilon, 1}$. Then by integration by parts:

$$
\begin{aligned}
& \int_{\Omega^{\varepsilon}}\left(p_{\varepsilon}-p_{\varepsilon, 1}\right)^{2}=\int_{\Omega^{\varepsilon}}\left(p_{\varepsilon}-p_{\varepsilon, 1}\right) \operatorname{div} \boldsymbol{v}=-\int_{\Omega^{\varepsilon}} \boldsymbol{F}_{\boldsymbol{\varepsilon}} \cdot \boldsymbol{v}+\int_{\Omega^{\varepsilon}} \nu \boldsymbol{\nabla}\left(\boldsymbol{u}_{\boldsymbol{\varepsilon}}-\varepsilon^{2} \boldsymbol{u}_{\mathbf{2}}\right) \cdot \boldsymbol{\nabla} \boldsymbol{v} \\
& \leq C \varepsilon^{\frac{3}{2}}\left\|\boldsymbol{f}-\boldsymbol{\nabla} p^{*}\right\|_{H^{2}(\Omega) \cap C^{1, \alpha}(\bar{\Omega})}|\boldsymbol{v}|_{H^{1}\left(\Omega^{\varepsilon}\right)} \leq C \varepsilon^{\frac{1}{2}}\left\|\boldsymbol{f}-\boldsymbol{\nabla} p^{*}\right\|_{H^{2}(\Omega) \cap C^{1, \alpha}(\bar{\Omega})}\left\|p_{\varepsilon}-p_{\varepsilon, 1}\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)},
\end{aligned}
$$

using the estimate in Lemma 4.9. Thus,

$$
\left\|p_{\varepsilon}-p^{*}\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)} \leq\left\|p_{\varepsilon}-p_{\varepsilon, 1}\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)}+\left\|p_{\varepsilon, 1}-p^{*}\right\|_{L^{2}\left(\Omega^{\varepsilon}\right)} \leq C \varepsilon^{\frac{1}{2}}\left\|\boldsymbol{f}-\nabla p^{*}\right\|_{H^{2}(\Omega) \cap C^{1, \alpha}(\bar{\Omega})},
$$

since $\left(p_{\varepsilon, 1}-p^{*}\right)$ is of order $\varepsilon$ as seen from (30), which concludes the proof of Theorem 4.1.
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