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Abstract. Recent developments and tools integrated into the TAPaS code
are presented, enabling realistic scenario simulations of particle dynamics within
experimental tokamak magnetic equilibria. In particular, the enhanced capabilities
of TAPaS enable seamless coupling with external simulations, provided the metric
and equilibrium magnetic field of the external code are known. Coupling TAPaS
with the gyro-fluid code FAR3d, the transport and losses of energetic particles (EPs)
in the presence Alfvén eigenmodes (AEs) in DIII-D plasma discharge #159243 were
investigated. Detailed analyses of prompt losses with and without collisions were
performed. Then, further analysis was performed in the presence of electromagnetic
perturbations resulting from AEs activity. The results indicate that, for the energies
and the initial conditions considered here, the presence of AEs enhances the particle
losses.
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1. Introduction

In current and future fusion devices, energetic particles (EPs) play a crucial role. These
particles are generated either externally from sources such as neutral beam injection
(NBI) and ion cyclotron resonance heating (ICRH), or internally through nuclear
fusion reactions, resulting in 3.5 MeV alpha particles from D-T fusion reactions. It
is imperative to adequately confine EPs to ensure the transfer of their energy to the
thermal population via Coulomb collisions, thereby sustaining fusion reactions. Hence,
the necessity to investigate the transport phenomena associated with EPs in toroidal
plasmas. Additionally, EPs in toroidal plasmas can trigger instabilities, particularly
EP-driven modes, which might have deleterious effects on the energy and particle
confinement.

EP-driven instabilities involve various phenomena, such as the fishbone instability
initially observed in the PDX tokamak [1], later analyzed in DIII-D plasma [2], and shear
Alfvén eigenmodes destabilized by super-Alfvénic EPs. These modes can lead to major
EP losses towards the plasma-facing components, as demonstrated for energetic beam
ions and byproducts of D-D fusion reactions in the DIII-D tokamak [3, 4]. Shear Alfvén
waves usually experience strong continuum damping in slab and cylindrical geometries
in the presence of non-uniform magnetic field, with the exception of global Alfvén
eigenmodes (GAE) in cylindrical geometry arising below the minimum value in the
Alfvén contiuum [5, 6, 7, 8].

However, in realistic toroidal geometry with noncircular flux surfaces, gaps in the
Alfvén continuum can be formed, leading to the existence of eigenmodes that are not
damped by the continuum. Those include toroidicity induced Alfvén eigenmodes (TAE)
[9, 10], ellipticity induced Alfvén eigenmodes (EAE) [11, 12], noncircularity induced
Alfvén eigenmodes (NAE) [13, 14], reversed-shear Alfvén eigenmodes (RSAE)[15, 16],
and beta-induced Alfvén eigenmodes (BAE) [17] - for more details, see Ref. [18] and
references therein. Since modes inside these gaps are not damped by the continuum,
any external drive at the corresponding frequencies can provide enough energy to trigger
an instability. More specifically, the motion of EPs can resonate with these modes
and the gradients of the EP distribution function in phase-space can result in their
destabilization. This is why they can be excited by alpha particles resulting from fusion
reactions or by EPs generated through NBI or ICRH -see Ref [19] and references therein.
Moreover, different types of EP transport exist in toroidal plasmas [20].

The dynamics of EPs can be numerically analyzed following two approaches: active
coupling and passive coupling. The active coupling approach employs a self-consistent
model for EPs and thermal particles. This includes, for example, fully kinetic (or
gyrokinetic) description of both the thermal plasma and EPs, hybrid models where
different equations are solved for the thermal plasma and the EPs (e.g. Ref[21]), and
gyro-fluid models, which are derived by taking moments of the gyrokinetic equation
and applying appropriate closures [22]. In the second approach, passive-tracers codes
are used. In this case, the time-dependent electromagnetic perturbations are externally
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imposed and the trajectories of EPs are integrated but do not impact the evolution of
the perturbations. Some of these codes, which can be regarded as diagnostic tools, are
ASCOT [23], LOCUST [24], ORBIT [25], or KORC [26]. TAPaS code [27] falls in this
category and can be easily coupled to solvers that evolve the dynamics of the background
plasma. The present paper introduces the new updates implemented in TAPaS, and
focuses on performing an in-depth investigation of EP transport and losses in the
presence of the 3D electromagnetic perturbations induced by Alfvén eigenmodes. Our
investigation focuses on the experimental equilibrium of the DIII-D tokamak calculated
for the plasma discharge #159243 [28]. In this discharge, EPs are generated by NBI with
energies of the order of ∼ 20 keV. The evolution of the electromagnetic perturbations is
modeled using the gyro-fluid code FAR3d [22].

The remainder of the paper is structured as follows. Section 2 details the last
upgrades that have been implemented in TAPaS code, namely the full-orbit integration,
the use of experimental magnetic equilibrium, the interpolation methods parallelized
using GPUs, the inclusion of collisions and the numerical performance of the whole
workflow comparing CPU and GPU parallelizations. Section 3 is devoted to presenting
the results of the simulations using FAR3d code, which provides the electromagnetic
perturbations to be used in TAPaS in section 4. Finally, we give a summary and
directions for future research in section 5.

2. Description of the full-orbit TAPaS code

The Toroidal Accelerated PArticle Simulator (TAPaS) code has undergone significant
updates since its initial version [27]. The previous version only integrated trajectories
in a 5-dimensional guiding-center coordinate system, whereas the current version now
possesses the capability to track particle dynamics in a 6-dimensional phase space (x,v),
where x = (x, y, z) and v = (vx, vy, vz) represent the position and velocity components
of the particle, respectively, which allows for the resolution of the particle gyro-motion.

Moreover, unlike the initial version of TAPaS, which assumed simplified concentric
and circular flux surfaces for numerical convenience and analytical solution for
electromagnetic perturbation, the updated version is capable of handling realistic
axisymmetric equilibria. Consequently, magnetic equilibria obtained using equilibrium
codes such as VMEC [29, 30], DESC [31], and SIESTA [32] can be seamlessly
incorporated into TAPaS by reading the equilibrium fields from an external file.
Additionally, particle trajectories are integrated in the presence of electromagnetic fields
obtained from external codes, like FAR3d, which is employed in this paper for the
analysis of transport and losses of energetic particles. It is to be noted that due to the
use of experimental equilibria and external fields, interpolation methods are essential.
In TAPaS, we use Lagrange polynomials for interpolation in 1D and 2D, whereas
B-splines are used for interpolation of the electromagnetic field in 3D. B-splines are
preferred for 3D field interpolation owing to their enhanced stability and robustness to
numerical oscillations. This is partially attributed to the smoothness and local support
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of the basis functions, which enable precise control over the influence of nearby data
points. Moreover, the B-spline interpolation scheme is formulated in generalized toroidal
geometry, making it a versatile tool. To enhance the performance of the code, 3D B-
splines have been parallelized and GPU-accelerated.

2.1. Integration of particle trajectories

Assuming no collisions, the equations solved by the full-orbit version of TAPaS are

dxi
dt
= vi (1)

ms
dvi
dt
= eZs (Ei + ϵijkvjBk) (2)

where the Einstein summation notation has been used. In the previous equations, e is
the elementary charge, Zs and ms are the atomic number and the mass of the particle,
respectively, xi = x, y, z, and vi = vx, vy, vz are the position and velocity components of
the particle, and ϵijk is the Levi-Civita symbol. Ei and Bi are the ith components of the
electric and magnetic fields at the particle position obtained, in this paper, using FAR3d
code. The Boris method is employed to integrate numerically the equations of motion.
It is a second-order leapfrog scheme generally used due to its long-term accuracy and
its ability to effectively resolve the gyro-motion of particles. One notable advantage
of the Boris method is its energy conservation property, making the Boris algorithm
a standard choice for particle pushing in particle-in-cell (PIC) codes used to solve the
Boltzmann-Maxwell system of equations in plasma physics [33]. Eqs.(1) and (2) are
discretized in time as follows

xn+1i − xni
∆t

= v
n+ 1

2
i (3)
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i − v
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2

j

2
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n) (4)

where ∆t is the time step. Eqs.(1) and (2) are approximated at times tn+1/2 and tn,
respectively. The electromagnetic fields are evaluated at the particle position at time
tn. The velocity is evaluated as the average of its values at tn+1/2 and tn−1/2. The
electric field in Eq.(4) can be eliminated by splitting the calculation into three steps:
two acceleration steps due to the electric field and one pure rotation due to the magnetic
field. This is achieved by defining vn−

1
2

j and vn+
1
2

j as follows

v
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2
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∆t

2
, v
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which leads, after substituting in Eq.(4), to

v+j = v
−

j + ϵjmnṽmsn (6)

where
ṽm = v

−

m + ϵmnlv
−

nQl, Ql =
eZsBl

ms

∆t

2
, sn =

2Qn

1 +Q2
(7)
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It should be noted that TAPaS can also integrate the trajectories of guiding-centres.
The set of equations and the numerical scheme were presented in [27]. Finally,
in TAPaS, various methods for initializing particles in velocity space have been
implemented. One can provide the initial conditions using four different descriptions:
(v∥, µ), (E,Λ), (E,λ) and (E,Pφ). Here E is the kinetic energy, Λ = µB0/E, λ = v∥/v,
and Pφ = −eZsψ+msRvφ. Consequently, if the initial velocities are given in one of these
spaces, TAPaS calculates the corresponding (vx, vy, vz) for particles since the Boris
algorithm solves the equations of motion in Cartesian geometry. Moreover, to account
for the initialization following specific distribution functions, the possibility exists to
initialize particles in phase space by means of the Metropolis-Hastings algorithm based
on the Markov chain Monte-Carlo method [34, 35, 36].

The integration of trajectories in the absence of collisions has been tested by
initializing a set of particles at the same position r = 75ρref with parallel velocity
−6vth ≤ v∥ ≤ 6vth and magnetic moment 0 ≤ µ ≤ 18Tref/B0 for an equilibrium calculated
with the VMEC code [37] for the plasma discharge #159243 of DIIID tokamak (see
Section 3). The different trajectories observed have been identified and represented in
Fig. 1a. The blue points correspond to trapped particles (identified as they reverse the
sign of the parallel velocity). The yellow region outside the trapping zone represents
passing particles, whereas the yellow region within the blue zone indicates stagnation
orbits. These stagnation orbits correspond to particles that do not reverse the sign of
their parallel velocity and exhibit minimal evolution in the poloidal angle. The dashed
black line represents the theoretical passing-trapping boundary, assuming that particles
remain on their initial magnetic flux surface and that the magnetic field follows the form
B ∝ (1 + ϵ cos θ)

−1.
Trapped particles initialized with negative parallel velocity closely follow the

theoretical boundary, whereas a significant deviation is observed for those initialized
with positive parallel velocity. This is due to the conservation of the toroidal canonical
momentum, which makes particles explore different magnetic surfaces, which is called
the orbit width ∆orbit. Those with initial negative parallel velocity explore the inner
region of the tokamak with smaller ∆orbit than those with initial positive parallel
velocities, which explore the outer region. Moreover, for the inner magnetic surfaces,
the assumption B ∝ (1 + ϵ cos θ)

−1 is a good approximation. On the same figure, six
squares have been plotted, representing six different particles for which the poloidal cross
sections of the trajectories have been shown in Fig. 1b. The particles are identified by
the same colors in the figures. An inset is also provided showing the stagnation trajectory
(red particle). Figs. 1c and 1d illustrate the time evolution of the kinetic energy and
the toroidal canonical momentum, respectively, for each of the six identified particles,
showing good conservation properties of the numerical scheme.

As a benchmark, we compare in Fig. 2 two trajectories: one calculated with the
full-orbit version and one with the guiding-centre one (see Eqs. in [27]). The projection
onto the poloidal cross section of two types of trajectories (passing and trapped) are
plotted. Both particles have equal initial energies: EEP = 4Eth, where Eth is the reference
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Figure 1: (a) Classification of trajectories as a function of the initial parallel velocity and
magnetic moment together with six particles selected for visualization. (b) Projection
onto the poloidal cross-section of the trajectories of the six selected particles, together
with an inset for the stagnation orbit. Time trace of the kinetic energy (c) and toroidal
canonical momentum (d) for the six particles.

thermal energy. While both particles were initialized at θ = 0 and φ = 0, their radial
initialization differs, with the passing particle at r = 170ρref and the trapped particle
at r = 50ρref , where ρref denotes the reference Larmor radius. The initial conditions of
the particles (low energy and small Larmor radius) must result in guiding-centre and
full-orbit trajectories very close to each other. This is evidenced by Fig. 2, where the
blue and red curves represent the trajectories for the full orbit and for the guiding-centre
versions, respectively.
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Figure 2: Trajectories of a passing particle and a trapped banana particle, obtained using
both the full orbit (blue curves) and guiding-centre (red curves) versions of TAPaS.

2.2. Collision operator

Collisions are introduced in TAPaS by means of a stochastic operator and a
deterministic operator, which model the diffusion and the Coulomb drag, respectively,
for test particles colliding with background particles of mass mb, charge eZb, density nb

and temperature Tb. For the case of background electrons, we have b = e, whereas for
background ions b = i. The reader can find a detailed description and derivation of the
collision operator in plasma physics textbooks such as [38, 39]. The equations governing
the evolution of the velocity in the presence of collisions are

dvcoll,det = −νsdt (8)

dvcoll, stoch = [
√
D∥

v ⊗ v

v2
+
√
D� (I −

v ⊗ v

v2
)] ⋅ dWv (9)

where Wv is a Wiener process in velocity space and I is the unit tensor in 3D.
In the deterministic part of the collision operator, νs represents the Coulomb drag

given by the expression

νs = ∑
b

4nbCb (
mb

2kBTb
)
3/2 ψ (x)

x
(10)

with kB the Boltzmann constant, Cb given by the expression

Cb =
e2Z2

s e
2Z2

b logΛ

8πϵ20m
2
s

(11)

the variable x is defined by
x =

v
√
Tb/ (2mb)

(12)

and the function ψ is defined as

ψ (x) =
Φ (x) − xΦ′ (x)

2x2
(13)
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with Φ the error function
Φ (x) =

2
√
π
∫

x

0
e−u

2

du (14)

In the stochastic part, D∥ and D� are the diffusion coefficients, calculated as follows

D∥ = ∑
b

4nbCb (
mb

2kBTb
)
1/2 ψ (x)

x
(15)

D� = ∑
b

2nbCb (
mb

2kBTb
)
1/2 Φ (x) − ψ (x)

x
(16)

The deterministic part is solved after each update of the velocity in the Boris
algorithm, using the same strategy as the one used in [26] for the radiative term of
runaway electrons. In practice, the deterministic equation is decomposed into the
effect of the Lorentz force dvL,det = eZs/ms (E + v ×B) and the effect of collisions
dvcoll,det = −νsdt. At each time step i, the velocity due to the Lorentz force at the
time step i + 1 is computed. The result of this computation is called vi+1

L . The effect of
the Coulomb drag is then computed as follows

vi+1
coll,det − v

i

∆t
= νs (x

i+1/2,vi+1/2)vi+1/2 (17)

with vi+1/2 = (vi+1
L + v

i) /2. The new velocity is then computed as

vi+1 = vi+1
L + v

i+1
coll,det − v

i (18)

The stochastic part is solved using the Euler scheme, with a time step larger than
the one used for the integration of the deterministic equations in order to reduce the
computational time. The Wiener process is generated taking into account that it must
have independent and Gaussian increments. Therefore, the increment dWv is generated
using a Box-Muller algorithm for each direction (x, y, z).

The collision operator has been tested initializing an ensemble of 106 particles at
the same position in real space with velocities localized around v∥ = 2 and v� = 2. The
initialization in velocity space is illustrated in Fig.3a. The colormap represents the
distribution function computed from the initial particles and the dashed lines represent
as a reference the Maxwellian distribution function. After ωc,0t = 107, the distribution
function is recomputed. The result is illustrated in Fig.3b. A very good agreement
is obtained. Such agreement becomes evident when plotting the distribution function
for a given value of µ and for a given value of v∥, which is shown in Figs. 3c and 3d,
respectively.

2.3. Performance of the parallel algorithm of TAPaS

The simulations presented in this work were performed on the French Jean-Zay
supercomputer (HPE SGI 8600 system), with CPU and GPU partitions. The CPU
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Figure 3: Initial (top left) and final (top right) distribution functions in (v∥, v�)
computed from TAPaS in the presence of collisions. As a reference, the Maxwellian
distribution is provided using contour plot. Also, in the same figure, the final distribution
function for a given value of µ (bottom left) and for a given value of v∥ (bottom right)
is given as a function of v∥ and µ, respectively. The Maxwellian distribution is given
using dash line.

partition employed for this paper consists of 1528 compute nodes, each equipped with
2 Intel Cascade Lake processors (20 cores per processor and 192 GB of shared memory
per node). The accelerated nodes consist of 2 processors (20 cores each) and 4 NVIDIA
Tesla V100 GPUs, each equipped with 32GB of memory. The compute nodes are
interconnected by an Intel Omni-Path network (OPA). Scaling analyses were performed
for a fixed-size problem to test different situations. In particular, we focus on the
impact of B-spline interpolation on the overall performance when integrating the particle
trajectories in the presence of 3D electrostatic perturbation calculated by the GYSELA
code [40] to study electrostatic kinetic turbulence. We also investigate the effects
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Figure 4: Simulation time (left frames) and speedup (right frames) for circular geometry
(top frames) and reconstructed magnetic equilibrium of DIII-D tokamak (bottom
frames) as a function of the number of nodes for CPU (black curves) and GPU (red
curves) partitions on Jean-Zay supercomputer.

resulting from considering realistic D-shape equilibria (here the magnetic equilibrium
for DIII-D tokamak). This is important since for realistic equilibria, verifications of the
position of the particles with respect to the magnetic axis and the last magnetic surface
must be done at each time step, which may decrease the performance of the code. We
analyse on one hand the acceleration obtained when using GPUs with respect to the
case where only CPUs are used. On the other hand, we compute the speedup. Both
analyses are done for circular analytic (Figs. 4a and 4b) and non-circular (Figs. 4c
and 4d) magnetic equilibria when varying the number of computational nodes, using
Np ∼ 2.7 × 108 particles. On the left panels of Fig. 4 we represent the simulation time
on the left y axis as a function of the number of nodes for both pure MPI on CPU
(black curves) and hybrid MPI-OpenACC on CPU-GPU (red curves) parallelizations.
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(a) (b)

Figure 5: Left frame: the temporal evolution of magnetic energy (orange curve), kinetic
energy (blue curve), and zonal flow (green curve). Right frame: the variations in the
amplitude of the poloidal magnetic field at different radial positions.

The acceleration factor is shown on the right y axis. On the right panels of Fig. 4,
the speedup is represented. An acceleration factor within the range of [7.75 − 11] is
obtained for the analytic equilibrium for which the parallelized 3D B-splines were used
to interpolate the fields at the particle positions. The code exhibits also a significant
acceleration factor, within the range of [2.8−3.15], when experimental equilibria is used.
The reduced acceleration factor with respect to the circular geometry [27] is due to the
special treatment of particle trajectories near the magnetic axis and close to the last
magnetic surface.

3. FAR3d simulation of high-β NBI-induced Alfvén Eigenmode activities

In this section, we briefly outline the results of FAR3d simulations that have been
employed in TAPaS to investigate the dynamics of energetic particles in the presence of
Alfvén eigenmodes. FAR3d solves a set of four reduced equations for thermal plasma:
Ohm’s law, the toroidal vorticity equation, an equation for pressure, and an equation for
parallel velocity. For the EP population, FAR3d solves a system of two equations—the
density equation and the parallel velocity equation—derived by taking the moment of
the gyrokinetic equation and applying the two-pole energetic ion closure model [41] to
include wave-particle interactions. Fields are represented in Fourier space using sine and
cosine components. For example, for the electrostatic potential Φ, modes with n > 0

and m > 0 correspond to sin(mθ +nζ), while modes with −n < 0 and −m < 0 correspond
to cos(mθ + nζ)

Φ = ∑
m,n

Φs
mn sin(mθ + nζ) + ∑

m,n

Φc
mn cos(mθ + nζ) (19)

To study the transport of EPs, a nonlinear simulation has been performed with
FAR3d [22] to investigate the behavior of Alfvén eigenmodes in the presence of
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energetic particles (Deuterium) resulting from NBI heating. Magnetic equilibrium was
computed using VMEC [37], incorporating up to 15 poloidal mode numbers. The
equilibrium calculations were performed under fixed boundary conditions, where the
Fourier components of both R and Z corresponding to the last closed magnetic surface
of the plasma discharge #159243 were prescribed. The other equilibrium profiles
necessary for the numerical reconstruction of the equilibrium were derived from the
kinetic EFIT code calculations [42], while the initial profiles for energetic particle density
and temperature were obtained from TRANSP [43].

In the FAR3d simulation, the energetic particle temperature peaks at the magnetic
axis (TEP = 21 keV) with βEP = 3%, while the thermal plasma temperature remains
around Tth ≈ 2.1 keV (see [28]). During this nonlinear simulation, 139 Fourier mode
m/n pairs were chosen: n = 0 (m = −14 → 14), n = 3 (m = −20 → 20), and
n = 6 (m = −52 → −18 and 18 → 52). These mode numbers were determined through
previous linear stability analysis with FAR3d, which showed that the dominant modes
span n = 1 → 6 for various linear simulations with different values of βEP [28]. It was
observed that the n = 3 toroidal mode family exhibits the largest growth rate, hence its
selection. Meanwhile, the choice for the n = 6 mode family stems from the instability of
its associated modes for large values of βEP , which applies to the nonlinear simulation
we performed.

The electromagnetic fields from FAR3d were saved at each time step, i.e. dt =

0.025τA in order to have enough resolution for the particle trajectory integration in
TAPaS. Fig. 5a shows the temporal evolution of electromagnetic and kinetic energies of
the thermal plasma, represented by the dashed orange and solid blue curves, respectively.
Additionally, it illustrates the behavior of the zonal flow structure, indicated by the green
curve. As expected, the evolution of thermal plasma energies unfolds in three distinct
stages: the initial phase, which corresponds to very small amplitude perturbations before
the emergence of various unstable modes, extends until t = 100τA, an intermediate linear
phase until t = 224τA, characterized by the exponential growth of unstable modes,
implying energy exchange between energetic particles and the background thermal
plasma, and a third phase showing the nonlinear saturation of unstable modes and
persisting until the end of the simulation at t = 2500τA. Throughout both the linear and
the nonlinear phases of these unstable modes, the interaction between Alfvén eigenmodes
and energetic particles may result in significant losses of energetic particles, and thus
degrade the confinement performance which is discussed later.

As shown in Fig.5a, the evolution of zonal flows also follows similar pattern as
that observed for the energies. These zonal flows are defined by the poloidally and
toroidally averaged poloidal velocity, i.e. ⟨vθ⟩θ,φ ≈

∂Φ̃m=0,n=0
∂ρ , and can play a key role in

the transport of energetic particles [44].
Fig. 5b illustrates the time evolution of the amplitudes of the poloidal component

of the magnetic perturbation at several radial positions. The amplitudes increase as the
system enters into the saturation phase, but the growth rate differs at different radial
locations, with the most significant increase occurring near the magnetic axis at ρ = 0.2,
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where ρ = r/a is the normalized minor radius. The behaviour in regions beyond ρ = 0.4
is quasi-steady, indicating that the amplitude of the poloidal magnetic field does not
exhibit sudden changes in time, the so-called MHD bursts.

In contrast, this quasi-steady behaviour is not observed in the inner plasma, as
shown by the blue and orange curves in Fig. 5b for ρ = 0.2 and ρ = 0.4, respectively. At
these specific locations, we observe quasi-steady behaviour for extended time intervals,
followed by MHD burst events characterized by abrupt fluctuations in the amplitudes.
During these events, the amplitudes increase and subsequently return to their values
prior to the event. The occurrence of these MHD bursts at these specific locations is
correlated with the of Alfvén eigenmode activity in those regions, as depicted in Figs.
6 and 7. The amplitude of the MHD bursts is decreased when reducing βEP and they
may be entirely suppressed for βEP ≤ 1% [28].

Fig.5 also highlights two essential considerations regarding the coupling of FAR3d
and TAPaS. First, the energy evolution curves show all characteristic times involved
in the dynamics. Second, the time evolution of the amplitude of the fluctuation of
the poloidal component of the magnetic field (i.e., Fig.5b) gives access to the shortest
characteristic time scales in the studied scenario, given that the amplitude values are
saved at each time step. TAPaS time step, therefore, should be smaller than the
shortest timescale (τs) observed in FAR3d. In this paper, this condition is satisfied, as
the characteristic frequency in TAPaS is the gyro-frequency time ωc,ref ≈ 103τ−1s . Then,
at time tn, the electromagnetic perturbation is linearly interpolated using its values at
tprev and tnext, satisfying tprev ≤ tn ≤ tnext, and which are computed externally by FAR3d.

Fig.6 presents different time snapshots of the perturbations of the electrostatic
potential (top frames) and the radial component of the magnetic field (bottom frames)
in the poloidal plane (R − Z) where R and Z are dimensional here. These fields are
computed at three distinct times: t = 185τA (left column), t = 460τA (middle column),
and t = 1930τA (right column). These time instances were deliberately selected during
the linear growth phase of unstable modes, the early stages of the nonlinear phase,
and late stage in the saturation phase at a time coinciding with an MHD burst event
occurring around t = 1930τA.

During the linear phase of the simulation, the dominant mode pairs were 9/3,
−9/−3, 10/3, and −10/−3, all of which were localized near the magnetic axis within the
inner region of the plasma as shown in Fig. 7a. This concentration is also evident in
the profiles of Φ and Bρ presented in Fig. 6. However, it is challenging to distinguish
between these different modes in these profiles because they are localized in the same
region, with their extrema occurring nearly simultaneously (see Fig. 7a). This mode
localization explains why MHD burst events occur at radial positions within the inner
plasma, as demonstrated in Fig. 5b.

The nonlinear evolution is characterized by the contribution of other modes, as
can be observed in Fig. 8, where we plot the kinetic energy of thermal plasma
(8a), its magnetic energy (8b), and the energetic particle energy (8c) for the first 10
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Figure 6: Electrostatic perturbation (top frames), and radial component of the magnetic
field (bottom frames) at three different times: the linear phase (left), the initial stage
of saturation phase (middle), and a later stage of saturation phase (right), as obtained
from FAR3d simulations of Alfvén eigenmodes.

dominant Alfvén eigenmodes (i.e. excluding modes with n = 0). As shown in the figure,
although the mode 9/3 appears as the dominant one, the contributions of other modes
become evident and cannot be neglected. Theses contributions are further evidenced by
illustrating their spatial profiles in Fig. 7 at different time instances during the linear
phase and the saturation phase, where we observe contributions from other modes,
including 11/3, −11/ − 3,1/0,−1/0, in the non-linear phase of the simulation.

In summary, FAR3d simulations performed in this study to investigate the nonlinear
behavior of Alfvén eigenmodes, utilizing the DIII-D equilibrium of discharge #159243

with βEPs = 3%, indicate that both the linear and nonlinear phases are mainly dominated
by modes (m,n) = 8/3, 9/3, 10/3 and 11/3. Furthermore, the temporal evolution
of fluctuations in the poloidal magnetic field reveals the emergence of MHD bursts
characterized by sudden increase in amplitude. This increase is found to be associated,
as will be discussed in a forthcoming paper, with an increase in the radial flux of energetic
particles toward the last closed magnetic surface, implying thereby larger particle losses
compared to scenarios where MHD bursts do not exist (when βEP is below a critical
value).
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Figure 7: The first ten dominant Fourier mode pairs (m/n) of the electrostatic potential
as obtained from FAR3d simulation at three distinct times: the linear phase (a), the
initial stage of saturation phase (b), and a later stage of saturation phase (c).The
magnetic perturbation is also shown at the later stage (d)

4. Transport and losses of energetic Deuterium with TAPaS

The 3D electromagnetic perturbations obtained with FAR3d have been introduced in
TAPaS to investigate the impact of Alfvén eigenmode activities on the dynamics of
energetic particles initialized at different energies and radial positions. The study
conducted with TAPaS involved mono-energetic particle beams uniformly initialized
in poloidal and toroidal directions, as well as in the cosine of the pitch angle (i.e.,
−1 ≤ λ ≤ 1). While the radial initialization was also uniform, the particles were initialized
in two different radial intervals for different simulations: 0.038a ≤ ρ ≤ 0.3a (hereafter,
the inner region) and 0.3a ≤ ρ ≤ 0.57a (hereafter, the outer region). In TAPaS
units, these radial intervals are equivalent to 10 ≤ r/ρref ≤ 80 and 80 ≤ r/ρref ≤ 150,
respectively. This radial initialization was selected to involve regions where AEs activity
is more pronounced, while also expanding two radial intervals: one near the magnetic
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Figure 8: Kinetic (top left) and magnetic (top right) energies for the first 10 dominant
Alfvén eigenmodes in the thermal plasma, and energies of EPs for the first 10 dominant
modes (bottom).

axis and another situated farther from it. The simulations covered two energy levels
(EEPs = 65Eth and EEPs = 115Eth), where Eth ≈ 2 keV is the thermal energy of the
background plasma. Each simulation was performed first with only the magnetic
equilibrium and then taking into account the perturbation from FAR3d. This was
done in order to assess the impact of the perturbation on the particle dynamics. Also
each simulation was performed with and without collisions. In simulations that include
collisions, the characteristic time of the stochastic part of the collision operator was
τc = 103τTAPaS ≈ 10−6s, leading to a time step in Eq. (9) that is 1000 times larger
than that used to integrate particle trajectories. Eight simulations for each energy were
performed, with Np = 1.6 × 106, resulting in a total of 16 simulations.
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Figure 9: Fraction of lost particles, defined as flost =
Np,lost(tend)
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× 100%, for different

energies and radii. The vertical line indicates the moment electromagnetic perturbations
were initiated, prior to which only prompt losses were present.

4.1. Prompt Losses

Fig. 9 shows the time trace of the fraction of lost particles in the absence of perturbations
(up to the vertical dashed line) and when the perturbations are introduced (after the
vertical dashed line). It is observed that for both simulated energies almost all the
losses occur before t = 300τA and that particles initialized in the outer region exhibit
larger losses, as expected. The top frames of Fig. 10 show the fraction of lost particles
at the end of various simulations as a function of the initial parallel velocity of the
particles. As shown by the blue curves, for both simulated energies, the average value
of v∣∣ for lost particles peaks at a value of 5vth. However, while lost particles at higher
energy (EEPs = 115Eth) explore a wider interval in v∣∣ for the initialization in the inner
region, this interval remains narrow compared to the case when particles are initialized
in the outer region, as illustrated by the red curves in the top frames of Fig.10. This
indicates that the main part of losses might result from trapped particles and that
with an increase in the energy passing particles exhibit more significant losses. This
is clearly observed in Fig.11, where the fraction of lost particles is given depending on
the class of trajectory. The blue bars correspond to the fraction of different particle
types, whereas orange bars represent the corresponding prompt losses of these particles.
It is observed that prompt losses exhibit dependence on particle type, energy, and
radial initialization. Lower-energy prompt losses are dominated by trapped particles
for both radial initializations. Conversely, for higher energies, the contribution of co-
passing and counter-passing particles to the losses becomes more pronounced when
particles are initialized farther from the magnetic axis. The effects of collisions in the
investigated regime were found to be negligible due to their longer characteristic time
and the duration of the time window of the nonlinear simulations.

A straightforward implication of assuming a strong guide field is the conservation
of the magnetic moment (i.e., µ = Ek,⊥/B). Consequently, plotting the 2D distribution
of the number of lost particles as a function of their initial v∣∣ and µ is more insightful.



Transport and losses of energetic particles with the new full-orbit TAPaS code 18

-10 -5 0 5 10
0

1

2

3

10
-3

-20 -10 0 10 20
0

1

2

3

4

5
10

-3

-10 -5 0 5 10
0

1

2

3

4

10
-3

-20 -10 0 10 20
0

1

2

3

4

5
10

-3

Figure 10: Fraction of lost particles flost =
Np,lost(tend)

Np
. The left frames correspond to lower

energy, and the right ones to the higher energy. In the top frames, only the magnetic
equilibrium is considered, while in the bottom frames, electromagnetic perturbations
were included.

In the top frames of Fig.12, we plot the number of lost particles in the initial v∣∣ − µ
plane of the phase space for EEPs = 115Eth, for the two radial initializations. The top-left
frame corresponds to the inner region initialization, while the top-right frame represents
the outer region initialization. In both cases, the majority of losses are from trapped
particles, particularly those with large perpendicular energy, as evidenced in the top
right frame. On the bottom frames of Fig. 12 we plot the number of lost particles
as a function of r/ρref and v∣∣. It is observed that particles initialized further from the
magnetic axis explore broader ranges along the v∣∣ direction in phase space and exhibit
larger losses.

4.2. Transport and losses of energetic particles in the presence of Alfvén eigenmodes

In this section, we investigate the losses that occur after the prompt losses are saturated.
To achieve this, the same series of simulations as in the previous subsection were
performed including the electromagnetic perturbations from FAR3d. The effect of
perturbations is illustrated in Fig. 9 for EEPs = 65Eth (left) and EEPs = 115Eth (right).
For EEPs = 65Eth, the total losses at the end of the simulations are approximately 9%

(blue curve) for the radial initialization in the inner region and 23% (red-dashed curve)
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Figure 11: The blue bars represent the fraction of the different classes of trajectories that
are present in the initialized particles, depending on the energy and on the radial interval
where particles are initialized. For example, there is 30% of co-passing, 47% of counter-
passing and 23% of trapped particles in the population with E = 65Eth initialized in the
inner region. The fraction of prompt losses for each type of trajectory is represented by
the orange bars. These losses are calculated as the number of lost particles of a specific
class divided by the total number of particles of that class.

for that in the outer region. In comparison to prompt losses, this implies that in this
case, the increase in losses due to the presence of AEs activities is 5.8% and 5.2% for the
radial initializations in the inner region and the outer region, respectively. On the other
hand, the losses at the end of simulations for EEPs = 115Eth (right frame of the figure)
are 18.4% (blue curve) for the inner region with an increase of around 2.5% compared
to prompt losses, and 37.3% (red-dashed curve) for outer region initialization with an
increase of around 3.9% compared to the prompt losses. Moreover, the presence of
perturbations results in increased losses expanding over a wider range in initial parallel
velocity for relatively low energy (E = 65Eth), as can be observed in Fig. 10. For higher
energy, such effect is less evident though and is mainly observable for the initialization
in the inner-region.

To further quantify the differences in losses due to the presence of AEs, we plot in
Fig. 13 on a log scale the number of lost particles resulting only from the inclusion of
the perturbations (Np,lost EMs) at the end of simulations for EEPs = 115Eth. In the top
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Figure 12: Top frames: number of lost particles as a function of v∣∣ and µ for initialization
in the inner (left) and outer (right) regions. Bottom frames: number of lost particles as
a function of v∣∣ and r for initialization in the inner (left) and outer (right) regions.

frames, we show Np,lost EMs as a function of the initial parallel velocity and magnetic
moment for both radial initializations in the inner and the outer regions in the left and
right frames, respectively, while in the bottom frames, we plot Np,lost EMs as a function
of the initial parallel velocity and radial position.

Fig. 13 reveals that for the initialization closer to the magnetic axis (left frames), the
main contribution to the losses in the presence of AEs is due to the trapped particles and
co-passing particles, as evident in the top-left frame where we observe an enhancement
in the losses of trapped particles (v∥ ≤ 5) and co-passing particles (v∥ ≥ 5). This result
is consistent with the losses of different types of particles shown in the top-right frame
of Fig. 11, where significant prompt losses (60%) of the trapped particles were observed
(see also Fig. 10). This leads to the conclusion that the enhancement of the losses,
shown as two clusters in the top-left frame of Fig. 13, is primarily due to contributions
from the trapped particles (the middle cluster) and co-passing particles (the cluster on
the right for v∣∣ ≥ 5). On the other hand, co- and counter- passing particles have a larger
contribution to the losses when initialized in the outer region, as illustrated in the top
right frame of Fig. 13. This result can be understood for the scenarios discussed in this
paper since lost particles explore a wider range of v∥ when initialized further from the
magnetic axis, as shown in the bottom frames of Fig. 13. The additional losses can
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Figure 13: Effect of electromagnetic perturbations on particle losses for EEPs = 115Eth

as a function of v∣∣ and µ (top farmes), and of v∣∣ and r (bottom frames).

then be partially attributed to passing particles whose first orbits intersect with the last
available closed magnetic surface, a result that also applies when only the prompt losses
are considered, as shown in Fig. 11.

The influence of AEs on the spatial distribution of particles is illustrated in Fig.14.
In the top frames, we show the number of confined particles at the end of the simulations
as a function of the minor radius r for EEPs = 115Eth and the two radial initializations
considered in this paper. Solid lines represent the case where only the magnetic
equilibrium is considered, while the dashed curves correspond to the simulations where
electromagnetic perturbations were included. In the investigated scenarios of this paper,
we notice that the effect of magnetic equilibrium is to redistribute the particles in the
radial direction. It is evident then that the presence of AEs results in more losses, as
shown by the dashed curves in the top frames. However, although these losses are small
compared to the prompt losses (solid curves) as discussed above (see right frame of Fig.
9), we notice that the interval around the region with the maximum number of particles
exhibits the largest losses since the fraction of particles with the largest energies exists in
this region. Additionally, we recall that the duration of the AEs simulations performed
here is fixed by the external simulation (i.e., in our case, FAR3d code as discussed in
section 3). The results reported in Fig. 9 correspond to FAR3d simulations extending
over 2500τA = 0.7 msec, where in these simulations τA = 2.97×10−7sec, which can be very
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Figure 14: Top frames: the number of confined particles as a function of r for
EEPs = 115Eth (solid and dashed curves represent cases where only the magnetic
equilibrium and when AEs are included, respectively). Bottom frames: the number
density of confined particles at the end of the simulations in the presence of AEs
activities.

short compared to the duration of an AEs pulse that can last for a fraction of second [19].
Therefore, with longer simulations, it is expected that the losses of energetic particles
will possibly further increase due to the wave-particle interactions between energetic
particles and the AEs.

Another way to visualize the spatial distribution of confined particles is by plotting
the normalized energetic particle number density (i.e., nEPs(R,Z)) in the poloidal plane
at the end of simulations in which electromagnetic perturbations were included, as shown
in the bottom frames of Fig.14. In the bottom left frame of the figure, nEPs is displayed
for the radial initialization in the inner region, while the bottom right frame presents
nEPs for the initialization in the outer region. These frames illustrate that the particles
are redistributed in the poloidal plane, with the maximum value of the density, occurring
approximately at the average value of the initial radial interval with larger values of
density on the high-field side of the poloidal cross-section, a trend that becomes more
pronounced when particles are initialized further from the magnetic axis.
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5. Conclusions and future work

Recent upgrades implemented in the TAPaS code were presented. These updates
include a full-orbit version of the code to resolve particle dynamics in the 6D phase
space implemented using the Boris scheme to solve the equations of motion for
charged particles. Additionally, the code was extended to handle realistic geometries
with coordinate systems based on magnetic equilibrium obtained through approximate
analytical solution (e.g., analytical solutions of the Grad-Shavranov equation using
expansion methods [45]), numerical methods (e.g., employing the VMEC code [37]),
or experimental data (e.g., fitting experimental data with TRANSP [43] and EFIT
[46]). The new updates also included the implementation of the Metropolis-Hastings
sampling method for initializing particles.Collisions were introduced through an operator
acting on particle velocity in phase space. These updates, associated with the newly
implemented multi-dimensional bspline interpolation and a correction algorithm near
the last available magnetic surface, enabled us to couple TAPaS with other codes, such
as the gyro-fluid code FAR3d [47] or the full-f GYSELA code [40].

Coupling TAPaS with FAR3d, we studied the transport and losses of EPs in the
presence of Alfvén eigenmodes in the DIII-D tokamak. FAR3d simulation was performed
for βEP = 0.03. Linear analysis revealed that within this phase, the n = 3 EAE family
at f ≈ 160 keV exhibited the maximum growth rate and was prominently dominated
by 9/3, 10/3, and 11/3 modes; while the nonlinear phase, characterized by MHD burst
events, possibly resulting from modes overlap, was primarily dominated by the 9/3

RSAE mode [28].
In TAPaS, the particles were mono-energetic and uniformly initialized in both

toroidal and poloidal angles for two radial initializations: 10 ≤ r/ρref ≤ 80 and
80 ≤ r/ρref ≤ 150. We have shown that the prompt losses (i.e. first orbit losses) of
energetic particles are larger for higher energies and when initialized further from the
magnetic axis. As expected, the prompt losses strongly depend on the particle type,
while the effect of collisions on the losses was negligible for the time window simulated.

In the presence of AEs activities, the effect of collisions remains negligible. Also, the
losses of energetic particles increase with the inclusion of electromagnetic perturbations
for low and high energies. This rise in losses is primarily attributed to the enhancement
in trapped particle losses (as classified with respect to equilibrium) and contributions
resulting from passing particles,. Moreover, the ratio between losses resulting from AEs
activities and the prompt losses was larger for energetic particles with lower energy since
the prompt losses of trapped particles in this case were smaller compared to energetic
particles with higher energy.

The simulations performed in this paper, aimed at testing the new tools developed
in TAPaS to account for realistic geometries and to investigate energetic particle
transport in 6D phase space by adopting simple uniform initialization of mono-energetic
particles in phase space. Further simulations with more realistic particle initialization
are necessary to model experiments. This includes simulating parallel and perpendicular
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Neutral Beam Injection (NBI) at specific toroidal angles, which will require employing
the Metropolis algorithm to sample radial profiles of density and temperature for
different species. Another crucial aspect is to consider longer nonlinear simulations to
study the effect of collisions with the background plasma on the transport of energetic
particles, as collisions play an important role in slowing down these particles and
consequently affect their losses and transport, depending on their energy and the length
of Alfvén eigenmode events.
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