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ABSTRACT 
 

Universal Integral Regulator (UIR) is a widely used control law for control problems, it is based on 
sliding mode control with the inclusion of a Conditional Integrator (CI). In the original approach of 
this control law, the main gain is considered a constant. The purpose of this paper is to solve a 
quadrotor tracking problem using a new nonlinear control law based on the quadrotor tracking 
problem using a new nonlinear control law based on the UIR, considering the main gain dependent 
on the tracking error (variable gain), the control law is called in the present work as Modified 
Universal Integral Regulator (MUIR). It is expected that the MUIR can improve the transient 
response and reduce the control demand when compared to previous approaches of similar 
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controllers. The adopted Newton-Euler quadrotor model and the controller design are treated 
separately in two subsystems, attitude and position control loops. The stability of MUIR is 
demonstrated by the use of a candidate Lyapunov function. Finally, in order to validate the 
robustness and choice of the proposed controllers, several numerical simulations were developed 
in the presence of external disturbances. Less error and control activity during transient response 
were observed when compared to the original Universal Integral Regulator controller.  
 

 
Keywords: Universal integral regulator; quadrotor; sliding mode control; trajectory tracking. 
 

1. INTRODUCTION 
 
In the decade, the field of robotics has attracted 
great attention from researchers, in particular, 
the use of aerial robots, such as Unmanned 
Aerial Systems (UAS), encouraging all types of 
research and development due to their large 
variety of applications. A quadrotor is a type of 
drone, which consists of four rotors with the 
ability of landing and taking off vertically, like in 
[1]. Quadrotors are used in a variety of 
applications, such as military missions, 
search/rescue missions, environmental 
protection and other diverse applications, [2,3]. 
 
The quadrotor is a highly coupled non-linear 
system, like in [1], control algorithms are needed 
for its stabilization, like in [4,5]. In the literature it 
is possible to find linear and non-linear control 
laws as a solution to the regulation and tracking 
problems of this type of UAVs [6,7,8]. Linear 
control techniques have been implemented in 
several research projects and have proven to be 
able to regulate the quadrotor system, however, 
they are only valid while operating close to the 
operating state, like in [9] or around a predefined 
equilibrium condition, in which, a linearized 
dynamic model is built, like in [10]. It is worth to 
mention that the design of non-linear flight 
controllers offers a precise and robust control 
and represent a very important step in the design 
of fully autonomous vehicles. 
 
Universal Integral Regulator (UIR) is a non-linear 
control law, based on the non-linear sliding mode 
control (SMC) law, but incorporates a saturator 
instead of the original SMC on/off switch 
approach in order to reduce the phenomenon of 
self-induced oscillations (chattering) at the 
control output. Chattering produces a high 
frequency/low amplitude response at the control 
input, leading to premature actuator failures. The 
only knowledge of the model needed to design 
the UIR control law is the relative degree (𝜌) of 
the system to be controlled, that is, the number 
of derivatives of the output to be performed to 
find a direct relation with the control input (see 

[11]), and the high frequency gain signal, [12]. 
Another important feature of UIR is inclusion of a 
Conditional Integrator (CI), which improves the 
performance degradation caused, in previous 
efforts, by the inclusion of conventional 
integrators. The CI improves the transient 
response of the system and guarantees, at the 
same time, zero tracking error. 
 
This control technique is the result of several 
works summarized in a series of articles such as: 
[12-14]. It is noteworthy that the performance of 
the UIR in flight control has been proven in 
several works, such as in [15-17] and recently in 
[11] and [18]. The original UIR has itself a 
variable structure. Its sliding surface changes its 
structure when closer to equilibrium, that is, 
when the sliding surface is smaller than a certain 
value (this value is called boundary layer). In [19] 
a modification of the UIR was made, it was 
assumed that the main gain of the controller 
does not depend on the internal dynamics of the 
system in order to simplify the analytical 
calculation of the controller parameters. 
 
The main gain to be tuned in the original UIR is a 
constant that does not depend directly on the 
tracking error. In the present work, a modification 
of this gain is proposed. This gain is considered 
variable and linearly dependent on the tracking 
error, it is a combination of UIR and small gain, 
like in [20]. It is expected a reduction in the 
control demand and an improvement in precision 
of the dynamic response of a quadrotor during 
the execution of a control tracking problem. Our 
interest is in applying a robust sliding mode 
based controller to the Newton-Euler modeled 
flight dynamics of a quadrotor. The control 
strategy consists of treating two subsystems 
separately, a position control loop that controls 
the quadrotor navigation trajectory, generating 
the desired Euler angle that is reference to an 
attitude subsystem (second subsystem). The 
main contribution of the present work are the 
novelty of the proposed modification (MUIR), and 
the analytical stability demonstration of this 
control law.  
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This article is divided as follows: Section 1 
presented the motivation for the study carried 
out, Section 2 presents the formulation of the 
control problem, Section 3 presents the design of 

the control law and the demonstration of stability. 
Section 4 presents the results obtained and        
their analysis and Section 5 presents the 
conclusions. 

 

2. CONTROL PROBLEM FORMULATION 
Please serially arrange all equation numbering i.e (1), (2), (3)… 

The quadrotor dynamics is adopted from [1] and can be written in the input affine-form as �̇� = 𝑓(𝑋) +
𝑔(𝑋)𝑢 , where 𝑓(𝑋)  and 𝑔(𝑋)  are smooth vector fields belonging to 𝑅𝑛 , with 𝑋 =

[𝜙, �̇�, 𝜃, �̇�, 𝜓, �̇�, 𝑥, �̇�, 𝑦, �̇�, 𝑧, �̇�], where 𝑋 is the state vector 𝑋 ∈ 𝑅𝑛  with 𝑛 = 12 and 𝑢 = [𝐹, 𝜏𝜙, 𝜏𝜃 , 𝜏𝜓] as 

the control input vector 𝑢 ∈ 𝑅𝑛 whit 𝑛 = 4, so, the control problem is under-actuated (See Eq. 2). 
 

{
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
�̇�1 = 𝑥2

�̇�2 = ℎ1𝑥4𝑥6 + ℎ2𝑥4 + ℎ3𝑥2
2 + ℎ1𝑢2 + 𝑑𝜙

�̇�3 = 𝑥4

�̇�4 = ℎ4𝑥2𝑥6 + ℎ5𝑥2 + ℎ6𝑥4
2 + ℎ2𝑢3 + 𝑑𝜃

�̇�5 = 𝑥6

�̇�6 = ℎ7𝑥2𝑥4 + ℎ8𝑥6
2 + ℎ3𝑢4 + 𝑑𝜓

�̇�7 = 𝑥8

�̇�8 = ℎ9𝑥8 +
1

𝑚
𝑢𝑥𝑢1 +

𝑑𝑥

𝑚

�̇�9 = 𝑥10

�̇�10 = ℎ10𝑥10 +
1

𝑚
𝑢𝑦𝑢1 +

𝑑𝑦

𝑚

�̇�11 = 𝑥12

�̇�12 = ℎ11𝑥12 − 𝑔 +
1

𝑚
(𝑐𝑜𝑠𝑥1𝑐𝑜𝑠𝑥3)𝑢1 +

𝑑𝑧

𝑚

                                                                            (2) 

 
where the coefficients ℎ𝑖(𝑖 = 1, . . . ,11) and ℎ𝑗(𝑖 = 1, . . . ,3) are as described in Table 1 and 𝑢𝑥 and 𝑢𝑦 as 

defined in Eq. 3. The 𝑑𝑖 variables (𝑖 = 𝑥, 𝑦, 𝑧, 𝜙, 𝜃, 𝜓) represent external disturbances. 
 

Table 1. ℎ𝑖 and ℎ𝑗 coefficients definition 

 

                Coefficients definition 

ℎ1 =
𝐼𝑦 − 𝐼𝑧

𝐼𝑥
 

 
ℎ2 = −

𝛺𝑟𝐽𝑟
𝐼𝑥

 
 

ℎ3 = −
𝑘𝑓𝑎𝑥
𝐼𝑥

 
 

ℎ4 =
𝐼𝑧 − 𝐼𝑥
𝐼𝑦

 
 

ℎ5 =
𝛺𝑟𝐽𝑟
𝐼𝑦

 
 

ℎ6 = −
𝑘𝑓𝑎𝑦
𝐼𝑦

 
 

ℎ7 =
𝐼𝑥 − 𝐼𝑦

𝐼𝑧
 

 
ℎ8 = −

𝑘𝑓𝑎𝑧
𝐼𝑧

 
 

ℎ9 = −
𝑘𝑥
𝑚

 
 

ℎ10 = −
𝑘𝑦

𝑚
 

 
ℎ11 = −

𝑘𝑧
𝑚

 
 

ℎ̅1 =
1

𝐼𝑥
 

 

ℎ̅2 =
1

𝐼𝑦
 

 
ℎ̅3 =

1

𝐼𝑧
 

 
𝑑(. ) = [𝑑𝜙 , 𝑑𝜃 , 𝑑𝜓, 𝑑𝑥 , 𝑑𝑦 , 𝑑𝑧] 

 

 

{

𝑢𝑥 = (𝑐𝑜𝑠𝜙𝑠𝑖𝑛𝜃𝑐𝑜𝑠𝜓 + 𝑠𝑖𝑛𝜙𝑠𝑖𝑛𝜓)

𝑢𝑦 = (𝑐𝑜𝑠𝜙𝑠𝑖𝑛𝜃𝑠𝑖𝑛𝜓 − 𝑠𝑖𝑛𝜙𝑐𝑜𝑠𝜓)

Ω𝑟 = 𝜔1 − 𝜔2 + 𝜔3 − 𝜔4

                                                                                      (3) 

 
The dynamic model of the quadrotor position subsystem has three outputs (𝑥, 𝑦 e 𝑧) and a control 
input 𝑢1. In order to solve the underactuated problem, the two aforementioned virtual controls (𝑢𝑥 and 

𝑢𝑦) inputs are designed by the position subsystem to generate the desired Euler angles. In order to do 

this, the input controls 𝑢𝑥 and 𝑢𝑦 need to be inverted to obtain the Euler angle commands that will be 



 
 
 
 

Campos et al.; Arch. Curr. Res. Int., vol. xx, no. xx, pp. xx-xx, 20YY; Article no.ACRI.115482 
 
 

 
4 
 

used as a reference for the attitude subsystem. Using Equation 3, the desired pitch and roll angles can 
be obtained. Therefore, these angles can be written in Eq. 4. The proposed general control scheme is 
illustrated in Fig. 1. 
 

{
𝑥1𝑑 = 𝑎𝑟𝑐𝑠𝑖𝑛(𝑢𝑥𝑠𝑖𝑛𝑥5𝑑 − 𝑢𝑦𝑐𝑜𝑠𝑥5𝑑)

𝑥3𝑑 = 𝑎𝑟𝑐𝑠𝑖𝑛(
𝑢𝑥𝑐𝑜𝑠𝑥5𝑑+𝑢𝑦𝑠𝑖𝑛𝑥5𝑑

𝑐𝑜𝑠𝑥1𝑑
)

                                                                                       (4) 

 
The synoptic scheme shown in Fig. 1 depicts control architecture of MIUR for the quadrotor, the 
dynamic model of the first position control subsystem quadrotor has three outputs [𝑥, 𝑦, 𝑧] = [𝑥7, 𝑥9, 𝑥11] 

and three control inputs {𝑢1, 𝑢𝑥, 𝑢𝑦} . The second attitude control subsystem has three outputs 

[𝜙, 𝜃, 𝜓] = [𝑥1, 𝑥3, 𝑥5] and three control inputs [𝜏𝜙, 𝜏𝜃 , 𝜏𝜓]. The main purpose of the present work is to 

design independent SISO MUIR controllers for each output of both subsystems in order to solve the 
problem of tracking the quadrotor’s trajectory. 

 

 
 

Fig. 1. Quadrotor control structure 
 

3. CONTROLLER DESIGN AND STABILITY DEMONSTRATION 
 
3.1 Controller Design 
   
In this section, it is presented the robust nonlinear controller for the quadrotor UAV in the presence of 
external disturbances, a brief description of the MUIR and its implementation in both control systems is 
made. The attitude controller generates the roll, pitch and yaw torques to control the orientation of the 
quadrotor in the presence of external disturbances. As mentioned before, the quadrotor in the 
presence of external disturbances. As mentioned before, the MUIR technique is a UIR based control 
law proposed in [9] and developed in a series of papers (See [20] and [13]), it was originally created 
for the output regulation of a class of nonlinear minimum phase systems in the case of asymptotically 
constant references. For the application of MUIR, the only necessary knowledge about the system to 

be controlled is its relative degree and the sign of the high frequency-gain 𝐿𝑔𝐿𝑓
𝜌−1

ℎ, where 𝐿 denotes 

the Lie derivative of 𝑓(𝑥) and 𝑔(𝑥) nonlinear dynamic functions of the system and ℎ(𝑥) is the output to 
be controlled. According to [11], defining the relative degree requires the calculation of successive Lie 
derivatives (derived from the output 𝑦 = ℎ(𝑥)) until a direct relation with the predefined control input is 
verified. That is the number of times we need to derive the output 𝑦 until control 𝑢 explicitly appears. 
The sliding surface of the UIR is defined in Eq. 5: 

 

𝑠𝑖 = 𝑘0
𝑖𝜎𝑖 +∑

𝜌𝑖−1
𝑗=1 𝑘𝑗

𝑖𝑒𝑗
𝑖 + 𝑒𝜌𝑖

𝑖                                                                                                      (5) 
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where 𝑒𝑗
𝑖 is the tracking error for the 𝑖 – th output, and the positive constants 𝑘𝑗

𝑖, that is, 𝑘𝑗
𝑖 , . . . , 𝑘𝜌𝑖−1

𝑖  are 

chosen in such a way that the polynomial 𝜆𝜌𝑖−1 + 𝑘𝜌𝑖−1
𝑖 𝜆𝜌𝑖−2+ . . . + 𝑘1

𝑖  is Hurwitz, that is, that its values 

𝜆1, . . . , 𝜆𝜌𝑖−1 have a strictly negative real part, that is, it has all its roots in the left complex semi-plane. 

In such a way that when their surfaces are restricted to 𝑠𝑖 = 0, the tracking error 𝑒𝑗
𝑖 and its derivatives 

converge to zero, like in [12]. The 𝜎𝑖 state is the output of the conditional integrator. A continuous 
approximation of the SMC controller is made using the saturation the 𝑠𝑎𝑡(. ) function instead the ideal 

switching function (𝑠𝑖𝑔𝑛(. )). The conditional integrator is defined in Eq. 6: 
 

𝜎𝑖 = −𝑘0
𝑖𝜎𝑖 + 𝜇𝑖𝑠𝑎𝑡(𝑠𝑖/𝜇𝑖),    𝑘0

𝑖 > 0                                                                                         (6) 
 

where 𝜇𝑖 is called as boundary layer which must be positive and sufficiently small, it results from the 

continuous approximation of the controller by sliding modes using the 𝑠𝑎𝑡(. )  function. The MUIR 

control law is defined by applying the equivalent control method (𝜇) and modifying the UIR control law, 
and given by 𝑣𝑖 which is designed to handle the uncertain terms in the resulting expression �̇�𝑖 to be 
specified later in the stability analysis. The MUIR control can be written as in Eq. 7. 

 

𝑢 = 𝑔(𝑒1
𝑖 , 𝑒2

𝑖 )−1[−𝑓(𝑒1
𝑖 , 𝑒2

𝑖) + 𝑣𝑖]

𝑣𝑖 = −𝐾𝑖(𝑒1
𝑖)𝑠𝑎𝑡(𝑠𝑖/𝜇𝑖)

                                                                                            (7) 

 

where 𝑒2
𝑖 = �̇�1

𝑖 , 𝑓(. ) and 𝑔(. ) are assumed to be smooth functions with 𝑔(. ) invertible for all 𝑒𝑗
𝑖 . This 

modification of the UIR control law was made in order to improve its performance. The gain 𝐾𝑖 of the 
original UIR is a constant, its minimum value can be accurately determined only if the mathematical 
model of the system is well known. Inspired by the works of [21,22], where a gain changes with the 
tracking error. In this paper, the following linear function (Eq. 8) is proposed for the gain 𝐾𝑖 such that it 
is directly depends on the tracking error. 

 

𝐾𝑖(𝑒1
𝑖) = 𝑎𝑖|𝑒1

𝑖| + 𝑏𝑖                                                                                                                  (8) 
 

where the real parameters 𝑎𝑖  and 𝑏𝑖 , for 𝑖 = 𝑥, 𝑦, 𝑧, 𝜙, 𝜃, 𝜓, are chosen so that stability of the entire 

system be guaranteed (see stability demonstration section). These are defined as slope (𝑎𝑖) and zero 

error (𝑏𝑖) gains, respectively. 
 

3.2 Quadrotor Position Control  
 

For the position control of quadrotor let 𝑥𝑝 = [𝑥, 𝑦, 𝑧] be state vector, 𝑢𝑝 = [𝑢𝑥, 𝑢𝑦, 𝑢1] the control input 

vector and 𝑦𝑝 = ℎ(𝑥𝑝) = [𝑥, 𝑦, 𝑧]. The control objective consists of designing independent SISO MUIR 

controllers in order to track a reference altitude and a desired doublet trajectory in the 𝑥𝑦 plane, once 
the altitude is reached, in the presence of disturbances. The relative degree of the position 
subsystems is 𝜌 = 2 for the predefined pair of inputs/outputs (𝑥 → 𝑢𝑥 , 𝑦 → 𝑢𝑦, 𝑧 → 𝑢1). Let introduce the 

tracking errors of the 𝑥, 𝑦 and 𝑧 quadrotor positions (see Eq. 9). 
 

[

𝑒1
𝑥

𝑒1
𝑦

𝑒1
𝑧

] = [

𝑥7 − 𝑥7𝑑
𝑥9 − 𝑥9𝑑
𝑥11 − 𝑥11𝑑

]                                                                                                                 (9) 

 
The sliding surfaces driven by the tracking error are constructed using Eq. 5 and are given by Eq. 10 
which in turn depends on the conditional integrator defined in Eq. 11. 

 

[

𝑠𝑥
𝑠𝑦
𝑠𝑧
] = [

𝑘0
𝑥𝜎𝑥 + 𝑘1

𝑥𝑒1
𝑥 + 𝑒2

𝑥

𝑘0
𝑦
𝜎𝑦 + 𝑘1

𝑦
𝑒1
𝑦
+ 𝑒2

𝑦

𝑘0
𝑧𝜎𝑧 + 𝑘1

𝑧𝑒1
𝑧 + 𝑒2

𝑧

]                                                                                                    (10) 
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[

�̇�𝑥
�̇�𝑦
�̇�𝑧

] = [

−𝑘0
𝑥𝜎𝑥 + 𝜇𝑥𝑠𝑎𝑡(𝑠𝑥/𝜇𝑥)

−𝑘0
𝑦
𝜎𝑦 + 𝜇𝑦𝑠𝑎𝑡(𝑠𝑦/𝜇𝑦)

−𝑘0
𝑧𝜎𝑧 + 𝜇𝑧𝑠𝑎𝑡(𝑠𝑧/𝜇𝑧)

]                                                                                             (11) 

 

The gains 𝑘1
𝑥, 𝑘1

𝑦
 and 𝑘1

𝑧 must be chosen positive and sufficiently large such the sliding condition is 

attended. Defining 𝑓𝑥 = ℎ9𝑥8 , 𝑓𝑦 = ℎ10𝑥10  and 𝑓𝑧 = ℎ11𝑥12 − 𝑔  and also 𝑔𝑖(. ) = [(1/𝑚)𝑢1, (1/𝑚)𝑢1, (1/

𝑚)(𝑐𝑜𝑠𝑥1𝑐𝑜𝑠𝑥3)]. The dynamic of sliding surfaces, that is, their first derivative will be: 
 

[

�̇�𝑥
�̇�𝑦
�̇�𝑧

] =

[
 
 
 
 
 
 
 
 

−(𝑘0
𝑥)2𝜎𝑥 + 𝜇𝑥𝑘0

𝑥𝑠𝑎𝑡(𝑠𝑥/𝜇𝑥) + 𝑘1
𝑥𝑒2

𝑥

+𝑓𝑥 − �̈�7𝑑 + 𝑔𝑥(⋅)𝑢𝑥 +
𝑑𝑥

𝑚

−(𝑘0
𝑦
)2𝜎𝑦 + 𝜇𝑦𝑘0

𝑦
𝑠𝑎𝑡(𝑠𝑦/𝜇𝑦) + 𝑘1

𝑦
𝑒2
𝑦

+𝑓𝑦 − �̈�9𝑑 + 𝑔𝑦(⋅)𝑢𝑦 +
𝑑𝑦

𝑚

−(𝑘0
𝑧)2𝜎𝑧 + 𝜇𝑧𝑘0

𝑧𝑠𝑎𝑡(𝑠𝑧/𝜇𝑧) + 𝑘1
𝑧𝑒2

𝑧

+𝑓𝑧 − 𝑔 − �̈�11𝑑 + 𝑔𝑧(⋅)𝑢1 +
𝑑𝑧

𝑚 ]
 
 
 
 
 
 
 
 

                                                                 (12) 

 
Finally, the MUIR position controllers are using equivalent control method as follows: 
 

{
 
 

 
 𝑢𝑥 =

𝑚

𝑢1
[−𝑓𝑥 + �̈�7𝑑 + (𝑘0

𝑥)2𝜎𝑥 − 𝜇𝑥𝑘0
𝑥𝑠𝑎𝑡(𝑠𝑥/𝜇𝑥) − 𝑘1

𝑥𝑒2
𝑥] −

𝑑𝑥

𝑢1
+ 𝑣𝑥

𝑢𝑦 =
𝑚

𝑢1
[−𝑓𝑦 + �̈�9𝑑 + (𝑘0

𝑦
)2𝜎𝑦 − 𝜇𝑦𝑘0

𝑦
𝑠𝑎𝑡(𝑠𝑦/𝜇𝑦) − 𝑘1

𝑦
𝑒2
𝑦
] −

𝑑𝑦

𝑢1
+ 𝑣𝑦

𝑢1 =
𝑚

𝑐𝑜𝑠(𝑥1)𝑐𝑜𝑠(𝑥3)
[−𝑓𝑧 + 𝑔 + �̈�11𝑑 + (𝑘0

𝑧)2𝜎𝑧 − 𝜇𝑧𝑘0
𝑧𝑠𝑎𝑡(𝑠𝑧/𝜇𝑧) − 𝑘1

𝑧𝑒2
𝑧] −

𝑑𝑧

𝑐𝑜𝑠(𝑥1)𝑐𝑜𝑠(𝑥3)
+ 𝑣𝑧

 (13) 

 
with 𝑣𝑥, 𝑣𝑦 and 𝑣𝑧 given by: 

 

[

𝑣𝑥
𝑣𝑦
𝑣𝑧
] = [

−𝐾𝑥(𝑒1
𝑥)𝑠𝑎𝑡(𝑠𝑥/𝜇𝑥)

−𝐾𝑦(𝑒1
𝑦
)𝑠𝑎𝑡(𝑠𝑦/𝜇𝑦)

−𝐾𝑧(𝑒1
𝑧)𝑠𝑎𝑡(𝑠𝑧/𝜇𝑧)

]                                                                                                 (14) 

 

3.3 Quadrotor Attitude Control  
 
Quadrotor attitude control allows to stabilize and tracking of the desired flight path. For the attitude 
control problem, the state vector is defined by 𝑥𝑎 = [𝜙, 𝜃, 𝜓], the control input vector by 𝑢𝑎 = [𝑢2, 𝑢3, 𝑢4] 
and output vector 𝑦𝑎 = ℎ(𝑥𝑎) = [𝜙, 𝜃, 𝜓]. The control objective is simply finding 𝑢𝑎 in order to allow 𝑦𝑎 

to track the desired states 𝑥1𝑑 = 𝜙𝑑, 𝑥3𝑑 = 𝜃𝑑 e 𝑥5𝑑 = 𝜓𝑑 generated by the inverter block (see Fig. 1) 

and caused by the control input 𝑢𝑝. The relative degree of attitude subsystem is also 𝜌 = 2 for the 

predefined inputs/outputs (𝜙 → 𝑢2, 𝜃 → 𝑢3, 𝜓 → 𝑢4). The tracking errors of the attitude control loo are 
defined as: 

 

[

𝑒1
𝜙

𝑒1
𝜃

𝑒1
𝜓

] = [

𝑥1 − 𝑥1𝑑
𝑥3 − 𝑥3𝑑
𝑥5 − 𝑥5𝑑

]                                                                                                                   (15) 

 
Sliding surfaces and conditional integrator are defined as: 

 

[

𝑠𝜙
𝑠𝜃
𝑠𝜓
] = [

𝑘0
𝜙
𝜎𝜙 + 𝑘1

𝜙
𝑒1
𝜙
+ 𝑒2

𝜙

𝑘0
𝜃𝜎𝜃 + 𝑘1

𝜃𝑒1
𝜃 + 𝑒2

𝜃

𝑘0
𝜓
𝜎𝜓 + 𝑘1

𝜓
𝑒1
𝜓
+ 𝑒2

𝜓

]                                                                                                  (16) 
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[

�̇�𝜙
�̇�𝜃
�̇�𝜓

] = [

−𝑘0
𝜙
𝜎𝜙 + 𝜇𝜙𝑠𝑎𝑡(𝑠𝜙/𝜇𝜙)

−𝑘0
𝜃𝜎𝜃 + 𝜇𝜃𝑠𝑎𝑡(𝑠𝜃/𝜇𝜃)

−𝑘0
𝜓
𝜎𝜓 + 𝜇𝜓𝑠𝑎𝑡(𝑠𝜓/𝜇𝜓)

]                                                                                          (17) 

 

Defining 𝑓𝜙 = ℎ1𝑥4𝑥6 + ℎ2𝑥4 + ℎ3𝑥2
2 , 𝑓𝜃 = ℎ4𝑥2𝑥6 + ℎ5𝑥2 + ℎ6𝑥4

2  and 𝑓𝜓 = ℎ7𝑥2𝑥4 + ℎ8𝑥6
2 , and 𝑔𝑖(. ) =

[ℎ̅1, ℎ̅2, ℎ̅3]. Then the first derivative of the sliding surface is calculated as: 

 

[

�̇�𝜙
�̇�𝜃
�̇�𝜓

] =

[
 
 
 
 
 
 
 −(𝑘0

𝜙
)2𝜎𝜙 + 𝜇𝜙𝑘0

𝜙
𝑠𝑎𝑡(𝑠𝜙/𝜇𝜙) + 𝑘1

𝜙
𝑒2
𝜙

+𝑓𝜙 − �̈�1𝑑 + 𝑔𝜙(⋅)𝑢2 + 𝑑𝜙

−(𝑘0
𝜃)2𝜎𝜃 + 𝜇𝜃𝑘0

𝜃𝑠𝑎𝑡(𝑠𝜃/𝜇𝜃) + 𝑘1
𝜃𝑒2

𝜃

+𝑓𝜃 − �̈�3𝑑 + 𝑔𝜃(⋅)𝑢3 + 𝑑𝜃

−(𝑘0
𝜓
)2𝜎𝜓 + 𝜇𝜓𝑘0

𝜓
𝑠𝑎𝑡(𝑠𝜓/𝜇𝜓) + 𝑘1

𝜓
𝑒2
𝜓

+𝑓𝜓 − �̈�5𝑑 + +𝑔𝜓(⋅)𝑢4 + 𝑑𝜓 ]
 
 
 
 
 
 
 

                                                              (18) 

 
Therefore, the quadrotor attitude controls are defined as follows: 

 

{
 
 

 
 𝑢2 =

1

ℎ1
[−𝑓𝜙 + �̈�1𝑑 + (𝑘0

𝜙
)2𝜎𝜙 − 𝜇𝜙𝑘0

𝜙
𝑠𝑎𝑡(𝑠𝜙/𝜇𝜙) − 𝑘1

𝜙
𝑒2
𝜙
− 𝑑𝜙] + 𝑣𝜙

𝑢3 =
1

ℎ2
[−𝑓𝜃 + �̈�3𝑑 + (𝑘0

𝜃)2𝜎𝜃 − 𝜇𝜃𝑘0
𝜃𝑠𝑎𝑡(𝑠𝜃/𝜇𝜃) − 𝑘1

𝜃𝑒2
𝜃 − 𝑑𝜃] + 𝑣𝜃

𝑢4 =
1

ℎ3
[−𝑓𝜓 + �̈�5𝑑 + (𝑘0

𝜓
)2𝜎𝜓 − 𝜇𝜓𝑘0

𝜓
𝑠𝑎𝑡(𝑠𝜓/𝜇𝜓) − 𝑘1

𝜓
𝑒2
𝜓
− 𝑑𝜓] + 𝑣𝜓

              (19) 

 
with 𝑣𝜙, 𝑣𝜃 and 𝑣𝜓 as: 

 

[

𝑣𝜙
𝑣𝜃
𝑣𝜓
] = [

−𝐾𝜙(𝑒1
𝜙
)𝑠𝑎𝑡(𝑠𝜙/𝜇𝜙)

−𝐾𝜃(𝑒1
𝜃)𝑠𝑎𝑡(𝑠𝜃/𝜇𝜃)

−𝐾𝜓(𝑒1
𝜓
)𝑠𝑎𝑡(𝑠𝜓/𝜇𝜓)

]                                                                                               (20) 

 
3.4 Stability Demonstration  
 
The stability demonstration is performed in a generic form, that is, the subscript/superscript “𝑖” will be 

associated to a state to be controlled (i.e.: 𝑥, 𝑦, 𝑧, 𝜙, 𝜃,etc). 
 

3.4.1 System and controller definition 
 
Let us consider the SISO nonlinear system in canonical form represented by Equation 21. 
 

{

�̇�1 = 𝑥2
�̇�2 = 𝑓(𝑥1

𝑖 , 𝑥2
𝑖 , 𝑑𝑖) + 𝑔(𝑥1

𝑖 , 𝑥2
𝑖 , 𝑑𝑖)𝑢

𝑦 = 𝑥1
𝑖

                                                                                         (21) 

 

where 𝑋 = {𝑥1
𝑖 , 𝑥2

𝑖 } ∈ ℝ𝑛  is the state vector, 𝑦 ∈ ℝ𝑚  is the output vector, 𝑢 ∈ 𝑅𝑝  is the control input 

vector and 𝑓(𝑥1
𝑖 , 𝑥2

𝑖 , 𝑑𝑖) and 𝑔(𝑥1
𝑖 , 𝑥2

𝑖 , 𝑑𝑖) continuous smooth functions. The 𝑑𝑖 term represents external 

disturbances. 
 

The tracking error is defined as 𝑒1
𝑖 = 𝑥1

𝑖 − 𝑥1𝑑
𝑖 , being 𝑥1𝑑

𝑖  the desired/reference signal to be tracked. 

The first derivative of the tracking error is �̇�1
𝑖 = 𝑒2

𝑖 = �̇�1
𝑖 − �̇�1𝑑

𝑖 , or, 𝑒2
𝑖 = 𝑥2

𝑖 − �̇�1𝑑
𝑖 . Then, the error 

dynamics can be defined by Eq. 22: 
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{
�̇�1
𝑖 = 𝑒2

𝑖

�̇�2
𝑖 = 𝑓(𝑒1

𝑖 , 𝑒2
𝑖) + 𝑔(𝑒1

𝑖 , 𝑒2
𝑖)𝑢

                                                                                                    (22) 

 
As the MUIR is based on the SMC control law, the sliding surface is defined by Eq. 23: 

 

𝑠𝑖 = 𝑘0
𝑖𝜎𝑖 + 𝑘1

𝑖𝑒1
𝑖 + 𝑒2

𝑖                                                                                                              (23) 
 

where 𝜎𝑖 ∈ 𝑅
𝑛 variable represents the output of the conditional integrator defined at Eq. 24. 

 

�̇�𝑖 = −𝑘0
𝑖𝜎𝑖 + 𝜇𝑖𝑠𝑎𝑡(𝑠𝑖/𝜇𝑖)                                                                                                      (24) 

 
Being 𝜇𝑖  the boundary layer of the continuous approximation of the SMC which drives the 𝑠𝑎𝑡(. ) 
function, 𝑘0

𝑖  must be a positive constant and 𝑘1
𝑖 ∈ ℝ𝑛×𝑛 is chosen such that the polynomial 𝑘1

𝑖 + 𝑠𝑖𝐼𝑛 is 
Hurwitz (𝐼𝑛 is a identity 𝑛 × 𝑛 matrix). The saturation function is defined as: 

 

𝑠𝑎𝑡(𝑠𝑖/𝜇𝑖) = {
𝑠𝑖/‖𝑠𝑖‖          𝑖𝑓        ‖𝑠𝑖‖ ≥ 𝜇𝑖
𝑠𝑖/𝜇𝑖                𝑖𝑓          ‖𝑠𝑖‖ < 𝜇𝑖

                                                                           (25) 

 
The conditional integrator given at Eq. 24 was strategically created such that in only works inside the 
boundary layer (‖𝑠𝑖‖ < 𝜇𝑖), outside the boundary layer, the switching nature of SMC will dominate. 
 
Differentiating the sliding surface we have: 

 

�̇�𝑖 = 𝑘0
𝑖 �̇�𝑖 + 𝑘1

𝑖 �̇�1
𝑖 + �̇�2

𝑖

= 𝑘0
𝑖 �̇�𝑖 + 𝑘1

𝑖𝑒2
𝑖 + �̇�2

𝑖                                                                                                           (26) 

 
Eq. 26 can be rewritten using Eqns. 22 and 23, then, substituting the conditional integrator Eq. 24 we 
obtain: 

 

�̇�𝑖 = 𝑘0
𝑖 (−𝑘0

𝑖𝜎𝑖 + 𝜇𝑖𝑠𝑎𝑡(𝑠𝑖/𝜇𝑖)) + 𝑘1
𝑖𝑒2
𝑖 + �̇�2

𝑖

= −𝑘0
𝑖 ²𝜎𝑖 + 𝑘0

𝑖𝜇𝑖𝑠𝑎𝑡(𝑠𝑖/𝜇𝑖) + 𝑘1
𝑖𝑒2
𝑖 + �̇�2

𝑖                                                                           (27) 

 

Adding and subtracting the term 𝑘0
𝑖 (𝑘1

𝑖𝑒1
𝑖 + 𝑒2

𝑖) to the right side of Eq. 27 leads to: 

 
 

�̇�𝑖 = −𝑘0
𝑖 ²𝜎𝑖 + 𝑘0

𝑖𝜇𝑖𝑠𝑎𝑡(𝑠𝑖/𝜇𝑖) + 𝑘1
𝑖𝑒2
𝑖 + �̇�2

𝑖 − 𝑘0
𝑖 (𝑘1

𝑖𝑒1
𝑖 + 𝑒2

𝑖) + 𝑘0
𝑖 (𝑘1

𝑖𝑒1
𝑖 + 𝑒2

𝑖)

= −𝑘0
𝑖 ²𝜎𝑖 + 𝑘0

𝑖𝜇𝑖𝑠𝑎𝑡(𝑠𝑖/𝜇𝑖) + 𝑘1
𝑖𝑒2
𝑖 + �̇�2

𝑖 − 𝑘0
𝑖𝑘1

𝑖𝑒1
𝑖 − 𝑘0

𝑖 𝑒2
𝑖 + 𝑘0

𝑖𝑘1
𝑖𝑒1
𝑖 + 𝑘0

𝑖 𝑒2
𝑖

= −𝑘0
𝑖 (𝑘0

𝑖𝜎𝑖 + 𝑘1
𝑖𝑒1
𝑖 + 𝑒2

𝑖) + 𝑘0
𝑖 (𝑘1

𝑖𝑒1
𝑖 + 𝑒2

𝑖) + 𝑘0
𝑖𝜇𝑖𝑠𝑎𝑡(𝑠𝑖/𝜇𝑖) + 𝑘1

𝑖𝑒2
𝑖 + �̇�2

𝑖

             (28) 

 

Using the definition of sliding surface 𝑠𝑖 = 𝑘0
𝑖𝜎𝑖 + 𝑘1

𝑖𝑒1
𝑖 + 𝑒2

𝑖 , and the definition of �̇�2 (given by Eq. 22), 
Eq. 28 can be rewritten as: 
 

�̇�𝑖 = −𝑘0
𝑖 𝑠𝑖 + 𝑘0

𝑖𝜇𝑖𝑠𝑎𝑡(𝑠𝑖/𝜇𝑖) + 𝑘0
𝑖 (𝑘1

𝑖𝑒1
𝑖 + 𝑒2

𝑖)   + 𝑘1
𝑖𝑒2
𝑖 + 𝑓(. ) + 𝑔(. )𝑢                                     (29) 

 
Let’s define the intermediate variable 𝛥(𝑒1, 𝑒2): 
 

Δ(𝑒1, 𝑒2) = 𝑘0
𝑖 (𝑘1

𝑖𝑒1
𝑖 + 𝑒2

𝑖) + 𝑘1
𝑖𝑒2
𝑖 + 𝑓(𝑒1, 𝑒2)                                                                           (30) 

 
Substituting Eq. 30 in Eq. 29, we obtain: 

 

�̇�𝑖 = −𝑘0
𝑖 𝑠𝑖 + 𝑘0

𝑖𝜇𝑖𝑠𝑎𝑡(𝑠𝑖/𝜇𝑖) + Δ(. ) + 𝑔(. )𝑢                                                                            (31) 
 

Such as defined at the controller design section, the MUIR controller is given by the following 
expression Eq. 32. Where the main gain is represented by Eq. 33. 
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𝑢 = −𝐾𝑖(𝑒1
𝑖)𝑠𝑎𝑡(𝑠𝑖/𝜇𝑖)                                                                                                           (32) 

 

𝐾𝑖(𝑒1
𝑖) = 𝑎𝑖|𝑒1

𝑖| + 𝑏𝑖                                                                                                                (33) 

 
Substituting Eq. 32 in Eq. 31 leads to: 

 

�̇�𝑖 = −𝑘0
𝑖 𝑠𝑖 + 𝑘0

𝑖𝜇𝑖𝑠𝑎𝑡(𝑠𝑖/𝜇𝑖) + Δ(. ) − 𝐾𝑖(. )𝑔(. )𝑠𝑎𝑡(𝑠𝑖/𝜇𝑖)                                                       (34) 
 

3.4.2 Stability demonstration outside the boundary layer 
 

In this section will be demonstrated that outside the boundary layer, the MUIR controller is able to 
stabilize the SISO system of Eq. 21 attracting any trajectory to the sliding surface given by Eq. 23. To 

do this, the Candidate to Lyapunov Function (CLP) 𝑉 =
1

2
𝑠𝑇𝑠  is proposed. Before continuing, 

Assumption 1 must be defined: 
 
Assumption 1: 𝛥(𝑒1, 𝑒2) function is bounded by a class 𝜅 function 𝛾(𝑒1, 𝑒2) and a positive constant Δ0: 
 

‖Δ𝑖(𝑒1
𝑖 , 𝑒2

𝑖)‖ ≤ 𝛾𝑖(𝑒1
𝑖 , 𝑒2

𝑖) + Δ0
𝑖                                                                                                   (35) 

 
This means that: 
 

Δ(. ) = 𝑘0
𝑖 (𝑘1

𝑖𝑒1
𝑖 + 𝑒2

𝑖) + 𝑘1
𝑖𝑒2
𝑖 + 𝑓(. ) 

‖Δ𝑖(. )‖ ≤ 𝛾𝑖(. ) + Δ0
𝑖                                                                (36) 

  ‖𝑘0
𝑖 (𝑘1

𝑖𝑒1
𝑖 + 𝑒2

𝑖) + 𝑘1
𝑖𝑒2
𝑖 + 𝑓(. ) ‖ ≤ 𝛾𝑖(. ) + Δ0

𝑖  

 
Then, when the state trajectories achieve the sliding surface, the tracking error approaches to zero, 
leading to the upper bound of 𝛥(. ) function that will be used later: 

 

‖Δ𝑖(𝑒1
𝑖 = 0, 𝑒2

𝑖 = 0)‖ = ‖f(0,0)‖ ≤ Δ0
𝑖                                                                                      (37) 

 
Continuing with the demonstration. As previously presented by Eq. 25, outside the boundary layer 
(‖𝑠𝑖‖ ≥ 𝜇𝑖), the saturation function behavior is dominated by the switching function (𝑠𝑖𝑔𝑛(. )) given by: 

𝑠𝑖𝑔𝑛(. ) = 𝑠𝑖/‖𝑠𝑖‖, then, the first derivative of the CPL: �̇� = 𝑠𝑖
𝑇�̇�𝑖 that depends on Eq. 34 becomes: 

 

𝑠𝑖
𝑇�̇�𝑖 = −𝑠𝑖

𝑇𝑘0
𝑖 𝑠𝑖 + 𝑘0

𝑖𝜇𝑖𝑠𝑖
𝑇𝑠𝑖/‖𝑠𝑖‖ + 𝑠𝑖

𝑇Δ(. ) − 𝐾𝑖(. )𝑠𝑖
𝑇𝑔(. )𝑠𝑖/‖𝑠𝑖‖                                              (38) 

 

Using the mathematical properties: 𝑠𝑖
𝑇𝑠𝑖 = 𝑠𝑖

2; 𝑠𝑖
2/‖𝑠𝑖‖ = ‖𝑠𝑖‖ and the Lyapunov theory �̇� = 𝑠𝑖

𝑇 �̇�𝑖 ≤ 0, 
Eq. 38 becomes: 

 

𝑠𝑖
𝑇�̇�𝑖 = −𝑘0

𝑖 𝑠𝑖² + 𝑘0
𝑖𝜇𝑖‖𝑠𝑖‖ + Δ(. )𝑠𝑖

𝑇 − 𝑔(. )𝐾𝑖(. )‖𝑠𝑖‖

≤ −𝑘0
𝑖‖𝑠𝑖‖² + 𝑘0

𝑖𝜇𝑖‖𝑠𝑖‖ + ‖Δ𝑖(. )‖‖𝑠𝑖‖ − ‖𝑔(. )‖𝐾𝑖(. )‖𝑠𝑖‖ ≤ 0
                                        (39) 

 
Using Assumption 1 we have: 

 

𝑠𝑖
𝑇�̇�𝑖 = −𝑘0

𝑖 𝑠𝑖² + 𝑘0
𝑖𝜇𝑖‖𝑠𝑖‖ + Δ(. )𝑠𝑖

𝑇 − 𝑔(. )𝐾𝑖(. )‖𝑠𝑖‖

≤ −𝑘0
𝑖‖𝑠𝑖‖² − (‖𝑔(. )‖𝐾𝑖(. ) − 𝛾𝑖(. ) − 𝑘0

𝑖𝜇𝑖 − Δ0
𝑖 )‖𝑠𝑖‖ ≤ 0

                                             (40) 

 
Assuming that 𝜆 = 𝑚𝑖𝑛(‖𝑔(. )‖)  (critical condition that can turn “less negative” the last term at 
inequality of Eq. 42 we obtain: 

 

𝑠𝑖
𝑇�̇�𝑖 = −𝑘0

𝑖‖𝑠𝑖‖² − (𝜆𝐾𝑖(. ) − 𝛾𝑖(. ) − 𝑘0
𝑖𝜇𝑖 − Δ0

𝑖 )‖𝑠𝑖‖ ≤ 0                                                         (41) 

 

In order to guarantee 𝑠𝑖
𝑇 �̇�𝑖 ≤ 0, it is necessary that 𝜆𝐾𝑖(. ) − 𝛾𝑖(. ) − 𝑘0

𝑖𝜇𝑖 − 𝛥0
𝑖 ≥ 0. 

Then, the controller gain can be defined as: 
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𝐾𝑖(. ) ≥ K0 + (𝛾𝑖(. ) + 𝑘0
𝑖𝜇𝑖 + Δ0

𝑖 )/𝜆                                                                                         (42) 

 

Being 𝐾0 a positive constant that guarantees V̇ = si
Tṡi < 0. 

Using the definition of MUIR, that is substituting 𝐾𝑖(. ) as in Eq. 33 we obtain: 
 

𝑎𝑖|𝑒1
𝑖| + 𝑏𝑖 = K0 + (𝛾𝑖(. ) + 𝑘0

𝑖𝜇𝑖 + Δ0
𝑖 )/𝜆                                                                                 (43) 

 
Choosing any of the controller gains 𝑎𝑖 or 𝑏𝑖, the other can be computed using the last inequality (Eq. 
43) such that it can be satisfied. Doing this, it can be guaranteed that any trajectory starting from 
outside the boundary layer will be attracted to 𝑠 = 0. 

 
3.4.3 Stability demonstration inside the boundary layer 
 
In this section, the direct method of Lyapunov is used in order to demonstrate that tracking error, 
conditional integrator and sliding surface can simultaneously be stabilized, that is, any trajectory 
starting inside the boundary layer achieves its equilibrium point as time tends to infinity. Inside the 
boundary layer (‖𝑠𝑖‖ < 𝜇𝑖), the saturation function described at Equation 34 is 𝑠𝑎𝑡(𝑠𝑖/𝜇𝑖) = 𝑠𝑖/𝜇𝑖 and 

the error is bounded by the region O𝜇 = {𝑒 = (𝑒1
𝑖 , 𝑒2

𝑖) ∈ ℝ𝑛 × ℝ𝑛  |  ‖𝑒‖ ≤ 𝑅𝜇}. 

 
The system dynamic inside the boundary layer is given by Eq. 44 and composed by: (i) the conditional 
integrator dynamic obtained from Eq. 24, (ii) error dynamic (from Eq. 23) and (iii) the sliding surface 
dynamic from Eq. 38. Before continuing, Assumption 2 and 3 need to be defined. 

 

�̇�𝑖 = −𝑘0
𝑖𝜎𝑖 + 𝑠𝑖

�̇�1
𝑖 = −𝑘1

𝑖𝑒1
𝑖 + 𝑠𝑖 − 𝑘0

𝑖𝜎𝑖
�̇�𝑖 = Δ(. ) − 𝑔(. )𝐾𝑖(. )𝑠𝑖/𝜇𝑖

                                                                                                    (44) 

 

Assumption 2: inside the region (𝑒1
𝑖 , 𝑒2

𝑖) ∈ O𝜇 , the function g(𝑒1
𝑖 , 𝑒2

𝑖)  satisfies the Lipschitz-like 

condition: ‖g(𝑒1
𝑖 , 𝑒2

𝑖) − g(0,0)‖Δ0 ≤ ‖g(0,0)‖𝜐(𝑒1
𝑖 , 𝑒2

𝑖). 

 

Assumption 3: in (𝑒1
𝑖 , 𝑒2

𝑖) ∈ ℝ𝑛 × ℝ𝑛, g(𝑒1
𝑖 , 𝑒2

𝑖) + 𝑔𝑇(𝑒1
𝑖 , 𝑒2

𝑖) ≥ 2𝜆𝐼𝑛, with 𝜆 > 0. 

From Assumption 2, we have, ‖g(. )𝑔−1(0,0) − 𝐼𝑛‖Δ0 ≤ 𝜐(. ). Where 𝜐(𝑒1
𝑖 , 𝑒2

𝑖) then, 𝜐(. ) Function can be 

bounded by: 
 

𝜐(𝑒1
𝑖 , 𝑒2

𝑖) = 𝜐1‖𝑒1
𝑖‖ + 𝜐2‖𝑒2

𝑖‖ ≤ 𝑘𝜐                                                                                            (45) 

 
where 𝜐1, 𝜐2 and 𝑘𝜐 are suitable positive constants. The equilibrium point of the system Eq. 44 can be 

defined as: 𝑒1
𝑖 = 𝑒2

𝑖 , 𝑠𝑖 = 𝑠𝑖 , 𝜎𝑖 = 𝜎𝑖  with 𝑠𝑖 = 𝑘0
𝑖𝜎𝑖 = 𝜇𝑖

𝑔−1(0,0)𝑓(0,0)

K(0,0) . Using the last equilibrium point 

definition and 𝑠𝑎𝑡(𝑠𝑖/𝜇𝑖) = 𝑠𝑖/𝜇𝑖 leads to: 
 
‖𝑠𝑖‖ < 𝜇𝑖 ⟹ ‖𝑔−1(0,0)𝑓(0,0)‖ < K(0,0)                                                                                 (46) 
 

Which will be used later. Where K(0,0) = 𝐾𝑖(. )    |  𝑒1
𝑖 = 0, 𝑒2

𝑖 = 0. This condition can be satisfied using 
the control input given by Eq. 32 and assumptions 1, 2 and 3. 
 
The system in Eq. 44 can be rewritten in terms of 𝑠𝑖 and 𝜎𝑖 as: 

 

�̃�𝑖 = −𝑘0
𝑖 �̃�𝑖 + �̃�𝑖

�̇�1
𝑖 = −𝑘1

𝑖𝑒1
𝑖 + �̃�𝑖 − 𝑘0

𝑖 �̃�𝑖
�̇̃�𝑖 = Δ(. ) − 𝐾𝑖(. )𝑔(. )�̃�𝑖/𝜇𝑖 − 𝐾𝑖(. )𝑔(. )𝑠𝑖/𝜇𝑖

                                                                          (47) 

 
where �̃�𝑖 = 𝜎𝑖 − 𝜎𝑖 and �̃�𝑖 = 𝑠𝑖 − 𝑠𝑖. 
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In order to demonstrate that variables of the system in Eq. 47 will tend to its equilibrium points when 
control input Eq. 32 is used, it is necessary to define two more assumptions. 
 
Assumption 4: inside the boundary layer, that is ‖𝑠𝑖‖ < 𝜇𝑖, f(. ) function is Lipschitz, such that: 

 

‖𝑓(𝑒1
𝑖 , 𝑒2

𝑖) − 𝑓(0,0)‖ ≤ 𝑙1‖𝑒1
𝑖‖ + 𝑙2‖𝑒2

𝑖‖                                                                                   (48) 

 
with 𝑙1 and 𝑙2 ∈ ℝ

+. 
 

Assumption 5: inside the boundary layer (‖𝑠𝑖‖ < 𝜇𝑖), 𝐾𝑖(. ) function satisfies: 
 

𝐾𝑖(. )   − K(0,0) ≤ 𝜒(. ) = 𝜆𝜒1‖𝑒1
𝑖‖ + 𝜆𝜒2‖𝑒2

𝑖‖                                                                           (49) 

 
where 𝜒1, 𝜒2 are positive suitable constants and 𝜆 defined as in assumption 3. 
 
Once defined all the assumptions, the direct method of Lyapunov is applied by means of the definition 
of the Candidate to Lyapunov Function (CLF) in Eq. 50. 

 

𝑊 =
𝜆1

2
�̃�𝑖
𝑇�̃�𝑖 +

𝜆2

2
𝑒1
𝑖𝑇𝑒1

𝑖 +
�̃�𝑖
𝑇�̃�𝑖

2
                                                                                                  (50) 

 
where 𝜆1 and 𝜆2 are positive constants. The first derivative can be easily computed, resulting in: 

 

�̇� = 𝜆1�̃�𝑖
𝑇�̃�𝑖 + 𝜆2𝑒1

𝑖𝑇�̇�1
𝑖 + �̃�𝑖

𝑇 �̇̃�𝑖                                                                                                (51) 
  

Substituting Eq. 47 in Eq. 51. 
 

�̇� = 𝜆1�̃�𝑖
𝑇(−𝑘0

𝑖 �̃�𝑖 + �̃�𝑖) + 𝜆2𝑒1
𝑖𝑇(−𝑘1

𝑖𝑒1
𝑖 + �̃�𝑖 − 𝑘0

𝑖 �̃�𝑖) + �̃�𝑖
𝑇(Δ(. ) − 𝐾𝑖(. )𝑔(. )�̃�𝑖/𝜇𝑖 − 𝐾𝑖(. )𝑔(. )𝑠𝑖/𝜇𝑖)                   

(52) 
 

Since (𝑒1
𝑖 , 𝑒2

𝑖) ∈ O𝜇, Δ(. ) can be expressed as in Eq. 53 and substituting Eq. 53 in Eq. 52 leads to Eq. 

54. 
 

Δ(. ) = 𝑘0
𝑖 �̃�𝑖 − (𝑘0

𝑖 )²�̃�𝑖 − (𝑘1
𝑖)²𝑒1

𝑖 + 𝑘1
𝑖 �̃�𝑖 − 𝑘0

𝑖𝑘1
𝑖 �̃�𝑖 + 𝑓(. )                                                           (53) 

 

�̇� = 𝜆1�̃�𝑖
𝑇(−𝑘0

𝑖 �̃�𝑖 + �̃�𝑖) + 𝜆2𝑒1
𝑖𝑇(−𝑘1

𝑖𝑒1
𝑖 + �̃�𝑖 − 𝑘0

𝑖 �̃�𝑖) + �̃�𝑖
𝑇[𝑘0

𝑖 �̃�𝑖 − (𝑘0
𝑖 )²�̃�𝑖 − (𝑘1

𝑖)²𝑒1
𝑖 + 𝑘1

𝑖 �̃�𝑖 − 𝑘0
𝑖𝑘1

𝑖 �̃�𝑖

    −𝐾𝑖(. )𝑔(. )�̃�𝑖/𝜇𝑖] + �̃�𝑖
𝑇(𝑓(. ) − 𝐾𝑖(. )𝑔(. )𝑠𝑖/𝜇𝑖)

= −𝜆1𝑘0
𝑖   �̃�𝑖

2 + 𝜆1�̃�𝑖 �̃�𝑖 − 𝜆2𝑘1
𝑖(𝑒1

𝑖)
2
+ 𝜆2𝑒1

𝑖 �̃�𝑖 − 𝜆2𝑘0
𝑖 𝑒1
𝑖 �̃�𝑖 + 𝑘0

𝑖 �̃�𝑖
2 − (𝑘0

𝑖 )
2
�̃�𝑖�̃�𝑖 − �̃�𝑖(𝑘1

𝑖)
2
𝑒1
𝑖 + 𝑘1

𝑖 �̃�𝑖
2 − 𝑘0

𝑖 �̃�𝑖𝑘1
𝑖 �̃�𝑖

    −𝐾𝑖(. )𝑔(. )�̃�𝑖²/𝜇𝑖 + �̃�𝑖(𝑓(. ) − 𝐾𝑖(. )𝑔(. )𝑠𝑖/𝜇𝑖)

  (54) 

 
If all terms with positive signal of the right side of the last equation have an known upper bound, then, 

the controller gain 𝐾𝑖(⋅) can be design so that �̇� < 0 and the stability inside the boundary layer be 
demonstrated. Let’s first analyze the term ((𝑓(. ) − 𝐾𝑖(. )𝑔(. )𝑠𝑖/𝜇𝑖)). 
 
Substituting �̅�𝑖 obtain: 

 

‖𝑓(. ) − 𝐾𝑖(. )𝑔(. )𝑠𝑖/𝜇𝑖‖ = ‖𝑓(. ) −
𝐾𝑖(.)

K(0,0)
𝑔(. )𝑔−1(0,0)𝑓(0,0)‖                                                  (55) 

 

Adding and subtracting the term 
𝐾𝑖(.)

K(0,0)
𝑓(0,0) and 

K(0,0)

K(0,0)
𝑓(0,0) in the right side of the equality. 
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‖𝑓(. ) −
𝐾𝑖(.)𝑔(.)𝑠𝑖

𝜇𝑖
‖ = ‖𝑓(. ) − 𝑓(0,0) −

𝐾𝑖(.)

K(0,0)
(𝑔(. )𝑔−1(0,0) − 𝐼𝑛)𝑓(0,0) −

𝐾𝑖(.)+K(0,0)

K(0,0)
𝑓(0,0)‖

≤ ‖𝑓(. ) − 𝑓(0,0)‖ +
𝐾𝑖(.)

K(0,0)
‖𝑔(. )𝑔−1(0,0) − 𝐼𝑛‖‖𝑓(0,0)‖ +

𝐾𝑖(.)−K(0,0)

K(0,0)
‖𝑓(0,0)‖

        (56) 

 
Using the assumptions 1 to 5 obtain: 

 

‖𝑓(. ) − 𝐾𝑖(. )𝑔(. )𝑠𝑖/𝜇𝑖‖ ≤ 𝑙1‖𝑒1
𝑖‖ + 𝑙2‖𝑒2

𝑖‖ +
𝐾𝑖(.)

K(0,0)
‖𝑔(. )𝑔−1(0,0) − 𝐼𝑛‖‖𝑓(0,0)‖ +

𝐾𝑖(.)−K(0,0)

K(0,0)
‖𝑓(0,0)‖                                                                                                                   (57) 

 
By mean of assumptions 1 and 2, Eq. 58 becomes: 
 

‖𝑓(. ) − 𝐾𝑖(. )𝑔(. )𝑠𝑖/𝜇𝑖‖ ≤ 𝑙1‖𝑒1
𝑖‖ + 𝑙2‖𝑒2

𝑖‖ +
𝐾𝑖(.)

K(0,0)
𝜐(. ) +

𝐾𝑖(.)−K(0,0)

K(0,0)
‖𝑓(0,0)‖                           (58) 

 
Using assumption 5 and reorganizing terms. 
 

‖𝑓(. ) − 𝐾𝑖(. )𝑔(. )𝑠𝑖/𝜇𝑖‖ ≤ 𝑙1‖𝑒1
𝑖‖ + 𝑙2‖𝑒2

𝑖‖ + 𝜐(. ) +
𝜒(.)𝜐(.)

K(0,0)
+

𝜒(.)

K(0,0)
Δ0
𝑖                                         (59) 

 
Finally, obtain: 
 

 ‖𝑓(. ) − 𝐾𝑖(. )𝑔(. )𝑠𝑖/𝜇𝑖‖ ≤ (𝑙1 + 𝑣1 + (Δ0
𝑖 + 𝑘𝑣)

𝜆𝜒1

K(0,0)
) ‖𝑒1

𝑖‖ + (𝑙2 + 𝑣2 + (Δ0
𝑖 + 𝑘𝑣)

𝜆𝜒2

K(0,0)
) ‖𝑒2

𝑖‖   (60) 

 

Let define 𝑐1 = 𝑙1 + 𝑣1 + (Δ0
𝑖 + 𝑘𝑣)

𝜆𝜒1

K(0,0)
 and 𝑐2 = 𝑙2 + 𝑣2 + (Δ0

𝑖 + 𝑘𝑣)
𝜆𝜒2

K(0,0)
, then, Equation 60 becomes: 

 

‖𝑓(. ) − 𝐾𝑖(. )𝑔(. )𝑠𝑖/𝜇𝑖‖ ≤ 𝑐1‖𝑒1
𝑖‖ + 𝑐2‖𝑒2

𝑖‖                                                                              (61) 

 
Based on the last analysis, the CLF defined in Eq. 54 will be: 
 

�̇� = −𝜆1𝑘0
𝑖   �̃�𝑖

2 + 𝜆1�̃�𝑖 �̃�𝑖 − 𝜆2𝑘1
𝑖 (𝑒1

𝑖)
2
+ 𝜆2𝑒1

𝑖 �̃�𝑖 − 𝜆2𝑘0
𝑖𝑒1
𝑖 �̃�𝑖 + 𝑘0

𝑖 �̃�𝑖
2 − (𝑘0

𝑖 )
2
�̃�𝑖�̃�𝑖 − �̃�𝑖(𝑘1

𝑖)
2
𝑒1
𝑖 + 𝑘1

𝑖 �̃�𝑖
2 − 𝑘0

𝑖 �̃�𝑖𝑘1
𝑖 �̃�𝑖

    −𝐾𝑖(. )𝑔(. )�̃�𝑖²/𝜇𝑖 + �̃�𝑖(𝑓(. ) − 𝐾𝑖(. )𝑔(. )𝑠𝑖/𝜇𝑖)

≤ −
𝜆1
2
(‖�̃�𝑖‖ − ‖�̃�𝑖‖)

2 −
𝜆2
2
(‖�̃�𝑖‖ − ‖𝑒1

𝑖‖)
2
+
𝜆2𝑘0

𝑖

2
(‖�̃�𝑖‖ − ‖𝑒1

𝑖‖)
2
+
(𝑘0

𝑖 )
2

2
(‖�̃�𝑖‖ − ‖�̃�𝑖‖)

2 +
‖𝑘1

𝑖‖
2

2
(‖𝑒1

𝑖‖ − ‖�̃�𝑖‖)
2

    +
𝑘0
𝑖 ‖𝑘1

𝑖‖

2
(‖�̃�𝑖‖ − ‖�̃�𝑖‖)

2 −
𝑐1
2
(‖𝑒1

𝑖‖ − ‖�̃�𝑖‖)
2
−
𝑐2‖𝑘1

𝑖‖

2
(‖𝑒1

𝑖‖ − ‖�̃�𝑖‖)
2
−
𝑐2𝑘0

𝑖

2
(‖�̃�𝑖‖ − ‖�̃�𝑖‖)

2

    + [−𝜆1𝑘0
𝑖 +

1

2
(𝜆1 + 𝜆2𝑘0

𝑖 + (𝑘0
𝑖 )
2
+ 𝑘0

𝑖 ‖𝑘1
𝑖‖ + 𝑐2𝑘0

𝑖 )]‖�̃�𝑖‖
2 + [−𝜆2‖𝑘1

𝑖‖ +
1

2
(𝜆2 + 𝜆2𝑘0

𝑖 + ‖𝑘1
𝑖‖
2
+ 𝑐1 + 𝑐2‖𝑘1

𝑖‖)] ‖𝑒1
𝑖‖
2

    − [−𝑘0
𝑖 − ‖𝑘1

𝑖‖ − 𝑐2 + 𝐾𝑖(. )‖𝑔(. )‖/𝜇𝑖 −
1

2
(𝜆1 + 𝜆2 + (𝑘0

𝑖 )
2
+ ‖𝑘1

𝑖‖
2
+ 𝑘0

𝑖 ‖𝑘1
𝑖‖ + 𝑐1 + 𝑐2‖𝑘1

𝑖‖ + 𝑐2𝑘0
𝑖 )] ‖�̃�𝑖‖

2

     (62) 

 
In can be verified that tacking 𝜆1 , 𝜆2  and 𝐾𝑖(. ) sufficiently large and 𝜇𝑖  sufficiently small, the terms 

multiplying ||𝜎𝑖||
2 , ||𝑒𝑖||

2  and ||𝑖||
2  becomes zero, then, 𝑊(𝑡) > 0  and �̇� < −𝜔0𝑊  (where 𝜔0  is a 

positive constant) for all 𝜎 ≠ 𝜎, 𝑒1 ≠ 0 and 𝑠 ≠ 𝑠. Finally, it can be concluded that, 𝑊(𝑡) exponentially 
converges to zero as time tend to infinity. As a consequence, the tracking error 𝑒1(𝑡) tends to zero and 

𝜎  and 𝑠  converge to its equilibrium, guaranteeing exponential stability of the system inside the 

boundary layer ‖𝑠𝑖‖ < 𝜇𝑖. Based on the proposed control law and on the analytical demonstration of 
stability, Theorem 1 can be stated: 
 
Theorem 1: Consider the nonlinear system described by Eq. 21, which subjected to Assumptions 1-
5.The use of sliding mode law defined by Eqns. 31 and 32, and of the constants  𝑎 𝑖 , 𝑏𝑖 , 𝜆1, 𝜆2, 𝜇𝑖 , and 

𝐾𝑖(. ) chosen as described before, guarantees all state variables of the closed-loop system under the 

output feedback controller are bounded, and lim
𝑡→∞

𝑒(𝑡) = 0. The asymptotically convergence of the 

system trajectories to the sliding mode 𝑠𝑖 = 0 is guaranteed. 
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4. SIMULATION RESULTS AND ANALYSIS 
 
This section presents the numerical simulation of the controller to validate the performance of the 
proposed MUIR control law. The parameters of the quadrotor used in the simulation are presented in 
Table 2. 
 

Table 2. Quadrotor Parameters, from [1] 
 

               Parameters                    Value Parameters Value 

𝑔(𝑚/𝑠²) 9,81 𝑘𝑦(𝑁. 𝑠/𝑚) 5,5670
× 10−4 

𝑚(𝑘𝑔) 0,486 𝑘𝑧(𝑁. 𝑠/𝑚) 5,5670
× 10−4 

𝐼𝑥(𝑘𝑔.𝑚²)                             3,827 × 10−3 𝑘𝑓𝑎𝑥(𝑁. 𝑠/𝑚) 5,5670
× 10−4 

𝐼𝑦(𝑘𝑔.𝑚²) 3,827 × 10−3 𝑘𝑓𝑎𝑦(𝑁. 𝑠

/𝑚) 

5,5670
× 10−4 

𝐼𝑧(𝑘𝑔.𝑚²) 7,6566 × 10−3 𝑘𝑓𝑎𝑧(𝑁. 𝑠/𝑚) 5,5670
× 10−4 

𝐼𝑟(𝑘𝑔.𝑚²) 2,8385 × 10−5 𝑏(𝑁. 𝑠²) 2,9842
× 10−3 

𝑘𝑥(𝑁. 𝑠/𝑚) 5,5670 × 10−4 𝑑(𝑁. 𝑠²) 3,2320
× 10−2 

 
The proposed control method has been tested by solving the position tracking problem proposed in [6], 
the initial position and Euler angle values of the quadrotor for simulation tests are respectively [0,0,0] 
m and [0,0,0] rad. In order to highlight the superiority of the proposed MUIR for a tracking problem in 
quadrotors, comparisons with a similar controller, the original Universal Integral Regulator (UIR) were 
performed. The parameters of both controllers are listed in Table 3. 
 

Table 3. CISMC and ISMC control system parameters 
 

MUIR    Value UIR Value  

𝑘0
𝑥 , 𝑘1

𝑥 , 𝐾𝑥 , 𝜇𝑥 1,0.5, −0.25,0.5 𝑘0
𝑥, 𝑘1

𝑥 , 𝑎𝑥 , 𝑏𝑥, 𝜇𝑥 1,0.5, −0.05, −0.25,0.5  

𝑘0
𝑦
, 𝑘1

𝑦
, 𝐾𝑦 , 𝜇𝑦 2,0.6, −0.25,0.5 𝑘0

𝑦
, 𝑘1

𝑦
, 𝑎𝑦 , 𝑏𝑦 , 𝜇𝑦 2,0.6, −0.007, −0.25,0.5  

𝑘0
𝑧 , 𝑘1

𝑧 , 𝐾𝑧 , 𝜇𝑧               0.5,0.53, −5.2,4 𝑘0
𝑧 , 𝑘1

𝑧 , 𝑎𝑧 , 𝑏𝑧 , 𝜇𝑧 0.5,0.53,2, −5.2,4  

𝑘0
𝜙
, 𝑘1

𝜙
, 𝐾𝜙 , 𝜇𝜙 1,1.3, −0.025,1 𝑘0

𝜙
, 𝑘1

𝜙
, 𝑎𝜙 , 𝑏𝜙, 𝜇𝜙 1,1.3, −0.00009,−0.025,1  

𝑘0
𝜃 , 𝑘1

𝜃 , 𝐾𝜃 , 𝜇𝜃 1,1.3, −0.025,1 𝑘0
𝜃 , 𝑘1

𝜃 , 𝑎𝜃 , 𝑏𝜃 , 𝜇𝜃 1,1.3, −0.00005,−0.025,1  

𝑘0
𝜓
, 𝑘1

𝜓
, 𝐾𝜓, 𝜇𝜓 1,2, −0.5,10 𝑘0

𝜓
, 𝑘1

𝜓
, 𝑎𝜓, 𝑏𝜓, 𝜇𝜓 1,2, −0.04, −0.5,10  

  
In this work, two performance indexes are proposed to quantitatively compare the performance of both 

controllers, a performance index to the accumulated error (AE) defined as 𝐴𝐸𝑖 = ∑𝑡𝑡=0 = 𝑇|𝑒1
𝑖| and one 

to measure the Control Demand 𝐶𝐷𝑖 = ∑𝑡𝑡=0 = 𝑇|𝑢𝑝
𝑖 | for 𝑖 = 𝑥, 𝑦, 𝑧 along the simulation time 𝑇. The 

following simulations validate the efficiency of the control scheme utilized in this work. Fig. 2 shows the 
3D flight path of the quadrotor, I can be seen that both, the proposed control strategy (MUIR) and the 
UIR accurately tracked the square reference trajectory. 
 
The indexes are 𝐴𝐸𝑢𝑖𝑟

𝑧 = 3.9968 and 𝐴𝐸𝑚𝑢𝑖𝑟
𝑧 = 4.1877, shows an increase in the control demand with 

the MUIR, but it manages to reach the desired altitude faster if compared to the UIR. In terms of 
control demand, the performance indexes are 𝐶𝐷𝑢𝑖𝑟

𝑧 = 101.5547 and 𝐶𝐷𝑢𝑖𝑟
𝑧 = 99.9902 showing a slight 

reduction in MUIR. As can be seen in Fig. 3 (bottom), there was an early response in the MUIR control 
input, the same behavior is observed in the motivation example. MUIR also showed a better 
performance compensating effectively the height drop effect at 𝑡 = 0 s. 
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Fig. 2. 3D quadrotor square trajectory 
 

 
 

Fig. 3. Altitude, X-position, Y-position and Attitude quadrotor response 
 

In terms of accuracy the tracking error 𝑒1
𝑥  and 𝑒1

𝑦
 converged quickly to zero (in approximately 0.1 

seconds for both controllers, as illustrated in Fig. 3. In terms of accuracy, o MUIR improved the 
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transient response at 𝑥  and 𝑦  states with no overshooting, the following indexes demonstrated it: 

𝐴𝐸𝑢𝑖𝑟
𝑥 = 105.5753 , 𝐴𝐸𝑚𝑢𝑖𝑟

𝑥 = 99.1825 , 𝐴𝐸𝑢𝑖𝑟
𝑦
= 96.2883  and 𝐴𝐸𝑚𝑢𝑖𝑟

𝑦
= 88.9237 . Finally, in terms of 

control, it is easy to see at zoom views of Fig. 3 that the MUIR control inputs 𝑢2 and 𝑢3 demanded less 

control amplitude than UIR controller during the maneuvers execution, quantitatively we have: 𝐶𝐷𝑢𝑖𝑟
𝑥 =

0.1037, 𝐶𝐷𝑚𝑢𝑖𝑟
𝑥 = 0.1011, 𝐶𝐷𝑢𝑖𝑟

𝑦
= 0.1025 and 𝐶𝐷𝑚𝑢𝑖𝑟

𝑦
= 0.1010. 

 
Fig. 3 represents altitude response, x and y position and attitude behavior (roll, pitch and yaw) required 
for the quadrotor to operate during the commanded square maneuver, a slightly better transient 
response can also be noted in the MUIR yaw controller. 
 

 
 

Fig. 4. Altitude, X-position, Y-position and Attitude quadrotor response under external 
disturbances 

 
In order to check the robustness of the proposed 
MUIR controller, external disturbances 𝑑𝑖  were 
numerically Applied to the model (see Eq. 2). The 
value of the external disturbances were adopted 
from [1], but, instead of applying them in a 
specific time interval, the amplitude will be varied 
in a cyclic way along the simulation time as in 
[23,24]. According to the authors, it better 
represents variations in forces and accelerations 
caused by atmospheric conditions. Then, the 
external disturbances applied at simulations are: 
𝑑𝑥 = 𝑑𝑦 = 𝑑𝑧 = 1 ∙ 𝑠𝑖𝑛(𝑡)  N and 𝑑𝜙 = 𝑑𝜃 = 𝑑𝜓 =

1 ∙ 𝑠𝑖𝑛(𝑡) rad/s². Fig. 4 show the time responses 

of the quadrotor position under the effect of 
external disturbances. It is easy to see that MUIR 
controller is able to keep the tracking error close 
to zero despite its more oscillatory behavior. 
 

5. CONCLUSION 
 
In this study, the problem of flight trajectory-
tracking of a quadrotor in the presence of 
disturbances was solved. The proposed control 
scheme is composed by three different 
subsystems: control of altitude, horizontal 
position control, and attitude control subsystem. 
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Some points deserve attention and will be 
discussed in this section. These points will be 
separated in short topics, as follows: 
 

• Construction of the sliding surface 𝑠 where 
𝑘1 have to be a positive constant according 
to Hurwitz criterion in order to guarantee 
that once on 𝑠 = 0 , the tracking error 
converges to zero at a time constant of 
1/𝐾1, then, the lower 𝑘1 value, the less time 
it takes for the output to reach the desired 
value. 

• 𝐾0  is related to the performance of the 
conditional integrator, the only condition is 
𝑘0 > 0, the higher the 𝑘0 value, the better 
the performance (less stabilization time) 
but the greater amplitude of control 
demand. 

• Coefficient of the switching component, 
that is, the 𝐾𝑖  constant can be chosen 
simply as the maximum permissible control 
magnitude (upper bound) given by an 
actuator limit, its lower bound is the first 
main tuning parameter which can be tuned 
by simulations or, as in the present work, 
be calculated ensuring controller stability. 

• The stability of the system (UAV + MUIR 
law) was demonstrated by the Lyapunov’s 
direct method. 

• In order to obtain smaller tracking errors a 
second parameter can be tuned, it is 
necessary to make 𝜇  smaller but only 
smaller enough in order to achieve the 
ideal SMC performance. 

 

In addition, the proposed controller achieves the 
fast and accurate tracking of the quadrotor 
trajectory. Finally, simulation results have 
demonstrated that the proposed controller is able 
to improve control performance of the quadrotor 
UAV system in the presence of external 
disturbances. MUIR slightly improved tracking 
accuracy when compared with the original UIR, 
and the control demand showed to be low in the 
MUIR case. The proposed control strategy 
showed to be more effective and its superiority 
was demonstrated by simulations. As expected, 
and demonstrated by the motivation example and 
simulation results under external disturbances, 
an improvement on transient response is 
achieved by using a MUIR instead a conventional 
UIR and this is more evident in the presence of 
disturbances. 
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