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#### Abstract

Motivated by the concept of "generating operators" for a countable family of operators introduced in the recent paper (arXiv:2306.16800), we find a method to reconstruct the RankinCohen brackets from a very simple multivariable contour integral, and obtain a new proof of their covariance. We also establish a closed formula of the "generating operator" for the Rankin-Cohen brackets in full generality.
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## 1. Introduction

Given a family of linear maps $R^{(\ell)}: \Gamma(X) \rightarrow \Gamma(Y)(\ell \in \mathbb{N})$ between the spaces of functions on two manifolds $X$ and $Y$, the generating operator $T$ is an operator-valued formal power series in $t$ defined by

$$
\begin{equation*}
T=\sum_{\ell=0}^{\infty} a_{\ell} R^{(\ell)} t^{\ell} \in \operatorname{Hom}_{\mathbb{C}}(\Gamma(X), \Gamma(Y)) \otimes \mathbb{C}[[t]] \tag{1}
\end{equation*}
$$

where $a_{\ell} \in \mathbb{C}$ are normalizing constants. This concept was introduced in [13] when $a_{\ell}=\frac{1}{\ell!}$.

Special cases of the generating operators include the classical notion of generating functions for orthogonal polynomials which are defined in the setting where $X=\{$ point $\}, Y=\mathbb{C}$, and $a_{\ell} \equiv 1$, see e.g., [1], whereas the semigroups generated by self-adjoint operators $D$ as one may recall the Hille-Yosida theory, correspond to the setting where $X=Y, R^{(\ell)}=$ the $\ell$-th power of $D$, and $a_{\ell}=\frac{1}{\ell!}$. In [9, 13] we initiated
a new line of investigation in the general setting where $X \neq\{$ point $\}$ and $X \neq Y$ by taking $(X, Y)$ to be $\left(\mathbb{C}^{2}, \mathbb{C}\right)$ as the first test case.

The idea of the generating operator is to capture all the information of a countable family of operators just by a single operator. Its applications, symbolically stated in 9 as "from discrete to continuous", include

- a construction of non-local symmetry breaking operators with continuous parameters out of a countable family of differential operators;
- a realization of an embedding of discrete series representations for the two-dimensional de Sitter space into principal series representations of $S L(2, \mathbb{R})$.

In this article, we find a closed formula for the generating operator of the Rankin-Cohen brackets $\left\{\mathrm{RC}_{\lambda_{1}, \lambda_{2}}^{(\ell)}\right\}_{\ell \in \mathbb{N}}$ for arbitrary $\lambda_{1}, \lambda_{2} \in \mathbb{N}_{+}$by choosing appropriate normalizing constants $\left\{a_{\ell}\right\}_{\ell \in \mathbb{N}}$, and the resulting formula generalizes the $\lambda_{1}=\lambda_{2}=1$ case proven in [13].

We also give a new method how to find the Rankin-Cohen brackets by introducing their integral expression. The covariance property (7) of the Rankin-Cohen brackets is immediate from this viewpoint. The whole idea is inspired by the method of finding "generating operators".

Convention. $\mathbb{N}=\{0,1,2, \cdots\}, \quad \mathbb{N}_{+}=\{1,2, \cdots\}$.

## 2. A short proof for Rankin-Cohen brackets

This section introduces a complex integral transform (4), which yields a new way to construct the Rankin-Cohen bidifferential operator $\mathrm{RC}_{\lambda_{1}, \lambda_{2}}^{(\ell)}$ and a simple proof of its covariance property, see Corollary 1 .

The Rankin-Cohen bracket $\mathrm{RC}_{\lambda_{1}, \lambda_{2}}^{(\ell)}: \mathcal{O}(\mathbb{C} \times \mathbb{C}) \rightarrow \mathcal{O}(\mathbb{C})$ was originally introduced in [3, 18] as a tool for constructing holomorphic modular forms of higher weights from those of lower weights. It is a bidifferential operator defined by

$$
\begin{equation*}
\operatorname{RC}_{\lambda_{1}, \lambda_{2}}^{(\ell)}:=\operatorname{Rest} \circ \sum_{j=0}^{\ell}(-1)^{j}\binom{\lambda_{1}+\ell-1}{j}\binom{\lambda_{2}+\ell-1}{\ell-j} \partial_{1}^{\ell-j} \partial_{2}^{j}, \tag{2}
\end{equation*}
$$

where $\lambda_{1}, \lambda_{2} \in \mathbb{N}_{+}$and $\ell \in \mathbb{N}, \partial_{j}=\frac{\partial}{\partial \zeta_{j}}(j=1,2)$, and Rest denotes the restriction of a function in $\zeta_{1}$ and $\zeta_{2}$ with respect to the diagonal embedding $\mathbb{C} \hookrightarrow \mathbb{C} \times \mathbb{C}$.

We introduce a multivariable complex integral in (4), with the covariance property (Proposition 1), from which we obtain the Rankin-Cohen brackets in Theorem $\mathbb{1}$.

Let $\lambda_{1}, \lambda_{2} \in \mathbb{N}_{+}$and $\ell \in \mathbb{N}$. We consider a holomorphic function in $\left\{\left(\zeta_{1}, \zeta_{2}, z\right) \in \mathbb{C}^{3}: \zeta_{1} \neq z \neq \zeta_{2}\right\}$ defined by

$$
\begin{equation*}
A_{\lambda_{1}, \lambda_{2}}^{(\ell)}\left(\zeta_{1}, \zeta_{2} ; z\right):=\frac{\left(\zeta_{1}-\zeta_{2}\right)^{\lambda_{1}+\lambda_{2}+\ell-2}}{\left(\zeta_{1}-z\right)^{\lambda_{2}+\ell}\left(\zeta_{2}-z\right)^{\lambda_{1}+\ell}} . \tag{3}
\end{equation*}
$$

Let $D$ be an open set in $\mathbb{C}, f\left(\zeta_{1}, \zeta_{2}\right)$ a holomorphic function in $D \times D$, and $z \in D$. Then the integral

$$
\begin{equation*}
\left(T_{\lambda_{1}, \lambda_{2}}^{(\ell)} f\right)(z):=\frac{1}{(2 \pi \sqrt{-1})^{2}} \oint_{C_{1}} \oint_{C_{2}} A_{\lambda_{1}, \lambda_{2}}^{(\ell)}\left(\zeta_{1}, \zeta_{2} ; z\right) f\left(\zeta_{1}, \zeta_{2}\right) d \zeta_{1} d \zeta_{2} \tag{4}
\end{equation*}
$$

is well-defined, independently of the choice of contours $C_{j}(j=1,2)$ in $D$ around the point $z$. Hence one has a linear map

$$
T_{\lambda_{1}, \lambda_{2}}^{(\ell)}: \mathcal{O}(D \times D) \rightarrow \mathcal{O}(D) .
$$

The proof of the following integral expression of the Rankin-Cohen bracket actually reconstructs the explicit formula of the equivariant bi-differential operator $\mathrm{RC}_{\lambda_{1}, \lambda_{2}}^{(\ell)}$ in (21) up to scalar multiplication.

Theorem 1. For any $\lambda_{1}, \lambda_{2} \geq 1$ and $\ell \in \mathbb{N}$, one has

$$
T_{\lambda_{1}, \lambda_{2}}^{(\ell)}=\frac{(-1)^{\lambda_{1}+\ell-1}\left(\lambda_{1}+\lambda_{2}+\ell-2\right)!}{\left(\lambda_{1}+\ell-1\right)!\left(\lambda_{2}+\ell-1\right)!} \operatorname{RC}_{\lambda_{1}, \lambda_{2}}^{(\ell)}
$$

Proof of Theorem 1. We iterate the residue computation for the variables $\zeta_{1}$ and $\zeta_{2}$. We begin with the integration over the first variable $\zeta_{1} \in C_{1}$.

$$
\begin{aligned}
& \frac{1}{2 \pi \sqrt{-1}} \oint_{C_{1}} A_{\lambda_{1}, \lambda_{2}}^{(\ell)}\left(\zeta_{1}, \zeta_{2} ; z\right) f\left(\zeta_{1}, \zeta_{2}\right) d \zeta_{1} \\
= & \frac{\partial_{1}^{\lambda_{2}+\ell-1} \mid \zeta_{1} z z\left(\left(\zeta_{1}-\zeta_{2}\right)^{\lambda_{1}+\lambda_{2}+\ell-2} f\left(\zeta_{1}, \zeta_{2}\right)\right)}{\left(\lambda_{2}+\ell-1\right)!\left(\zeta_{2}-z\right)^{\lambda_{1}+\ell}} \\
= & \sum_{j=0}^{\lambda_{2}+\ell-1} \frac{(-1)^{\lambda_{1}+\lambda_{2}+\ell+j}\left(\lambda_{1}+\lambda_{2}+\ell-2\right)!\partial_{1}^{\lambda_{2}+\ell-j-1} f\left(z, \zeta_{2}\right)}{j!\left(\lambda_{2}+\ell-j-1\right)!\left(\lambda_{1}+\lambda_{2}+\ell-j-2\right)!\left(\zeta_{2}-z\right)^{j-\lambda_{2}+2}} .
\end{aligned}
$$

In turn, the residue computation for the second variable $\zeta_{2} \in C_{2}$ shows

$$
\begin{aligned}
& \frac{1}{2 \pi \sqrt{-1}} \oint_{C_{2}} \frac{\partial_{1}^{\lambda_{2}+\ell-j-1} f\left(z, \zeta_{2}\right)}{\left(\zeta_{2}-z\right)^{j-\lambda_{2}+2}} d \zeta_{2} \\
& \quad= \begin{cases}\frac{1}{\left(j-\lambda_{2}+1\right)!} & \left(\partial_{1}^{\lambda_{2}+\ell-j-1} \partial_{2}^{j-\lambda_{2}+1}\right) f(z, z) \\
0 & \text { if } j \geq \lambda_{2}-1\end{cases} \\
& \text { if } j<\lambda_{2}-1
\end{aligned} .
$$

We set $r:=j-\lambda_{2}+1$. Since $\lambda_{2} \geq 1$, the conditions $0 \leq j \leq \lambda_{1}+\lambda_{2}-2$ and $j \geq \lambda_{2}-1$ are reduced to the inequality $0 \leq r \leq \ell$. Combining the above formulas, one sees from (4) that $(-1)^{\lambda_{1}+\ell-1}\left(T_{\lambda_{1}, \lambda_{2}}^{(\ell)} f\right)(z)$ equals

$$
\begin{aligned}
& \left(\lambda_{1}+\lambda_{2}+\ell-2\right)!\sum_{r=0}^{\ell} \frac{(-1)^{r}\left(\partial_{1}^{\ell-r} \partial_{2}^{r} f\right)(z, z)}{\left(\lambda_{2}+r-1\right)!(\ell-r)!\left(\lambda_{1}+\ell-r-1\right)!r!} \\
= & \frac{\left(\lambda_{1}+\lambda_{2}+\ell-2\right)!}{\left(\lambda_{1}+\ell-1\right)!\left(\lambda_{2}+\ell-1\right)!} \mathrm{RC}_{\lambda_{1}, \lambda_{2}}^{(\ell)} f(z) .
\end{aligned}
$$

Hence Theorem 1 is proved.
Next, we examine the covariance property of the kernel function $A_{\lambda_{1}, \lambda_{2}}^{(\ell)}\left(\zeta_{1}, \zeta_{2} ; z\right)$. For $g=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in S L(2, \mathbb{C})$, we write $g \cdot z:=\frac{a z+b}{c z+d}$. Then one has

$$
\begin{equation*}
g \cdot \zeta-g \cdot z=\frac{\zeta-z}{(c \zeta+d)(c z+d)} \tag{5}
\end{equation*}
$$

hence the following lemma.
Lemma 1. For $g=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in S L(2, \mathbb{C})$, the function $A_{\lambda_{1}, \lambda_{2}}^{(\ell)}$ in (3) satisfies the following covariance property:

$$
\frac{A_{\lambda_{1}, \lambda_{2}}^{(\ell)}\left(g \cdot \zeta_{1}, g \cdot \zeta_{2} ; g \cdot z\right)}{A_{\lambda_{1}, \lambda_{2}}^{(\ell)}\left(\zeta_{1}, \zeta_{2} ; z\right)}=\frac{(c z+d)^{\lambda_{1}+\lambda_{2}+2 \ell}}{\left(c \zeta_{1}+d\right)^{\lambda_{1}-2}\left(c \zeta_{2}+d\right)^{\lambda_{1}-2}}
$$

For $g \in S L(2, \mathbb{C})$ such that $g \cdot D \subset D$, one defines a linear map $\varpi_{\lambda}\left(g^{-1}\right): \mathcal{O}(D) \rightarrow \mathcal{O}(g \cdot D)$ by

$$
\begin{equation*}
\left(\varpi_{\lambda}\left(g^{-1}\right) f\right)(z):=(c z+d)^{-\lambda} f\left(\frac{a z+b}{c z+d}\right) . \tag{6}
\end{equation*}
$$

Then Lemma 1 yields the following:

Proposition 1. For any $h \in S L(2, \mathbb{C})$ such that $D \subset h \cdot D$, one has

$$
\left(\varpi_{\lambda_{1}+\lambda_{2}+2 \ell}(h) T_{\lambda_{1}, \lambda_{2}}^{(\ell)} f\right)(z)=T_{\lambda_{1}, \lambda_{2}}^{(\ell)}\left(\left(\varpi_{\lambda_{1}}(h) \boxtimes \varpi_{\lambda_{2}}(h)\right) f\right)(z) .
$$

Proof. We set $g:=h^{-1}=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$. We note $d(g \cdot \zeta)=(c \zeta+d)^{-2} d \zeta$. By definition (6) and by Lemma 1, $T_{\lambda_{1}, \lambda_{2}}^{(\ell)}\left(\left(\varpi_{\lambda_{1}}(h) \boxtimes \varpi_{\lambda_{2}}(h)\right) f\right)(z)$ is equal to

$$
\begin{aligned}
& \frac{1}{(2 \pi \sqrt{-1})^{2}} \oint_{C_{1}} \oint_{C_{2}} \frac{A_{\lambda_{1}, \lambda_{2}}^{(\ell)}\left(\zeta_{1}, \zeta_{2} ; z\right) f\left(g \cdot \zeta_{1}, g \cdot \zeta_{2}\right)}{\left(c \zeta_{1}+d\right)^{\lambda_{1}}\left(c \zeta_{2}+d\right)^{\lambda_{2}}} d \zeta_{1} d \zeta_{2} \\
= & \frac{1}{(2 \pi \sqrt{-1})^{2}} \oint_{C_{1}} \oint_{C_{2}} \frac{A_{\lambda_{1}, \lambda_{2}}^{(\ell)}\left(g \cdot \zeta_{1}, g \cdot \zeta_{2} ; g \cdot z\right) f\left(g \cdot \zeta_{1}, g \cdot \zeta_{2}\right)}{(c z+d)^{\lambda_{1}+\lambda_{2}+2 \ell}} d\left(g \cdot \zeta_{1}\right) d\left(g \cdot \zeta_{2}\right) \\
= & \frac{(c z+d)^{-\lambda_{1}-\lambda_{2}-2 \ell}}{(2 \pi \sqrt{-1})^{2}} \oint_{g \cdot C_{1}} \oint_{g \cdot C_{2}} A_{\lambda_{1}, \lambda_{2}}^{(\ell)}\left(\xi_{1}, \xi_{2} ; g \cdot z\right) f\left(\xi_{1}, \xi_{2}\right) d \xi_{1} d \xi_{2} \\
= & \left(\varpi_{\lambda_{1}+\lambda_{1}+2 \ell}(h) T_{\lambda_{1}, \lambda_{2}}^{(\ell)} f\right)(z) .
\end{aligned}
$$

Thus the proposition is proved.
Since $T_{\lambda_{1}, \lambda_{2}}^{(\ell)}$ is a non-zero multiple of the Rankin-Cohen bracket $\mathrm{RC}_{\lambda_{1}, \lambda_{2}}^{(\ell)}$ by Theorem 1, Proposition 1 implies the covariance property of the bi-differential operator $\mathrm{RC}_{\lambda_{1}, \lambda_{2}}^{(\ell)}$ :

Corollary 1. For any $g \in S L(2, \mathbb{C})$, one has

$$
\begin{equation*}
\varpi_{\lambda_{1}+\lambda_{2}+2 \ell}(g) \circ \operatorname{RC}_{\lambda_{1}, \lambda_{2}}^{(\ell)}=\operatorname{RC}_{\lambda_{1}, \lambda_{2}}^{(\ell)} \circ\left(\varpi_{\lambda_{1}}(g) \boxtimes \varpi_{\lambda_{2}}(g)\right), \tag{7}
\end{equation*}
$$

or in other words,

$$
\begin{aligned}
& \qquad d \varpi_{\lambda_{1}+\lambda_{2}+2 \ell}(Z) \circ \mathrm{RC}_{\lambda_{1}, \lambda_{2}}^{(\ell)}=\mathrm{RC}_{\lambda_{1}, \lambda_{2}}^{(\ell)} \circ\left(d \varpi_{\lambda_{1}}(Z) \boxtimes \mathrm{id}+\mathrm{id} \boxtimes d \varpi_{\lambda_{2}}(Z)\right) \\
& \text { for any } Z=\left(\begin{array}{cc}
p & q \\
r & -p
\end{array}\right) \in \mathfrak{s l}(2, \mathbb{C}) \text {, where } \\
& \qquad d \varpi_{\lambda}(Z)=-\lambda(p-r z)-\left(2 p z+q-r z^{2}\right) \frac{d}{d z} .
\end{aligned}
$$

Remark 1. The complete classification of the operators satisfying the covariance property (7) has been recently accomplished in [11, Thm. 9.1] by using the F-method, which is based on an 'algebraic Fourier transform' of Verma modules. One sees from the classification that such an operator is proportional to the Rankin-Cohen bracket for 'generic'
$\lambda_{1}$ and $\lambda_{2}$, however, there exist some other bi-differential operators satisfying the same property (7) for 'very singular' pairs $\left(\lambda_{1}, \lambda_{2}\right)$.

Remark 2. Various approaches have been known for the proof of the covariance property (7) for the Rankin-Cohen brackets since the original proof by H. Cohen [3] and N.V. Kuznecov [14] based on the idea of Jacobi-like forms.
D. Zagier [20] proposed an insightful proof involving theta series. P. Olver et al. [15, 16] made an observation that the Rankin-Cohen brackets can be interpreted as the projectivization of the Transvectants (Überschienbung) from the classical invariant theory given by iterated powers of Cayley's $\Omega$-process, see Gordan and Gundelfinger [4, 5].

Other approaches include a recursion relation (e.g., [17]) to find singular vectors (highest weight vectors) of the tensor produce of two $\mathfrak{s l}_{2}$-modules, and a residue formula of a meromorphic continuation of the integral symmetry breaking operators (e.g., [8]).

A recent approach, referred to as the F-method ([11, Sect. 7]), clarifies an intrinsic reason why the coefficients of the Rankin-Cohen brackets coincide with those of the Jacobi polynomials, see (12) below. J.-L. Clerc has proposed yet another proof in [2] using the Bernstein-Sato identity for the power of the determinant function and the intertwining property of the Knapp-Stein operator.

## 3. Generating operators for the Rankin-Cohen Brackets

This section provides a closed formula of the generating operator for the Rankin-Cohen brackets $\left\{\mathrm{RC}_{\lambda_{1}, \lambda_{2}}^{(\ell)}\right\}_{\ell \in \mathbb{N}}$. The main result of this section is Theorem 2, which generalizes [13, Thm. 2.3] proven in the $\lambda_{1}=\lambda_{2}=1$ case.

For $\lambda_{1}, \lambda_{2} \in \mathbb{N}_{+}$, we set

$$
\begin{equation*}
A_{\lambda_{1}, \lambda_{2}}\left(\zeta_{1}, \zeta_{2} ; z, t\right):=\frac{\left(\zeta_{1}-\zeta_{2}\right)^{\lambda_{1}+\lambda_{2}-2}\left(\zeta_{1}-z\right)^{1-\lambda_{2}}\left(z-\zeta_{2}\right)^{1-\lambda_{1}}}{\left(\zeta_{1}-z\right)\left(\zeta_{2}-z\right)+t\left(\zeta_{1}-\zeta_{2}\right)} . \tag{8}
\end{equation*}
$$

Lemma 2. If $\left|t\left(\zeta_{1}-\zeta_{2}\right)\right|<\left|\zeta_{1}-z\right|\left|\zeta_{2}-z\right|$, then $A_{\lambda_{1}, \lambda_{2}}\left(\zeta_{1}, \zeta_{2} ; z, t\right)$ is a holomorphic function of four variables $\zeta_{1}, \zeta_{2}, z$ and $t$, and has a
convergent power series expansion:

$$
A_{\lambda_{1}, \lambda_{2}}\left(\zeta_{1}, \zeta_{2} ; z, t\right)=\sum_{\ell=0}^{\infty}(-1)^{\lambda_{1}+\ell-1} A_{\lambda_{1}, \lambda_{2}}^{(\ell)}\left(\zeta_{1}, \zeta_{2} ; z\right) t^{\ell}
$$

Proof. In light of the Taylor series expansion of

$$
\frac{1}{\left(\zeta_{1}-z\right)\left(\zeta_{2}-z\right)+t\left(\zeta_{1}-\zeta_{2}\right)}=\sum_{\ell=0}^{\infty} \frac{(-1)^{\ell}\left(\zeta_{1}-\zeta_{2}\right)^{\ell} t^{\ell}}{\left(\zeta_{1}-z\right)^{\ell+1}\left(\zeta_{2}-z\right)^{\ell+1}}
$$

the assertion follows from the definition (8).
For a domain $D$ in $\mathbb{C}$, we set

$$
\begin{equation*}
U_{D}:=\{(z, t) \in D \times \mathbb{C}: 2|t|<d(z, \partial D)\} \tag{9}
\end{equation*}
$$

where $d(z) \equiv d(z, \partial D)$ is the distance from $z \in D$ to the boundary $\partial D$. We put $d(z):=\infty$ if $D=\mathbb{C}$. If $D$ is the Poincaré upper half plane $\Pi:=\{\zeta \in \mathbb{C}: \operatorname{Im} \zeta>0\}$, then $\partial D=\mathbb{R}$ and $d(z, \partial D)=\operatorname{Im} z$.

Example 1. (1) $U_{D}=\mathbb{C} \times \mathbb{C}$ if $D=\mathbb{C}$.
(2) $U_{D}=\left\{(z, t) \in \mathbb{C}^{2}: 2|t|<\operatorname{Im} z\right\}$ if $D=\Pi$.

As in (4), the integral transform

$$
\begin{equation*}
\left(T_{\lambda_{1}, \lambda_{2}} f\right)(z, t):=\frac{1}{(2 \pi \sqrt{-1})^{2}} \oint_{C_{1}} \oint_{C_{2}} A_{\lambda_{1}, \lambda_{2}}\left(\zeta_{1}, \zeta_{2} ; z, t\right) f\left(\zeta_{1}, \zeta_{2}\right) d \zeta_{1} d \zeta_{2} \tag{10}
\end{equation*}
$$

defines a linear map

$$
T_{\lambda_{1}, \lambda_{2}}: \mathcal{O}(D \times D) \rightarrow \mathcal{O}\left(U_{D}\right)
$$

The integral (10) yields a generating operator for the Rankin-Cohen brackets $\left\{\operatorname{RC}_{\lambda_{1}, \lambda_{2}}^{(\ell)}\right\}_{\ell \in \mathbb{N}}$ as below.

Theorem 2. The integral operator $T_{\lambda_{1}, \lambda_{2}}$ in (10) is expressed as

$$
\begin{equation*}
\left(T_{\lambda_{1}, \lambda_{2}} f\right)(z, t)=\sum_{\ell=0}^{\infty} \frac{\left(\lambda_{1}+\lambda_{2}+\ell-2\right)!t^{\ell}}{\left(\lambda_{1}+\ell-1\right)!\left(\lambda_{2}+\ell-1\right)!}\left(\mathrm{RC}_{\lambda_{1}, \lambda_{2}}^{(\ell)} f\right)(z) \tag{11}
\end{equation*}
$$

The following corollary is derived from Theorem 2 as in [13].
Corollary 2. $T_{\lambda_{1}, \lambda_{2}}: \mathcal{O}(D \times D) \rightarrow \mathcal{O}(D)$ is injective for any positive integers $\lambda_{1}, \lambda_{2}$.

Proof of Theorem 2. Accordingly to Lemma 2, we expand $T_{\lambda_{1}, \lambda_{2}} f(z, t)$ into the Taylor series of $t$ :

$$
T_{\lambda_{1}, \lambda_{2}} f(z, t)=\sum_{\ell=0}^{\infty}(-1)^{\lambda_{1}+\ell-1} t^{\ell}\left(T_{\lambda_{1}, \lambda_{2}}^{(\ell)} f\right)(z)
$$

with coefficients $T_{\lambda_{1}, \lambda_{2}}^{(\ell)} f(z) \in \mathcal{O}(D)$. Now the assertion follows from Theorem 1.

Example 2. The formula (11) generalizes [13, Thm. 2.3] which treated the case $\lambda_{1}=\lambda_{2}=1$. In this case, $T_{1,1}$ is an integral operator against the kernel

$$
A_{1,1}\left(\zeta_{1}, \zeta_{2} ; z, t\right)=\frac{1}{\left(\zeta_{1}-z\right)\left(\zeta_{2}-z\right)+t\left(\zeta_{1}-\zeta_{2}\right)}
$$

and Theorem 22 reduces to

$$
\left(T_{1,1} f\right)(z, t)=\sum_{\ell=0}^{\infty} \frac{t^{\ell}}{\ell!}\left(R_{1,1}^{(\ell)} f\right)(z)
$$

Remark 3. We remind a remarkable relationship between the RankinCohen brackets and the Jacobi polynomials. The classical Jacobi polynomial $P_{\ell}^{(\alpha, \beta)}(x)$ is a polynomial of degree $\ell$ given by

$$
P_{\ell}^{(\alpha, \beta)}(x)=\sum_{j=0}^{\ell} \frac{(\alpha+j+1)_{\ell-j}(\alpha+\beta+\ell+1)_{j}}{j!(\ell-j)!}\left(\frac{x-1}{2}\right)^{j} .
$$

Here the Pochhammer symbol $(x)_{n}$ is defined as the rising factorial $x(x+1) \cdots(x+n-1)$. We inflate the Jacobi polynomial into a homogeneous polynomial in two variables $x$ and $y$ of degree $\ell$ by

$$
\widetilde{P}_{\ell}^{(\alpha, \beta)}(x, y):=y^{\ell} P_{\ell}^{(\alpha, \beta)}\left(1+\frac{2 x}{y}\right) .
$$

Then the F-method [11, Lem. 9.4] establishes the correspondence:

$$
\begin{equation*}
\mathrm{RC}_{\lambda_{1}, \lambda_{2}}^{(\ell)}=\text { Rest } \circ \widetilde{P}_{\ell}^{\left(\lambda_{1}-1,1-\lambda_{1}-\lambda_{2}-2 \ell\right)}\left(\frac{\partial}{\partial \zeta_{1}}, \frac{\partial}{\partial \zeta_{2}}\right) \tag{12}
\end{equation*}
$$

by showing that the 'symbol' of $\mathrm{RC}_{\lambda_{1}, \lambda_{2}}^{(\ell)}$ satisfies the Jacobi differential equation
$\left(\left(1-x^{2}\right) \frac{d^{2}}{d x^{2}}+(\beta-\alpha-(\alpha+\beta+2) x) \frac{d}{d x}+\ell(\ell+\alpha+\beta+1)\right) f(x)=0$ where $\alpha=\lambda_{1}-1$ and $\beta=1-\lambda_{1}-\lambda_{2}-2 \ell$.

On the other hand, the generating function for the Jacobi polynomials $P_{\ell}^{(\alpha, \beta)}(x)$ is given by

$$
\begin{equation*}
\sum_{\ell=0}^{\infty} P_{\ell}^{(\alpha, \beta)}(x) t^{\ell}=\frac{2^{\alpha+\beta}}{R(1-t+R)^{\alpha}(1+t+R)^{\beta}} \tag{13}
\end{equation*}
$$

where $R=\left(1-2 x t+t^{2}\right)^{\frac{1}{2}}$, see e.g., [1, Thm. 6.4.2]. For $\alpha=\beta=0$, the Jacobi polynomial reduces to the Legendre polynomial $P_{\ell}(x)$, of which the generating function is given by $R^{-1}=\left(1-2 x t+t^{2}\right)^{-\frac{1}{2}}$.

However, the generating function (13) with the normalizing constants $a_{\ell} \equiv 1$, see (11), is not directly related to the generating operator $T_{\lambda_{1}, \lambda_{2}}$ defined in (11) with $a_{\ell}$ decreasing rapidly as $\ell \rightarrow \infty$, see (23).

## 4. Generating operators for symmetry breaking

This section explains our results from the viewpoint of the representation theory.

In general, the generating operator $T$ is a single operator that should contain all the information of a countable family operators $R^{(\ell)}(\ell \in \mathbb{N})$. In our setting, the family $\left\{\mathrm{RC}_{\lambda_{1}, \lambda_{2}}^{(\ell)}\right\}_{\ell \in \mathbb{N}}$ of the Rankin-Cohen brackets arises as symmetry breaking operators of the fusion rule of two irreducible unitary representations of $S L(2, \mathbb{R})$. We formulate this property in terms of a generating operator with appropriate normalizing constants $\left\{a_{\ell}\right\}_{\ell \in \mathbb{N}}$ in (11). The main result of this section is Theorem 3.

To be precise, we define the following Hilbert spaces:

$$
\begin{aligned}
\mathcal{H}^{2}(\Pi) & :=\left\{F \in \mathcal{O}(\Pi):\|F\|_{\text {Hardy }}<\infty\right\} & & \text { (Hardy space), } \\
\mathcal{H}^{2}(\Pi)_{\lambda} & :=\left\{F \in \mathcal{O}(\Pi):\|F\|_{\lambda}<\infty\right\} & & \text { (weighted Bergman spaces) }
\end{aligned}
$$

where the norms are given by

$$
\begin{aligned}
\|F\|_{\text {Hardy }}^{2} & :=\sup _{y>0} \int_{-\infty}^{\infty}|F(x+\sqrt{-1} y)|^{2} d x \\
\|F\|_{\lambda}^{2} & :=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty}|F(x+\sqrt{-1} y)|^{2} y^{\lambda-2} d x d y
\end{aligned}
$$

Then $\mathcal{H}^{2}(\Pi)$ and $\mathcal{H}^{2}(\Pi)_{\lambda}$ are invariant subspaces of the representations $\left(\varpi_{\lambda}, \mathcal{O}(\Pi)\right)$ of $S L(2, \mathbb{R})$, see (6), for $\lambda=1$ and $\lambda \geq 2$, respectively, yielding irreducible unitary representations. By an abuse of notation, we shall use the same letter $\varpi_{\lambda}$ to denote these unitary representations.

Then the fusion rule (abstract irreducible decomposition) of the tensor product representation $\varpi_{\lambda_{1}} \widehat{\otimes} \varpi_{\lambda_{2}}$ is known by Repka [19] as follows.

$$
\begin{equation*}
\left.\varpi_{\lambda_{1}} \widehat{\otimes} \varpi_{\lambda_{2}} \simeq \sum_{\ell=0}^{\infty} \varpi_{\lambda_{1}+\lambda_{2}+2 \ell} \quad \text { (Hilbert direct sum }\right), \tag{14}
\end{equation*}
$$

where $\widehat{\otimes}$ and $\sum^{\oplus}$ stand for the Hilbert space completion of an algebraic tensor product and that of an algebraic direct sum. A remarkable feature in the fusion rule (14) is that it has no continuous spectrum, see [6] for the general theory of discrete decomposability and [7] for that of multiplicity-free decompositions.

The Rankin-Cohen bracket $\mathrm{RC}_{\lambda_{1}, \lambda_{2}}^{(\ell)}: \mathcal{O}(\Pi \times \Pi) \rightarrow \mathcal{O}(\Pi)$ induces a projection map

$$
\mathcal{H}^{2}(\Pi)_{\lambda_{1}} \otimes \mathcal{H}^{2}(\Pi)_{\lambda_{2}} \rightarrow \mathcal{H}^{2}(\Pi)_{\lambda_{1}+\lambda_{2}+2 \ell}
$$

for all $\lambda_{1}, \lambda_{2} \in \mathbb{N}_{+}$and $\ell \in \mathbb{N}$.
We now collect these data for $\left\{\operatorname{RC}_{\lambda_{1}, \lambda_{2}}^{(\ell)}\right\}_{\ell \in \mathbb{N}}$ in a single operator, namely, the generating operator. Let $\sum_{\ell=0}^{\infty}{ }^{\oplus} \mathcal{H}^{2}(\Pi)_{\lambda_{1}+\lambda_{2}+2 \ell} \otimes \mathbb{C} t^{\ell}$ denote the Hilbert completion of the algebraic direct sum

$$
\bigoplus_{\ell=0}^{\infty} \mathcal{H}^{2}(\Pi)_{\lambda_{1}+\lambda_{2}+2 \ell} \otimes \mathbb{C} t^{\ell}
$$

equipped with the pre-Hilbert structure given by

$$
\left(u \otimes t^{\ell}, v \otimes t^{\ell^{\prime}}\right):=\delta_{\ell \ell^{\prime}}(u, v)_{\lambda_{1}+\lambda_{2}+2 \ell} .
$$

For $\lambda_{1}, \lambda_{2}>1$, we set

$$
\begin{equation*}
a_{\ell}\left(\lambda_{1}, \lambda_{2}\right):=\left(c_{\ell}\left(\lambda_{1}, \lambda_{2}\right) r_{\ell}\left(\lambda_{1}, \lambda_{2}\right)\right)^{-\frac{1}{2}}, \tag{15}
\end{equation*}
$$

where we follow [12, (2.8) and (2.9)] for the notations of positive constants $c_{\ell}\left(\lambda_{1}, \lambda_{2}\right)$ and $r_{\ell}\left(\lambda_{1}, \lambda_{2}\right)$ as below.

$$
\begin{aligned}
& c_{\ell}\left(\lambda_{1}, \lambda_{2}\right):=\frac{\Gamma\left(\lambda_{1}+\ell\right) \Gamma\left(\lambda_{2}+\ell\right)}{\left(\lambda_{1}+\lambda_{2}+2 \ell-1\right) \Gamma\left(\lambda_{1}+\lambda_{2}+\ell-1\right) \ell!}, \\
& r_{\ell}\left(\lambda_{1}, \lambda_{2}\right):=\frac{\Gamma\left(\lambda_{1}+\lambda_{2}+2 \ell-1\right)}{2^{2 \ell+2} \pi \Gamma\left(\lambda_{1}-1\right) \Gamma\left(\lambda_{2}-1\right)} .
\end{aligned}
$$

We also set

$$
\begin{align*}
a_{\ell}(1,1) & :=\lim _{\lambda_{1} \downarrow 1} \lim _{\lambda_{2} \downarrow 1}\left(\lambda_{1}-1\right)^{\frac{1}{2}}\left(\lambda_{2}-1\right)^{\frac{1}{2}} a_{\ell}\left(\lambda_{1}, \lambda_{2}\right)  \tag{16}\\
& =\left(\frac{\ell!(2 \ell-1)!!}{2^{\ell+2} \pi(2 \ell+1)}\right)^{-\frac{1}{2}}
\end{align*}
$$

Theorem 3. (1) If $\lambda_{1}, \lambda_{2}>1$, then the generating operator

$$
\begin{equation*}
T=\sum_{\ell=0}^{\infty} a_{\ell}\left(\lambda_{1}, \lambda_{2}\right) \mathrm{RC}_{\lambda_{1}, \lambda_{2}}^{(\ell)} t^{\ell} \tag{17}
\end{equation*}
$$

is a unitary map that yields the decomposition

$$
\begin{equation*}
\mathcal{H}^{2}(\Pi)_{\lambda_{1}} \widehat{\otimes} \mathcal{H}^{2}(\Pi)_{\lambda_{2}} \xrightarrow{\sim} \sum_{\ell=0}^{\infty}{ }^{\oplus} \mathcal{H}^{2}(\Pi)_{\lambda_{1}+\lambda_{2}+2 \ell} \otimes \mathbb{C} t^{\ell} \tag{18}
\end{equation*}
$$

(2) Similarly, the generating operator (17) with $\lambda_{1}=\lambda_{2}=1$ gives a unitary map

$$
\mathcal{H}^{2}(\Pi) \widehat{\otimes} \mathcal{H}^{2}(\Pi) \xrightarrow{\sim} \sum_{\ell=0}^{\infty} \oplus \mathcal{H}^{2}(\Pi)_{2 \ell+2} \otimes \mathbb{C} t^{\ell}
$$

Remark 4. The normalizing constants $\left\{a_{\ell}\left(\lambda_{1}, \lambda_{2}\right)\right\}_{\ell \in \mathbb{N}}$ defined in (15) are different from those in (11). However, they have the same asymptotic behavior as $\ell$ tends to infinity, that is,

$$
\begin{equation*}
\lim _{\ell \rightarrow \infty}\left(a_{\ell}\left(\lambda_{1}, \lambda_{2}\right) \ell!\right)^{\frac{1}{\ell}}=1 \tag{19}
\end{equation*}
$$

As we will see in Theorem 4 below, the formal power series (17) converges owing to (19).

Proof. Theorem 3 is derived from the formula of the operator norm of the Rankin-Cohen brackets proven in [12, Thm. 2.7] for $\lambda_{1}, \lambda_{2}>1$ and in [13, Thm. 5.1] for $\lambda_{1}=\lambda_{2}=1$.

## 5. Freedom of normalizing constants

The definition of the generating operator in (1) allows us the freedom to choose normalizing constants $\left\{a_{\ell}\right\}_{\ell \in \mathbb{N}}$. In fact, the closed formula in Theorem 2 is obtained by taking $a_{\ell}$ to be $\frac{\left(\lambda_{1}+\lambda_{2}+\ell-2\right)!}{\left(\lambda_{1}+\ell-1\right)!\left(\lambda_{2}+\ell-1\right)!}$ rather than $a_{\ell}=\frac{1}{\ell!}$ or $a_{\ell} \equiv 1$. This section explores how the choice of $\left\{a_{\ell}\right\}_{\ell \in \mathbb{N}}$
affects the generating operator in terms of its kernel function by (20) and (22).

Let $h(s)$ be a holomorphic function of one variable $s$ near the origin, and set

$$
\begin{gather*}
\varphi\left(\zeta_{1}, \zeta_{2} ; z\right):=\frac{\zeta_{1}-\zeta_{2}}{\left(\zeta_{1}-z\right)\left(\zeta_{2}-z\right)}, \\
A^{(h)}\left(\zeta_{1}, \zeta_{2} ; z, t\right):=\frac{\left(\zeta_{1}-\zeta_{2}\right)^{\lambda_{1}+\lambda_{2}-2}}{\left(\zeta_{1}-z\right)^{\lambda_{2}}\left(\zeta_{2}-z\right)^{\lambda_{1}}} h\left(t \varphi\left(\zeta_{1}, \zeta_{2} ; z\right)\right) . \tag{20}
\end{gather*}
$$

If $h(s)=(-1)^{\lambda_{1}-1}(1+s)^{-1}$, then $A^{(h)}\left(\zeta_{1}, \zeta_{2} ; z, t\right)$ in (20) coincides with $A_{\lambda_{1}, \lambda_{2}}\left(\zeta_{1}, \zeta_{2} ; z, t\right)$, see (8).

In the generality of (20), an analogous covariance property to Lemma 11 still holds:

Proposition 2. For any holomorphic function $h(s)$ near the origin and for any $g=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in S L(2, \mathbb{C})$, one has

$$
\begin{aligned}
A^{(h)}\left(g \cdot \zeta_{1}, g \cdot \zeta_{2} ; g \cdot z,\right. & \left.\frac{t}{(c z+d)^{2}}\right) \\
& =\frac{(c z+d)^{\lambda_{1}+\lambda_{2}}}{\left(c \zeta_{1}+d\right)^{\lambda_{1}-2}\left(c \zeta_{2}+d\right)^{\lambda_{2}-2}} A^{(h)}\left(\zeta_{1}, \zeta_{2} ; z, t\right)
\end{aligned}
$$

whenever the formula makes sense.
Proof. In view of the formula (5), one has

$$
\varphi\left(g \cdot \zeta_{1}, g \cdot \zeta_{2} ; g \cdot z\right)=(c z+d)^{2} \varphi\left(\zeta_{1}, \zeta_{2} ; z\right)
$$

the proof goes in parallel to that of Lemma 1 .
Suppose that we are given a sequence $\left\{a_{\ell}\right\}_{\ell \in \mathbb{N}}$ of complex numbers. In order to apply the above framework, we define $h(s)$ by $\left\{a_{\ell}\right\}_{\ell \in \mathbb{N}}$ as follows. We set for fixed $\lambda_{1}, \lambda_{2} \in \mathbb{N}_{+}$

$$
\begin{equation*}
h_{\ell}:=\frac{\left(\lambda_{1}+\ell-1\right)!\left(\lambda_{2}+\ell-1\right)!}{\left(\lambda_{1}+\lambda_{2}+\ell-2\right)!} a_{\ell} \quad \text { for } \ell \in \mathbb{N}, \tag{21}
\end{equation*}
$$

and define $h(s)$ by

$$
\begin{equation*}
h(s):=\sum_{\substack{\ell=0 \\ 12}}^{\infty} h_{\ell} s^{\ell} . \tag{22}
\end{equation*}
$$

The power series (22) converges, if $\lim \sup \left|h_{\ell}\right|^{\frac{1}{\ell}}<\infty$, or equivalently, if

$$
\begin{equation*}
\frac{1}{\rho}:=\limsup _{\ell \rightarrow \infty}\left(\left|a_{\ell}\right| \ell!\right)^{\frac{1}{\ell}}<\infty \tag{23}
\end{equation*}
$$

Then $h(s)$ is a holomorphic function in $\{s \in \mathbb{C}:|s|<\rho\}$.
The integral transform

$$
\begin{equation*}
\left(T^{(h)} f\right):=\frac{1}{(2 \pi \sqrt{-1})^{2}} \oint_{C_{1}} \oint_{C_{2}} A^{(h)}\left(\zeta_{1}, \zeta_{2} ; z, t\right) f\left(\zeta_{1}, \zeta_{2}\right) d \zeta_{1} d \zeta_{2} \tag{24}
\end{equation*}
$$

is a generating operator of the Rankin-Cohen brackets $\left\{\operatorname{RC}_{\lambda_{1}, \lambda_{2}}^{(\ell)}\right\}_{\ell \in \mathbb{N}}$ with normalizing constants $\left\{a_{\ell}\right\}_{\ell \in \mathbb{N}}$.

Theorem 4 (Generating operator of the Rankin-Cohen brackets). Let $h(s)$ be defined by $\left\{a_{\ell}\right\}_{\ell \in \mathbb{N}}$ as in (21) and (22). The integral operator $T^{(h)}$ in (24) is expressed as

$$
\begin{equation*}
\left(T^{(h)} f\right)(z, t)=\sum_{\ell=0}^{\infty} a_{\ell}\left(\mathrm{RC}_{\lambda_{1}, \lambda_{2}}^{(\ell)} f\right)(z) t^{\ell} \tag{25}
\end{equation*}
$$

In particular, the operator-valued formal series

$$
\sum_{\ell=0}^{\infty} a_{\ell} \mathrm{RC}_{\lambda_{1}, \lambda_{2}}^{(\ell)} t^{\ell}
$$

converges for $|t| \ll 1$ if $\left\{a_{\ell}\right\}_{\ell \in \mathbb{N}}$ satisfies (23).
Theorem 2 corresponds to the case $h(s)=(-1)^{\lambda_{1}-1}(1+s)^{-1}$.
Remark 5. The radius of convergence of the power series (25) is zero if we take $a_{\ell} \equiv 1$.
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