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Abstract

Understanding the relation between the meanings of words is an important part of comprehending natural language.
Prior work has either focused on analysing lexical semantic relations in word embeddings or probing pretrained
language models (PLMs), with some exceptions. Given the rarity of highly multilingual benchmarks, it is unclear to
what extent PLMs capture relational knowledge and are able to transfer it across languages. To start addressing this
question, we propose MultiLexBATS, a multilingual parallel dataset of lexical semantic relations adapted from BATS
in 15 languages including low-resource languages, such as Bambara, Lithuanian, and Albanian. As experiment on
cross-lingual transfer of relational knowledge, we test the PLMs’ ability to (1) capture analogies across languages,
and (2) predict translation targets. We find considerable differences across relation types and languages with a
clear preference for hypernymy and antonymy as well as romance languages.

Keywords: Lexical Semantic Relations, Multilingual Benchmark, BATS

1. Introduction

A popular benchmark for exploring the capabil-
ity of word embeddings and PLMs to capture lex-
ical semantic relational knowledge are analogy
datasets, such as the Bigger Analogy Test Set
(BATS) (Gladkova et al., 2016) or Google Anal-
ogy Test Set (GATS) (Mikolov et al., 2013). For
instance, Rezaee and Camacho-Collados (2022)
probe the ability of PLMs to distinguish types, rela-

tions, and the directionality of a given relation in
English by utilising BATS. Other multilingual ap-
proaches (e.g. Ulčar et al., 2020; Peng et al., 2022)
focus on a multilingual comparison of static rather
than contextual embeddings or PLMs. A reliable
comparison across languages is rare for embed-
dings as well as PLMs due to a lack of reliable
multilingual benchmarks. In order to provide a
richer benchmark, we propose Multilingual Lexi-
cographic BATS (MultiLexBATS), a highly multi-



lingual dataset of lexical relations adapted from
BATS in 15 languages spanning language families
from Romance and Balto-Slavic to Mande1.
We argue that to allow for reliable comparisons

across languages and language families, a care-
fully curated and parallel, aligned dataset of lexical
semantic relations is required. This can best be
achieved by means of manual translations by first-
language speakers in order to control the quality of
the resulting dataset. Since the relation targets in
analogies might comprise more than one correct
answer, we ruled out datasets with this limitation,
e.g. GATS (Mikolov et al., 2013) or Ulčar et al.
(2020). Instead, we decided to opt for adapting
the lexical semantic relation pairs of BATS in 15
languages.
Mickus et al. (2023) derive a Multilingual Anal-

ogy Test Set (MATS) by adapting BATS in Dutch,
French, German, Italian, Mandarin, and Spanish,
however, without multi-word expressions or align-
ment across languages. BATS has also been
adapted to Icelandic (Friðriksdóttir et al., 2022)
and Japanese (Karpinska et al., 2018). These
datasets, just like Ulčar et al. (2020), dropped
multi-word expressions and are not or only par-
tially directly aligned across languages, which nat-
urally restricts the kind of potential cross-lingual
tasks and experiments. As a novel cross-lingual
analogy-based probing task, we introduce the pre-
diction of translation targets and compose cross-
lingual prompts of the type apple is to fruit (en) as
manzana es como ... (es), where the PLM should
provide fruta as an answer.
Aside from the manually curated, fully aligned

dataset of lexical semantic relations in 15 lan-
guages, including languages of different morpho-
logical richness, alphabets, and writing systems
(right-to-left in Hebrew), this paper makes the fol-
lowing additional contributions:

• analogy templates in all languages, e.g. <a>
është për <b> ashtu si <c> për <d> (Alba-
nian);

• translation guidelines of how to handle miss-
ing or impossible translations, e.g. the 50/50
burger of half ground bacon and half ground
beef patty;

• a highly multilingual lexical-semantic relation
dataset with multi-word expressions;

• a cross-lingual translation experiment based
on language-aligned analogies.

1The dataset, detected issues in BATS, all test
prompt templates, randomly selected pairs for exper-
iments, and the code for our experiment are avail-
able at https://github.com/nexuslinguarum/
MultiLexBATS

Themajor contribution is the alignedmultilingual
dataset itself and the experiments serve the pur-
pose to inspect how challenging analogy-based
tasks in the different languages of the proposed
dataset are. Multi-word expressions are partic-
ularly interesting, since they propose novel chal-
lenges to the classical analogy prediction task with
only single words. Furthermore, we decided not to
delete cases where we observed issues in the En-
glish dataset, but instead mark and keep them for
further analysis across languages. Thereby, it is
possible to detect if an English word has no trans-
lation equivalence in other languages.

2. Related Work

Since this paper proposes a dataset and corre-
sponding experiments with neural language mod-
els, the presentation of related work is structured
accordingly.

Datasets As one of the first analogy datasets,
the Google Analogy Test Set (Mikolov et al., 2013)
has been widely used and cited. However, as
set out in Gladkova et al. (2016), it suffers from
some weaknesses that BATS seeks to overcome.
For instance, BATS (Gladkova et al., 2016) al-
lows for multiple valid answers to the analogy
task, whereas GATS only permits one. The two
datasets that are probably closest to the proposed
MultiLexBATS in terms of language coverage are
Multilingual Analogy Test Set (MATS) (Mickus
et al., 2023) and the one proposed by Ulčar et al.
(2020). Mickus et al. (2023) propose MATS by
adapting BATS in Dutch, French, German, Italian,
Mandarin, and Spanish, removing several multi-
word expressions, analogically incorrect pairs and
unidiomatic translations. While comparable in con-
tent, the individual languages are ordered alpha-
betically and not aligned to each other or the En-
glish original dataset. Ulčar et al. (2020) create an
initial analogy dataset in Slovene that is then trans-
lated to Croatian, Estonian, Finnish, Swedish, Lat-
vian, Lithuanian, and English by means of query-
ing Wikipedia, Wikidata, and BabelNet with a fi-
nal human quality control. The dataset consists of
five semantic and ten syntactic/morphological cat-
egories, i.e., no lexical semantic relations are pro-
vided. The alignment across languages is limited
to specific pairs of languages and only one valid
answer per analogy is expected. Similar to MATS,
the authors exclude multi-word expressions.
The CogALex shared task (Xiang et al., 2020)

provided a lexical semantic relation dataset in En-
glish, German, Chinese, and Italian. Given a
word pair, submitting systems were challenged
to detect whether they relate per synonymy,
antonymy, hypernymy or not at all (random).

https://github.com/nexuslinguarum/MultiLexBATS
https://github.com/nexuslinguarum/MultiLexBATS


TALES (Gonçalo Oliveira et al., 2020) is a Por-
tuguese dataset with the same format and goal as
BATS. It was created automatically from ten Por-
tuguese lexical resources and is focused on lex-
ical semantic relations. Besides hypernymy, syn-
onymy, antonymy and part-of, it covers purpose-of
relations.

Experiments Analogical reasoning has been
widely used to probe relational knowledge in lan-
guage models. In English, analogical reasoning
has been tested on both static (Mikolov et al.,
2013) and contextual embeddings (Petroni et al.,
2019; Bouraoui et al., 2020; Ushio et al., 2021). In
English, analogies have been powerful tools to un-
cover abstract relations (Petroni et al., 2019; Ushio
et al., 2021) and fine-graded features within the re-
lations, such as the type or directionality (Rezaee
and Camacho-Collados, 2022). Existing literature
on analogical reasoning in multilingual settings
rarely focuses on probing the cross-lingual abili-
ties of PLMs. For contextual embeddings, Artetxe
et al. (2016) evaluate the preservation of mono-
lingual linguistic features while performing cross-
lingual transfer tasks, Brychcín et al. (2019) use
analogies to compare multi- and monolingual set-
tings in language transfer, and Ulčar et al. (2020)
compare the quality of static embeddings in dif-
ferent languages. In PLMs, analogies have been
used to boost the global consistency in language
transfer (Garneau et al., 2021) and to evaluate
the performance of different training strategies
(with and without global co-occurrence) (Ai and
Fang, 2023). One of the few approaches to probe
PLMs through analogies is presented by Mickus
et al. (2023), building on the approach proposed
by Petroni et al. (2019).

3. Dataset Curation Guidelines

To ensure full equivalence of translations, we as-
signed one ID to each set of source word and
target words across relation files. In the original
BATS dataset, source words are tab-separated by
a list of backslash-separated target words. While
this format works well monolingually, it creates
considerable issues when seeking to represent
(missing) equivalence across languages. Thus,
our initial translation dataset is line-separated and
aligned to allow for adding cross-lingual compari-
son as represented in Table 1.
In the end, we compose files with all languages,

where each language is represented in a col-
umn aligned with English and all other languages.
Thereby, we are able to explicitly indicate (miss-
ing) equivalences of target words as well as dupli-
cation of equivalent words in the target language.
Furthermore, this way of structuring the data en-

ables cross-lingual and multilingual comparisons
and experiments on the dataset as exemplified in
Section 6. For the translation process, we intro-
duced the following labels:

• DUPLICATE_target_word: if a target word
has the exact same translation as a previous
target word associated with the same rela-
tion to the same source word, use this label
and replace ”target_word” in the label with the
language-specific duplicated occurrence;

• NO_TRANSLATION: there is no translation
for the target word in the specific context of
this relation to a specific source word, e.g.
there is a general translation for gun but not
in the context of a car;

• COMMENT: any additional observation re-
garding the English dataset or the translation
task.

For each DUPLICATE or NO_TRANSLATION,
we try to provide an alternative target word in the
target language to keep the count of target words
equivalent to the original dataset. This is not al-
ways possible since for some source words, e.g.
for allosaurus, there is only a limited number of hy-
pernyms.

4. Handling Detected Issues

This task of translating the original BATS lexical se-
mantic relations part uncovered a substantial num-
ber of issues in the English dataset. These issues
relate to (1) source word being identical to a target
word in the same set, e.g. bird (source word) can-
not be meronymically related to bird (target word),
(2) duplicated target words, e.g. a pony is only
one time amammal, (3) errors in target words, e.g.
physical physical entity, (4) wrong source-target
pairs, e.g. lemon (source word) is a citrus fruit
(target word) but not a type of garden truck (tar-
get) and fox is not a hyponym of domestic animal,
(5) incomplete multi-word sequences, e.g. picture
relates to book as picture book, (6) polysemous
source-target sets, e.g. notebook is associated
with two sets of semantically grouped target words:
(a) words related to the sense of book, (b) words
related to the sense of computer, and (7) mixed
part-of-speech (POS) tags in a set, e.g. coyote
(noun) is related to placental (adjective).
In the case of (1), we decided to remove the

target word that is identical to the source word.
For (2), we marked them as DUPLICATE and re-
moved duplicate relations centrally during the ex-
periments. In the case of (3), most cases are
erroneous duplicates of already existing target
words, that is, there is physical physical entity



ID Relation Source Words Target Words DE Comments
L06_7 meronyms - part car Auto -

engine Motor -
horn Hupe -
hooter DUPLICATE_Hupe -
trunk Kofferraum -
gun NO_TRANSLATION unclear link to car
armrest Armlehne -
... .. -

Table 1: MultiLexBATS example of the dataset organization with labels and comments

as well as physical entity, which is why we re-
moved these cases. For (4), we marked them
as NO_TRANSLATION in the target language and
tried to provide an alternative target word. The
case of (5) is particularly tricky, for which we de-
cided to add the missing compound word based
on our joint best guess and translate the words
correspondingly. This is due to the fact that BATS
has mostly been generated automatically, where
compounds have been split and added as two tar-
get words or at times even source and target word,
e.g. bed (source) and twin (target) which is a twin
bed. For now, in the case of (6), polysemous sets,
we simply translated them as two separate sets
and kept them in the dataset. The switching be-
tween POS tags (7) within source-target sets and
overall the identification of the correct POS without
any other context than the other words in the set
and the type of relation was particularly challeng-
ing and we translated according to our joint best
guess. For better traceability, we publish a list of
identified issues alongside the dataset.
In any case, multi-words have to be considered

since many translation equivalents are naturally
multi-word even if the original English is a sin-
gle word. Thus, we explicitly also included the
multi-word expressions in the original dataset in
English, contrary to previous works. This poses
some challenges to existing probing and training
approaches, however, we believe that it is more
useful than unnaturally limiting the dataset to sin-
gle words only.

5. Dataset Description

The final dataset consists of 15 natural languages
that are aligned based on the English version. The
relations are equivalent to BATS animal and mis-
cellaneous hypernyms, miscellaneous hyponyms,
meronyms of substances, members, and parts, ex-
act synonyms and of intensity, and exact, gradable
and binary antonyms. In this section, we present
the classification of these languages by language
family as well as detailed statistics on the dataset
for each language.

5.1. Language Families in MultiLexBATS
In this joint translation endeavour, the final Multi-
LexBATS dataset represents 15 natural languages
from three major language families and eight sub-
families, such as Baltic, Slavic, Romance, and
Manding as depicted in Fig. 5.1. We classified
the languages based on Glottolog (Hammarström
et al., 2023). The dataset covers a wide range
of different linguistic features, such as degree of
inflection, as well as different alphabets, such as
modern Greek, and even writing systems, such as
right-to-left in modern Hebrew.

5.2. MultiLexBATS Statistics
The original BATS dataset of lexicographic rela-
tions consists of 50 source words per relation
and a varying number of associated target words.
Not all BATS words were translated in MultiLex-
BATS due to various reasons, such as lexical gaps
(NO_TRANSLATION) and repetitions in the origi-
nal BATS dataset as well as duplicates due to iden-
tical translation equivalents (DUPLICATE). In both
cases, translators tried to provide alternative tar-
get words for the specific source word. The final
statistics of the resulting source and associated
target words per language are represented in Ta-
ble 2, including the Fleiss κ inter-annotator agree-
ment for all languages with more than one transla-
tor. For this agreement, 20 randomly selected sets
of source-target words per relation were translated
by each translator and the κ values are at the up-
per end of moderate to almost perfect.
The number of alternative target words provided

varies significantly across languages, but, even if
not as much, so do other figures. We note that
two languages were not completed, and have sev-
eral missing translations, namely Bambara (BM)
and Macedonian (MK), thus the lower number of
source words.

6. Experiments

The original idea of the analogy completion task
was to test relational knowledge in vector spaces



Language Family

Indo-European

Albanian* Greek Germanic

German

Romance

French Italian Portuguese* Spanish Romanian*

Balto-Slavic

Baltic

Lithuanian*

Slavic

West

Slovak*

South

Croatian* Macedonian* Serbian* Slovenian*

Afro-Asiatic

Semitic

Modern Hebrew*

Mande

Manding

Bambara**

Figure 1: MultiLexBATS Languages by family according to Glottolog; languages that we consider low-
resource in the cross-lingual transfer are marked with *

Lang Transl κ Sources Targets NoTrans Dupl Altern
AL 3 0.51 500 4665 62 1042 0
BM 1 – 451 3355 174 1156 32
DE 1 – 500 5159 36 550 582
EL 1 – 500 4722 78 966 248
ES 3 0.55 500 5184 58 525 405
FR 1 – 500 4905 10 778 19
HE 1 – 500 4676 11 1027 130
HR 1 – 500 4382 98 1325 219
IT 2 0.50 500 4807 26 902 1354
LT 3 0.77 500 4506 44 1206 552
MK 1 – 423 2414 122 635 44
PT 4 0.62 500 4572 50 1136 451
RO 2 0.97 500 5054 63 650 0
SK 1 – 500 4395 225 1304 477
SL 2 0.48 500 4775 54 932 38

Table 2: Figures on MultiLexBATS per covered language.

and language models, i.e., test the ability to iden-
tify/predict targets of a relation. It is particularly in-
teresting to test this type of knowledge across lan-
guages, which we propose with the experiments
presented in this section. The baseline for eval-
uating the proposed dataset is a comparison to
the original English BATS dataset as well as the
multilingual MATS dataset and validation is further
provided by the inter-annotator reliability in case of
more than one translator. Nevertheless, lower per-
formance in a language indicates that specific lan-
guages or language families are particularly chal-
lenging for multilingual language models, which
in our experiments varies across languages. We
test masked language models as well as one mul-
tilingual generative pre-trained transformer called
BLOOM (Scao et al., 2022). In addition to the anal-
ogy completion task, we present a translation pre-
diction task.

6.1. Analogy Completion Task
As presented by Mikolov et al. (2013), the goal
of analogy completion is to predict a target word
d that is related to a source word c, given a pair
of source and target words a and b that express
the same relation (e.g. hypernyms: a =anaconda,

b =snake, c =ant, d =insect). Analogy-solving is
thus themost intermediate task that MultiLexBATS
can be used for, in this case, in all the provided lan-
guages.
Among other methods, the most popular ap-

proach to this task has been to compute the vec-
tor offset in a model of distributional similarity, e.g.
d⃗ = b⃗ − a⃗ + c⃗. More recent approaches rely
on prompting language models for mask-filling or
text generation. We tested both approaches in
MultiLexBATS, using the prompt templates in Ta-
ble 3. For German, Spanish, French and Italian,
we utilised the same templates as proposed in
MATS for comparability. The other templates were
suggested by first-language speakers of the re-
spective languages and are all translations or vari-
ations of the English prompt. In our GitHub, all
tested templates for each language are reported,
whereas in Table 3 we only report prompt tem-
plates that performed best and were finally used
in the experiments.

6.2. Analogy Completion with Masked
Language Models

It is generally interesting to test the performance
of masked language models on analogy comple-



Language Prompt
EN “<a>” is to “<b>” as “<c>” is to “<d>”.
AL “<a>” është për “<b>” ashtu si “<c>” për

“<d>”.
BM “<a>” ye “<b>” ye i n’a f c“<c>” ye “<d>”
DE “<a>” ist so zu “<b>” wie “<c>” zu <d> ist.

EL το “<a>” είναι προς το “<b>” ό,τι το
“<c>” προς το “<d>”.

ES “<a>” es a“<b>”como “<c>” es a “<d>”.
FR “<a>” est à “<b>” ce que “<c>” est à “<d>”.
HE “<a>” ל! “<b>” כמו! “<c>” ל! “<d>”
HR Odnos između riječi “<a>” i “<b>” jednak

je odnosu između riječi “<c>” i “<d>”.
IT “<a>” sta a “<b>” come “<c>” sta a “<d>”.
LT “<a>” yra “<b>” taip, kaip “<c>” yra “<d>”.
MK Односот меѓу зборовите “<a>” и “<b>”

е еднаков со односот меѓу зборовите
“<c>” и “<d>”.

PT “<a>” está para “<b>” assim como “<c>”
está para “<d>”-

RO “<a>” este pentru “<b>” cum “<c>” este
pentru “<d>”.

SK Slovo “<a>” sa má k slovu “<b>” ako slovo
“<c>” k slovu “<d>”.

SL Beseda “<a>” je besedi “<b>” enako, kot
je beseda “<c>” besedi “<d>”.

Table 3: Language-specific prompt templates for
analogy completion in MultiLexBATS

tion, especially multilingual ones. The authors of
MATS (Mickus et al., 2023) test a prompt-based
approach with a multilingual BERT (Devlin et al.,
2019) model (mBERT). For the languages shared
by both datasets, we repeat the previously con-
ducted experiment with MultiLexBATS, using the
code provided in the MATS repository2.
Due to the large number of languages, we re-

duced the number of computed analogies. We
opted for: (1) using only prompts with quotes
around the source and target words, which led
to the best results in MATS; (2) computing only
three analogies per source word. Instead of
50× 49 = 2, 450, this resulted in 50×3 = 150 analo-
gies per relation. The three pairs used for the first
part of the analogy were always selected randomly
across the 49 pairs of the same relation. Diversely,
while, in MATS, the authors use only the mBERT
model and zero-shot, we also tested with the XLM-
R (Conneau et al., 2020) model and run the experi-
ments both in zero- and few-shot scenarios in Mul-
tiLexBats. Both models were pre-trained in more
than 100 languages, including all of those in our
dataset, except Bambara.
In order to complete the analogies, masked lan-

guage models are prompted with the templates
in Table 3, where <a> and <b> are replaced by
a source, target pair, <c> is replaced by another
source, and <d> is replaced by a mask token, to
be predicted by the model. The analogy is con-
sidered successfully completed by the model if it
predicts one of the target words associated with
the source word <c>. If the target is a multi-word
expression or multi-token word, a set of prompts is
considered, one with each possible number of to-

2https://github.com/ATILF-UMR7118/MATS

kens in target words associated with source <c>.
As long as the prediction is contained in the set
of target words, the analogy is considered to be
completed correctly. For the few-shot scenario, a
sequence of five complete prompts (five-shot) are
concatenated. Pairs of words in the prompts are
randomly selected from all analogies of the same
subcategory not including the source word <c>.
In order to test this in a few-shot scenario, the
prompts were concatenated to a sequence of five
complete prompts (five-shot), randomly selected
from all analogies of the same subcategory not in-
cluding the source word <c>.
Average accuracies obtained in this experiment

are reported in Table 4 and directly compared
to results on the previously proposed multilingual
dataset MATS. Performance is variable across lan-
guages, which is in line with previous results and
the fact that analogy completion is a challenging
task. Differences between models are not sub-
stantial, but the gains of a five-shot approach are
clear.
For the configuration that more frequently

achieved the best performance, five-shot in
mBERT, Table 5 discriminates the accuracy by
relation type. It becomes clear that most lan-
guages perform relatively well in the first two re-
lations, hypernyms-animals (HA) and hypernyms-
miscellaneous (HM), while performing poorly in
meronymy, synonymy, and antonymy.

mBERT XLM-R mBERT
(MultiLexBATS) (MultiLexBATS) (MATS)

Lang 0-shot 5-shot 0-shot 5-shot 0-shot
DE 0.196 0.215 0.202 0.217 0.186
EN 0.214 0.233 0.183 0.243 0.233
ES 0.186 0.236 0.176 0.188 0.170
FR 0.223 0.219 0.221 0.254 0.208
IT 0.203 0.260 0.119 0.166 0.178

Table 4: Average accuracy in analogy comple-
tion with masked language modelling. Results for
quoted templates for MultiLexBATS and MATS.

6.3. Analogy Completion with a
Generative Model

To test the performance of generative pre-trained
transformers on the proposed task of predicting
relations in a highly multilingual analogy comple-
tion task, we utilise the BLOOM (Scao et al., 2022)
model via the HuggingFace Interface API3. The
reason for opting for this model is that it represents
a freely available model based on a collaborative,
research initiative, which we believe to be an im-
portant point and an excellent reason for favouring

3https://huggingface.co/inference-api

https://github.com/ATILF-UMR7118/MATS
https://huggingface.co/inference-api


Lang HA HM HOM MS MM MP SI SE AG AB
DE 0.86 0.79 0.06 0.12 0.07 0.07 0.06 0.06 0.06 0.02
EM 0.85 0.89 0.09 0.20 0.05 0.09 0.02 0.08 0.07 0.09
ES 0.76 0.91 0.04 0.04 0.01 0.01 0.00 0.01 0.04 0.06
FR 0.88 0.90 0.15 0.17 0.03 0.16 0.04 0.11 0.04 0.07
IT 0.71 0.52 0.06 0.15 0.02 0.05 0.01 0.03 0.03 0.09

Table 5: Accuracy in analogy completion with mBERT in a 5-shot learning scenario; relation types are
hypernyms-animals (HA), hypernyms-miscellaneous (HM), hyponyms-miscellaneous(HOM), meronyms-
substance (MS), meronyms-member(MM), meronyms-part (MP), synonyms-intensity (SI), synonyms-
exact (SE), antonyms-gradable (AG), antonyms-binary (AB).

0.00

0.23

0.45

0.68

0.90

EN AL BM DE EL ES FR HE HR IT LT MK PT SL SK RO

L01 hypern - animals L02 hypern misc
L03 hyponyms - misc L04 meronyms - substance
L05 meronyms - member L06 meronyms - part
L07 synonyms - intensity L08 synonyms - exact
L09 antonyms - gradable L10 antonyms - binary

Figure 2: Results from running 30 random analogy
pairs on BLOOM

BLOOM over paid alternatives4. The objective of
this task is to evaluate cross-lingual differences in
the capability of automatically acquiring lexical se-
mantic relations from generative language models
to see which languages are most challenging, the
results of which are represented in Figure 2 and
the detailed numbers are reported on our GitHub.
The experiment relies on randomly composing 30
unique analogies that exist across all languages
without any other markers, such as DUPLICATES.
We provide the filled prompt templates as well as
the relation target set for each language and re-
lation on our GitHub for easier reproducibility with
the 30 random prompts. The validity of the exper-
iment and dataset is provided by the comparison
to the original English BATS dataset and the multi-
lingual MATS results as well as the inter-annotator
reliability.
From this experiment and from Figure 2, it be-

comes clear that some relations are more chal-
lenging than others, e.g. animal hypernyms al-
ways outperform other relations, especially the
worst performing member meronyms and intensity
synonyms across all languages. The best overall
performance was achieved by Portuguese (0.36)

4Several test runs on some freely available, alterna-
tive models, such as mGPT or GPT4All, returned worse
results

followed by French (0.35), Spanish (0.34), and Ital-
ian (0.28). Slavic languages performed around
0.20, led by Slovak and Macedonian. German
achieved 0.24 on average. Also for this experi-
ment, Bambara (0.12), Greek (0.16), and Hebrew
(0.11) were the most challenging languages and
also in Lithuanian (0.13) the model struggled with
analogy completion. This is in line with our as-
sumption that low-resource and highly inflected
languages as well as different alphabets and writ-
ing systems are harder to handle for the models
than high-resource languages.
For comparison purposes, we ran the ap-

proaches based on masked language modelling
in the same set of 30 analogies of each rela-
tion. Average accuracies are reported in Table 6.
For Macedonian, two relations (HO, AG) were ex-
cluded due to the fact that they could not be com-
pleted in time.

mBERT XLM-R BLOOM
Lang 0shot 5shot 0shot 5shot 0shot
AL 0.08 0.15 0.10 0.22 0.20
BM 0.08 0.30 0.07 0.26 0.12
DE 0.03 0.10 0.03 0.09 0.24
EL 0.00 0.00 0.10 0.18 0.16
EN 0.17 0.36 0.12 0.25 0.41
ES 0.16 0.29 0.13 0.28 0.34
FR 0.20 0.29 0.19 0.41 0.35
HE 0.08 0.21 0.14 0.24 0.11
HR 0.20 0.45 0.15 0.41 0.16
IT 0.18 0.39 0.11 0.26 0.28
LT 0.05 0.24 0.08 0.24 0.13

∗MK 0.18 0.39 0.13 0.20 0.20
PT 0.16 0.33 0.12 0.27 0.36
RO 0.10 0.26 0.11 0.31 0.17
SK 0.11 0.21 0.13 0.28 0.20
SL 0.11 0.28 0.14 0.26 0.17

Table 6: Average accuracy in analogy completion
with masked language models and with BLOOM.

For each language, best performances are
shared by BLOOM, mBERT and XLM-R. However,
the masked language models only achieve their
top performance in this task with few-shot learn-
ing, which was not performed with BLOOM and is
left for future work. It is interesting to note that



the overall performance is higher for languages
included in the pre-training dataset of BLOOM,
which, in order of size, are English, French, Span-
ish, and Portuguese.
We also note the performance of Greek and He-

brew in mBERT with zero-shot and in BLOOM,
which is comparatively low. This could poten-
tially be attributed to the different alphabet used by
these languages and the smaller size of mBERT’s
vocabulary in general (110k tokens vs 250k of
XML-R and BLOOM). For BLOOM, the explana-
tion might be attributed to difficulty of grasping the
language given the rather short input sequence of
an analogy.

6.4. Analogy-Based Translation
In order to gain deeper insights into the ability of
language models to perform cross-lingual transfer
based on relational knowledge, we propose a new
task: analogy-based translation completion. The
main difference towards the previous experiments
is that the prompt consists of an analogy template
in two languages, i.e., with the first part in one lan-
guage and the second in another. An example for
English to Spanish would be: apple is to fruit as
manzana es como ..., where the model should pro-
vide fruta.
We highlight that this can be tested in MultiLex-

BATS due to its parallel nature, i.e., all source
and target words are aligned indirectly, through
English. This is different from MATS, where rela-
tion files have source words in alphabetical order
and there is no explicit link between words in dif-
ferent languages. In fact, many existing relation
datasets that do not focus on entity-relation pairs
have a missing alignment across languages.
For this, we tested masked language mod-

els only. Since evaluating all possible lan-
guage combinations on this task goes beyond
the scope of this paper, pairs of language
were selected based on the following consid-
erations: high-resource to high-resource lan-
guage (EN→DE, EN→FR, FR→EN); languages
of the same family, going from high-resource to
low-resource FR→RO, ES→PT, ES→IT, HR→SL,
HR→SK); high-resource to low-resource lan-
guage of different families, including the least re-
sourced (EN→BM, EN→AL) and with a different
alphabet (EN→EL, EN→HE). The scenario with
the highest potential to support digital language
equality is the transfer from high-resource to low-
resource languages, where the goal is to lever-
age higher-resource languages in order to obtain
knowledge in a lower-resource one.
Table 7 depicts the accuracies achieved with

mBERT and XML-R, in zero and five-shot scenar-
ios. They are computed for all <a>, <b>, <c>, <d>
tuples in MultiLexBATS such that <a> and <b> are

words in the first language and <c>, <d> are in
the second, after the removal of duplicates and in-
stances of no translation.

mBERT XLM-R
L1→L2 0-shot 5-shot 0-shot 5-shot
EN→DE 0.064 0.092 0.046 0.058
EN→FR 0.125 0.116 0.051 0.080
FR→EN 0.188 0.170 0.046 0.081
FR→RO 0.073 0.099 0.029 0.050
ES→PT 0.117 0.149 0.068 0.119
ES→IT 0.070 0.156 0.027 0.040
SK→HR 0.074 0.126 0.052 0.050
HR→SL 0.161 0.224 0.124 0.141
HR→SK 0.081 0.123 0.065 0.105
EN→BM 0.007 0.030 0.002 0.019
EN→AL 0.021 0.047 0.019 0.048
EN→EL 0.001 0.001 0.019 0.032
EN→HE 0.007 0.033 0.005 0.025
FR→BM 0.005 0.034 0.002 0.019

Table 7: Accuracy of analogy-based translation

Given that this task is more difficult than the clas-
sical analogy completion task, it can be expected
that the performance is correspondingly lower. On
top of this, only a single answer was possible, i.e.,
the target d, aligned with b, instead of words from
a set of targets. This was confirmed by the low
performance on this task, with an accuracy that is
rarely higher than 10%. A notable exception was
the transfer from Croatian to Slovene, where the
mBERT accuracy outperformed the accuracy of
Slovenian in the classical analogy, also showing
the proximity of both languages.
Furthermore, performance is generally better for

languages of the same family. For them, the best
performance was always achieved with mBERT in
a five-shot scenario. The poorest performance,
sometimes close to zero, was achieved when
leveraging on English to obtain translations in low-
resource languages.

7. Discussion

The proposed dataset and experiments clearly
show that specific languages are easier to handle
for the models than others, especially languages
from the romance family. There are also clear per-
formance differences across relations. The tested
models clearly perform better on animal hyper-
nyms than the most challenging meronyms and
synonyms. These performance differences can-
not be attributed to the language data or transla-
tion quality, since in comparison to BATS transla-
tions in languages that overlap with the languages
proposed herein, our dataset leads to better re-
sults on identical tasks. In order to be able to com-
pare directly to previous experiments with similar



datasets, we opted for the simple binary evaluation
with accuracy. In future work, it would be interest-
ing to experiment with a more informative evalu-
ation metric. Analogy and translation completion
are challenging tasks in a multilingual and espe-
cially cross-lingual setting.
For the analogy-based translation, we required

translations of the analogy templates to the respec-
tive languages. While this is a straightforward pro-
cess for most languages we cover, in highly in-
flected languages, the exact translation often re-
quires changing the case of nouns and/or adjec-
tives, or explicit orthographic alternation in the ad-
jacent context. For instance, the exact translation
of <man> is to <woman> would be <muškarac>
je <ženi> in Croatian, changing the noun <žena>
to dative. Since automatically applying these
changes to the required items in the dataset is
not feasible, especially not with multi-word expres-
sions, we opted for using a slightly adapted anal-
ogy template reformulating the “is to” to, e.g. “is
related to”.
In terms of lessons learned, the translation pro-

cess turned out to be highly challenging given that
we only had the source word, other target words,
and the type of relation as a context to determine
the correct translation. Furthermore, there are sev-
eral scientific words in the dataset for animals and
plants for which wemostly resorted to Latin names.
Several words are highly culture-specific and in-
evitably lead to lexical gaps, such as mourning
ring. Others possess connotations that might not
exist in other cultures, such as chuckle or dislike
and their synonyms, since the degree to publicly
express emotions varies across cultures. Given
the issues in the English dataset that we reported
in Section 4, the process was further complicated.
With the substantial number of issues, especially
incomplete compounds, it is likely that there are
some inconsistencies across languages on how
these issues were treated. The task as such is
difficult for humans, since there are many different
choices to translate the same words, for instance,
lexical variants and orthographic variants. Further-
more, differences of translator profiles, such as
background, experience, and age group, might in-
fluence the choice of translation. For instance, the
many slang and informal words were translated dif-
ferently by distinct age groups. While all of these
variations are valid translations, these differences
lead to a lower kappa score. Nevertheless, we be-
lieve that this dataset represents a valuable contri-
bution to the task of multilingual and cross-lingual
relation probing and analogical reasoning as well
as cross-lingual transfer experiments.
In both conducted experiments it is interesting

to observe that the generative pre-trained trans-
former has a tendency to predict Asian charac-

ters only or with words from the input language.
While the potential of a translation completion task
is very high to contribute to generating language
resources, the current performance leaves ample
room for improvement. In fact, even with few-shot
prompts, the cross-lingual transfer in masked lan-
guage models is very low. It is likely that the
performance might increase drastically with fine-
tuning or other methods of adapting the models to
this particular task, however, our intention was to
probe the cross-lingual relational knowledge inher-
ent in pre-trained language models.

8. Conclusion

The MultLexBATS dataset provides a playground
for computational approaches to multilingual and
cross-lingual tasks that can benefit from relational
knowledge, which we tested with analogy com-
pletion. Since it is aligned across all 15 lan-
guages it equally allows for translation-oriented ex-
periments, such as the translation completion task
building on multilingual analogy template combi-
nations. By detecting and handling apparent is-
sues in the original English dataset, such as mis-
spellings and duplicates, the provided dataset rep-
resents a cleaned version. However, we expected
languages with similarity in morphology/language
family to lead to more similar results in the zero-
and few-shot experiments of cross-lingual transfer
in this task. Nevertheless, the conducted exper-
iments provide some baselines and examples of
the type of tasks that can be achieved with the pro-
posed dataset.
As part of our future work, we intend to focus on

the errors to understand the intricate details of the
difficulties of the tasks and differences between
models. Furthermore, since this is a translation-
based dataset, we are interested in analysing lexi-
cal gaps across languages. We hope that many
further experiments with different types of LLMs
and other approaches on lexical semantic rela-
tions will be conducted on the proposed dataset,
which can use our experiments as a baseline.
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