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ABSTRACT

Blind Estimation of Audio Effects (BE-AFX) aims at estimating the
audio effects (AFXs) applied to an original, unprocessed audio sam-
ple solely based on the processed audio sample. To train such a
system traditional approaches optimize a loss between ground truth
and estimated AFX parameters. This involves knowing the exact
implementation of the AFXs used for the process. In this work, we
propose an alternative solution that eliminates the requirement for
knowing this implementation. Instead, we introduce an auto-encoder
approach, which optimizes an audio quality metric. We explore, sug-
gest, and compare various implementations of commonly used mas-
tering AFXs, using differential signal processing or neural approx-
imations. Our findings demonstrate that our auto-encoder approach
yields superior estimates of the audio quality produced by a chain of
AFXs, compared to the traditional parameter-based approach, even
if the latter provides a more accurate parameter estimation.

Index Terms— audio effects, differentiable digital signal pro-
cessing, neural proxy, deep learning

1. INTRODUCTION

Audio effects (AFXs) play an essential role in music production.
They are used during mixing to sculpt sounds for artistic purposes or
context requirements (such as when a sound needs to be mixed with
others). They are used during mastering, the final stage of produc-
tion, to improve the clarity of a given mix, adapt it for a given media
(such as vinyl or streaming), or harmonize it with other tracks in the
album. For these reasons, its automatization has been the subject of
several softwares1 which allow learning the mastering EQ of a given
track to apply it to another. In this work, we study the generalization
to other common mastering AFXs.

Blind Estimation of Audio Effects (BE-AFX) aims at estimating
the audio effects (AFXs) applied to an original, unprocessed (dry)
audio sample x solely based on the observation of the processed
(wet) audio sample y. This estimation takes the form of the AFXs
and their parameters p.

1.1. Related works

For long BE-AFX techniques have been based on explicit rules and
assumptions. For example, Ávila et al. [1] proposed to estimate
the curve of a memoryless non-linear distortion by assuming that
the unprocessed signal has the statistics of a Gaussian white noise.
However, nowadays, most BE-AFX approaches rely on training neu-
ral networks. Indeed, following SincNet [2] and DDSP [3], model-
ing audio processes as differential processes has allowed developing
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1such as Izotope Ozone 11 or Sonible smart:EQ 4.

differentiable AFXs as specialized neural networks layers with inter-
pretable parameters [4, 5, 6]. Because they are differentiable, they
can be integrated transparently in a neural network. Since then, dif-
ferentiable AFXs have been used for many tasks: automatic mixing
and mastering [7, 8], production style transfer [6] or estimation of
audio effects [9].

In the case of BE-AFX, neural networks are usually trained to
minimize a loss function that aims at reconstructing the AFX chain
and its parameters as did Hinrichs et al. [10] or Lee et al. [11]. How-
ever, while their approach is flexible, its training requires the knowl-
edge of the used AFXs and their parameters. Our approach does not.
Also, as we will highlight in this work, a parameter distance does not
translate well to a perceptual distance between audio effects. This is
why we will propose here the use of an audio distance.

Estimation of audio effects with an audio loss function and dif-
ferentiable audio effects has already been investigated. For example,
Colonel et al. [12] used it for non-linear distortion using a differ-
entiable Wiener-Hammerstein model and also in [9] for a complete
mixing setting. However, in both cases, their approaches require
paired x and y data for the estimation, i.e. they did not perform the
blind estimation. In this work, we perform blind estimation, i.e. we
aim at estimating the AFXs applied to x using only the knowledge
of y.

1.2. Proposal

To solve the BE-AFX problem, we propose an auto-encoder ap-
proach which is illustrated in Figure 1. In the left part, we construct
synthetic processed mixes by applying a set of (synthesis) audio ef-
fects {es} with known parameters p to an unprocessed mix x. The
results are our ground-truth processed mixes y. Using only y, an
analysis network fa then estimates the set of parameters p̂ to be
used to process x with (analysis) audio effects {ea} to produce an
estimated audio sample ŷ. The analysis network fa is trained to
minimize an audio loss function between ŷ and y so that ŷ ≈ y. It
therefore closely matches the formulation of an auto-encoder.

Doing so, when {ea}={es}, fa implicitly learns to replicate the
parameters p given only y. When {ea} ̸= {es}, fa learns param-
eters to be used for {ea} such that the effect of the analysis chain
sounds similar to the synthesis chain.

1.3. Paper organization

To be able to estimate p using this auto-encoder, we should be able
to “differentiate” the audio effects {ea} (i.e. compute the derivative
of their outputs ŷ w.r.t. their inputs p̂). We therefore discuss various
implementations of the audio effects in part 2.1. To be able to esti-
mate p we should define an architecture for the analysis network fa.
We therefore discuss various possible architectures in part 2.2. Dur-
ing evaluation (part 3), we first decide for each type of effect what
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Fig. 1. Proposed auto-encoder approach for Blind Estimation of Audio Effects (BE-AFX).

is the best implementation ea (among those of 2.1) and architecture
of fa (among those of 2.2) to reconstruct y. We then compare our
proposed approach (audio reconstruction ŷ ≈ y) to the previously
proposed approach (parameter reconstruction p̂ ≈ p). Finally, we
evaluate the joint estimation of the whole AFX chain defined as the
succession of an equalizer, a dynamic range compressor (DRC), and
a clipper. We conclude in part 4 and propose future directions.

We provide the code of this study to ensure replicability as well
as audio examples.2

2. PROPOSAL

2.1. Audio effects

In this work, we only consider the 3 following AFXs commonly used
for mastering [13]: - an equalizer (a cascade of linear filters which
modifies the level of different frequency bands), - a dynamic range
compressor (which reduces the signal level when it is too loud, leav-
ing it untouched otherwise), and - a soft clipper (which clips the
signal peaks producing harmonic distortion). We distinguish their
implementation for synthesis {es} and for analysis {ea}.

{es} is the implementation of the effects that have been used to
create the observed master y. In a real scenario, it is unknown.

{ea} is the implementation we use in our model to (1) predict
the parameters p̂ of the effects or (2) replicate the resulting process
of the mastering. To perform (1) (comparing the estimated p̂ to the
ground-truth p) the implementation of the effect in {es} and {ea}
should be similar. To perform (1) and (2), the implementation in
{ea} should be differentiable (to estimate the parameters) or, if not,
we will have to use neural networks to approximate the effects.

We now detail the implementation of the three AFXs for synthe-
sis and analysis and list them in Table 1. The audio is normalized to
0 dBFS before each effect

Table 1. Considered audio effects and their implementations.

Effect Implementation Synthesis Analysis

Equalizer Parametric
√ √

Graphic
√

Compressor DSP
√

Simplified DSP
√

NP
√

Hybdrid NP
√

Clipper Parametric
√ √

Taylor
√

Chebyshev
√

2https://peladeaucome.github.io/ICASSP-2024-BEAFX-using-DDSP/

2.1.1. Equalizer

For synthesis, we use a 5-band parametric equalizer: 1 low-shelf, 3
peak, 1 high-shelf.

For analysis, we use either this parametric equalizer or a 10-
band graphic equalizer. Each band of the graphic equalizer has a
bandwidth of 2 octaves [14].

Each parametric band has 3 parameters: center frequency, gain,
and quality factor. Each band of the graphic equalizer has only 1
parameter: its gain.

Frequencies of parametric bands are logarithmic parameters,
gains (in dB) and quality factors are linear. Differentiable filters
are implemented in the frequency domain [4] as we find the time-
aliasing error small enough for training a neural network.

2.1.2. Dynamic range compressor (DRC)

For synthesis, we use the DSP compressor proposed in [15]. It has
5 parameters: threshold, ratio, attack time, release time, and knee
width.

For analysis, we either use a simplified DSP compressor or a
Neural Proxy (NP). The simplified DSP compressor is the DSP
compressor of [15] but with the attack and release time linked, as
proposed by [6] to reduce the computation time. The NP compres-
sor [16] is trained to approximate a DSP compressor3. It uses a
Temporal Convolution Network (TCN) conditioned with FiLM [17]
layers. In [16] the NP directly outputs ŷ. In our case, we use the
same TCN architecture but propose to replace its output activation
with a sigmoid such that it provides the compressor gain factor g to
be applied over time n: ŷ[n] = g[n] · x[n]. 4

Once trained, the NP compressor, being differentiable, can be
inserted in the analysis chain {ea} to train the analysis network fa

and obtain its compressor parameters p̂. We can of course use p̂ to
process x with the NP compressor but also use p̂ to process x with
the DSP compressor. We name the latter “hybrid NP compressor”.
Since it is not differentiable, we only use it during validation and
testing (not during training). It has already been used in [6].

The compressors’ ratio and time parameters are logarithmic
while their threshold and knee (both in dB) are linear.

3To train it, we first process a set of x with the DSP compressor using
known parameters p. The output provides ground-truths y. We then train the
parameters θ of the NP compressor conditioned with the same parameters p
such that its output ŷ = fθ(x;p) ≈ y.

4We found by experiment that this modification allows to largely reduce
the number of parameters (number of TCN channels) with equivalent per-
formances. With 8 channels, our causal model with a receptive field of 3 s
duration has a test mean average error (MAE) of 0.0060 while the TCN from
[16] has a test MAE of 0.050.
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2.1.3. Clipper

We propose 3 implementations of the clipper: parametric (both for
synthesis and analysis), Taylor, and Chebyshev (only for analysis).

The parametric clipper is defined by the function f defined in
eq. (1) with hardness parameter h blending between tanh, cubic, and
hard clipping:

f(x, h) =

{
(1− h) tanh(x) + hfcubic(x), h ∈ [0; 1],

(2− h)fcubic(x) + (h− 1)fhard(x), h ∈ (1; 2].

(1)
with :

fhard(x) = max(−1,min(1, x))

fcubic(x) =

{
x+ 4x3/27, x ∈ [− 2

3
; 2
3
],

sign(x), |x| > 2
3
.

(2)

The effect used for synthesis is constructed with the following pa-
rameters: gain g (in dB), offset o, and hardness h.

y[n] = (f(g · x[n] + o, h)− f(o, h)) /g. (3)

We also use two other memory-less models. Both have been pro-
posed for memory-less distortion identification. The Taylor clipper
is inspired by Taylor series expansions [1]:

y[n] =

H−1∑
h=0

ghx[n]
h. (4)

The Chebyshev clipper is inspired by Chebyshev’s polynomials.
It has been used for non-linear audio effect identification [18]:

y[n] =

H−1∑
h=0

ghTh(y[n]). (5)

with gh ∈ [−1; 1] being the effect’s parameters and Tn:

Tn(x) = 2xTn−1(x)− Tn−2(x), ∀n ≥ 2,

T0(x) = 1, T1(x) = x.
(6)

In both cases, the parameters to be estimated are the {gh} and we
set H = 24. All clipper parameters are linear.

2.1.4. Parameter ranges

All AFX parameters, pc/p̂c ∈ [pc,min; pc,max], are derived from “nor-
malized” AFX parameters, qc/q̂c ∈ [0; 1]. Linear parameters (see
above) are derived from qc/q̂c using an affine transformation:

pc = (pc,max − pc,min)qc + pc,min. (7)

Logarithmic parameters (see above) are derived from qc/q̂c us-
ing an exponential transformation:

pc = e(log(pc,max)−log(pc,min))qcpc,min. (8)

2.2. Analysis network fa

The analysis network is divided into two parts:

1. An encoder; which outputs a time invariant embedding. We
describe and compare below 3 architectures for this encoder.

2. A MLP with 4 layers of size 2048, 1024, 512, and C where
C is the total number of parameters p̂ of the effect chain
{ea}. Each hidden layer is followed by a Batchnorm-1D and
a PReLU. The output layer, which estimates normalized pa-
rameters q̂, is followed by a sigmoid.

For the encoder, we compare three popular architectures com-
monly used in the Music Information Retrieval field:
MEE the Music Effects Encoder proposed by [19]. It consists of a

cascade of residual 1D convolutional layers,
TE a Timbre Encoder inspired by [20]. It consists of a single 2D

convolution layer with multiple sizes of filters. The conv-2D
is applied on the CQT [21] of the signal as implemented in
[22],

TFE a Time+Frequency Encoder inspired by [23]. It consists of two
2D convolutional nets, one focusing on highlighting temporal
motifs, and the second on frequency motifs. The network’s
input is the CQT of the signal.

MEE has 88M parameters, TE 2.8M, and TFE 3.4M.

3. EVALUATION

3.1. Dataset

For evaluation, we use the mix files of the MUSDB18 [24] dataset.
From those, we extract randomly clips of 10 s duration. Those are
then converted to mono and peak-normalized to 0 dBFS. For each,
we randomly pick the normalized parameters q ∼ U(0, 1), convert
them to p and apply them to the clip. We use the training, validation,
and testing splits proposed by MUSDB18 [24].

3.2. Training

In the following, we compare 2 approaches for training fa:
Audio reconstruction ŷ ≈ y (our proposal): we minimize the ℓ1

norm between the log-magnitude Mel-spectrograms of y and
ŷ as implemented in [25] 5 :

LMel
ŷ,y = ∥log {Mel(|ŷ|)} − log {Mel(|y|)}∥1 . (9)

Parameter reconstruction q̂ ≈ q (previously proposed ap-
proach): we minimize the ℓ2 norm between q̂ and q:

MSEq̂,q =
1

C

C−1∑
c=0

(q̂c − qc)
2. (10)

Training details: Each model fa is trained using the ADAM
algorithm with a learning rate of 10−4 and a batch size of 16 during
a maximum of 400 epochs, where a single epoch is defined as 430
training examples (5 from each song of the training subset). The
learning rate is scheduled to decrease by a factor of 10 when the best
validation score has not been improved for 30 epochs. Training stops
after 150 epochs without improvement. To ensure the reliability of
computed scores the validation is run 5 times and the test 10 times.

3.3. Performance metrics.

For evaluation, we compute the following metrics:
• MSEŷ,y: the MSE between ŷ and y

• LMel
ŷ,yas defined above

• MSEq̂,q: the MSE between q̂ and q

To make audio loss and metrics invariant to sound level, we nor-
malize y and ŷ by their respective RMS values6.

5We consider this metric as a surrogate for “audio quality” and are aware
that it does not cover the whole extent of audio quality. Note that this loss
has been previously used, for example in [26].

6Note that this normalization is applied as a static gain on the whole signal
and therefore does not interfere with the dynamic gain of the DRC.
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3.4. Results

3.4.1. Single effect estimation.

For each type of effect we first decide what is the best implementa-
tion (among those of 2.1) and architecture (among those of 2.2) to
reconstruct y. For each, we also indicate: - Random q̂: the results
obtained with a random choice of q̂ (rather than the estimated one),
- L(x,y): the value of the loss when comparing the input x to the
output y.

For the equalizer (Table 2), Parametric and Graphic provide
similar results. Since LMel

ŷ,y indicates the difference between spectras,
it is more suited to measure the performances of an EQ than MSEŷ,y.
We therefore focus on LMel

ŷ,y and conclude that the best (0.32) con-
figuration is to use the Parametric implementation for {ea} and TFE
for fa.

For the compressor (Table 3), the best (0.011, 0.076) configu-
ration is to use the Hybrid NP for {ea} and use MEE for fa. As a
reminder, the Hybrid NP compressor uses the NP compressor to esti-
mate p̂ but the DSP compressor (the same used for synthesis) to get
ŷ. This works better than using the NP compressor (0.014, 0.098)
or the simplified DSP compressor (0.041, 0.16) This is because the
latter links the attack and release time parameters which might be
too restrictive. The fact that the Hybrid NP works better indicates
that our proxy performs well enough for the task of estimating pa-
rameters usable with the DSP Compressor.

For the clipping (Table 4), the best configuration is to use the
Parametric clipper (the same used for synthesis) for {ea} and use
MEE for fa.

It should be noted that in all three cases, the best results are
obtained when {ea} = {es}.

3.4.2. Training method comparison.

We now compare our proposed training method (based on audio re-
construction ŷ ≈ y) to the previously proposed one (based on pa-
rameter reconstruction q̂ ≈ q). Results are indicated in Table 5.
For each single effect, we use the best configuration found above:
fa=TFE for equalizer, MEE for compression and clipping.

For equalization, in terms of audio quality (LMel
ŷ,y), the network

trained to minimize LMel
ŷ,y outperforms (0.32) the one that minimizes

MSEq̂,q (0.40). But in terms of parameter estimation (MSEq̂,q) min-
imizing directly MSEq̂,q leads to better results (0.072).

For compression and clipping, training by minimizing the pa-
rameter distance (MSEq̂,q) leads to better results both in terms
of audio quality (LMel

ŷ,y=0.069, 0.064) and parameter estimation
(MSEq̂,q=0.069, 0.028).

3.4.3. Effects chain estimation

We finally evaluate the estimation of the whole chain of effect
(equalizer→compressor→clipper). In this case, we use fa=TFE
for all. As for audio quality, we see (row “Chain” in Table 5)
that our approach (minimizing LMel

ŷ,y) leads to the best results:
MSEŷ,y=0.31 and LMel

ŷ,y=0.40. However, as can be predicted, mini-
mizing directly MSEq̂,q leads to better estimation of the parameters:
MSEq̂,q=0.072. These contrasting outcomes underscore that achiev-
ing accurate parameter estimation (p̂ ≈ p) does not guarantee high
audio quality (ŷ ≈ y). While our approach may not yield the best
parameter estimation, it does yield the best audio transform estima-
tion.

Table 2. Results by implementation of {ea} and encoder fa for
equalisation. The best results are indicated in bold.

Equalizer Parametric Graphic

Metrics MSEŷ,y LMel
ŷ,y MSEŷ,y LMel

ŷ,y

MEE 0.35 0.41 0.38 0.41
TE 0.35 0.46 0.39 0.48
TFE 0.28 0.32 0.25 0.34

Random q̂ 0.86 0.89 1.1 1.1
L(x,y) 0.48 0.64 0.48 0.63

Table 3. Same for dynamic range compression.
Comp. NP Hybrid NP Simpl. DSP

Metrics MSEŷ,y LMel
ŷ,y MSEŷ,y LMel

ŷ,y MSEŷ,y LMel
ŷ,y

MEE 0.014 0.098 0.011 0.076 0.041 0.16
TE 0.020 0.12 0.019 0.11 0.042 0.17
TFE 0.015 0.11 0.012 0.086 0.042 0.17

Random q̂ 0.038 0.16 0.036 0.15 0.13 0.66
L(x,y) 0.041 0.16 0.041 0.16 0.040 0.16

Table 4. Same for clipping
Clipper Parametric Taylor Chebyshev

Metrics MSEŷ,y LMel
ŷ,y MSEŷ,y LMel

ŷ,y MSEŷ,y LMel
ŷ,y

MEE 0.0045 0.072 3.4 0.15 0.65 0.17
TE 0.011 0.090 2.9 0.21 3.2 0.15
TFE 0.0067 0.075 2.1 0.16 1.34 0.12

Random q̂ 0.078 0.29 1.9 0.39 2.0 1.1
L(x,y) 0.078 0.34 0.079 0.34 0.079 0.34

Table 5. Comparison between training using LMel
ŷ,y and MSEq̂,q for

single effects and whole FX chain.
Loss LMel

ŷ,y MSEq̂,q

Metrics MSEŷ,y LMel
ŷ,y MSEq̂,q MSEŷ,y LMel

ŷ,y MSEq̂,q

Eq. 0.28 0.32 0.089 0.27 0.40 0.072
Comp. 0.011 0.076 0.11 0.0081 0.069 0.069
Clip. 0.0045 0.072 0.044 0.0041 0.064 0.028

Chain 0.31 0.40 0.10 0.33 0.49 0.072

4. CONCLUSION

In this work, we proposed an auto-encoder approach for Blind Es-
timation of Audio Effects. Given only processed (wet) audio sig-
nals, we train a neural network to estimate AFX parameters such
that when used for effects applied to an unprocessed (dry) signal it
approximates the processed (wet) signal. This allows training a net-
work using real dry/wet data pairs without knowing the exact effect
implementation. We show that our audio-based method better repli-
cates the audio quality of the mastering process than the previous
parameter-based method.

Further work will focus on performing subjective perceptual ex-
periments, including other important mastering effects in the chain
and testing their estimation on real mastered music productions.
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