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#### Abstract

Considering the same magnetic equilibrium and plasma conditions as in [Duff et al. Phys.Plasmas 29, 012303(2022)], we perform linear and nonlinear simulations of electrostatic ion temperature gradient turbulence investigating the role of triangularity $\delta$. Differently from what was previous reported, we find that triangularity increases the transport level regardless of its sign, but more strongly when $\delta$ is positive. For the case analyzed, we identify the shear of triangularity as the critical parameter determining the transport level, indicating that even in the local limit negative triangularity can reduce the transport efficiently, suggesting that confinement improvement can also be expected for larger devices.


## I. INTRODUCTION

ITER and future fusion reactors are expected to exploit High-confinement (H-mode) regimes [1] in order to reach plasma core conditions sufficient to obtain a positive net production of energy. These regimes, which rely on sustaining a narrow edge transport barrier, have however also widely recognized disadvantages. The occurrence of Edge-Localized Modes (ELMs) is perhaps the most critical one. These violent bursts of energy are detrimental to the machine integrity and, while they are tolerable in current experiments, they are not acceptable for a fusion reactor. This motivated vigorous research on ways of limiting, or at least controlling, these dangerous events. Along these lines, an alternative approach appears to be provided by negative triangularity plasmas, which are experimentally found to be able to provide H-mode confinement quality without the need of an edge transport barrier, therefore avoiding the ELM issue altogether. First explored in the Tokamak à Configuration Variable (TCV) [2], negative triangularity has successfully been investigated also in the DIII-D tokamak[3]. The reader is referred to Ref. [4] for a review of negative triangularity experiments.
Following these experimental observations, a number of works have been reported, addressing the origin of the confinement improvement on the basis of gyrokinetic simulations of microturbulence [5-12]. Most of the cases considered successfully reproduced the experimentally observed confinement improvement, which is understood as a result of Trapped Electron Mode stabilization, even though parameters regimes where negative triangularity is expected not to yield an improvement have also been identified [13].
Whether the turbulence reduction persists in different turbulence regimes, notably Ion Temperature Gradient (ITG) dominated plasmas, remains an open question. Different results have been found in this regard, in particular Refs. [8, 13, 14] indicate that negative triangularity can be beneficial also for ITG conditions, whereas [15] does not find any significant difference when investigating plasmas shaped with extreme positive or negative triangularity. This work, based on extensive nonlinear simulations, re-examines the issue of the impact of triangularity on electrostatic ITG turbulence modeled with adiabatic electrons. Considering the same set-up as the one described in [15], we find that negative $\delta$ can have a substantial effect of transport, reducing the fluxes by up to more than a factor of two. The stabilization is observed both linearly and nonlinearly, and in agreement with Refs. [15] and [16] we obtain that the plasma shaping influences the behavior of zonal flows. A reduction of the zonal flow shearing rate with triangularity is found regardless of
its sign but because of the higher linear growth rates when triangularity is positive, the transport is lower for negative triangularity. We have analyzed the dependence of the transport with other shaping parameters, and identify the triangularity shear as a key parameter. A large radial variation of triangularity amplifies the difference between shapes, whereas a much smaller value can nullify the differences. These results indicate that, provided the plasma geometry is properly optimized, negative triangularity can be beneficial also for ITG dominated regimes and that, even if such confinement may be localized over a small fraction of the minor radius, it can be substantial. Furthermore, even if $\delta$ rapidly goes to zero towards the magnetic axis, a $\delta<0$ configuration can result in transport suppression in the near edge region, without needing nonlocal effects and thus also for large devices.

The remainder of the paper is organized as follows. Section II and III present the numerical methods used for the analysis and provide the details of the magnetic geometry. Linear results are discussed in Sec. IV and nonlinear in V. A summary and conclusions are presented in Sec. VI.

## II. NUMERICAL METHODS

The main computational tool used in this work is the gyrokinetic GENE code [17]. GENE solves the gyrokinetic equation[18] using a field aligned coordinate system $(x, y, z)$ to discretize the configuration space, while $\left(v_{\|}, \mu\right)$ are used as velocity variables. Here $x$ stands for the radial, $y$ for the binormal and $z$ for the parallel direction. The variable $\mu=m v_{\perp}^{2} / 2 B$ represents the magnetic moment, while $v_{\|}$and $v_{\perp}$ the components of velocity respectively parallel and perpendicular to the magnetic field; $m$ is the mass of the particle and $B$ the local magnitude of the magnetic equilibrium field B. All simulations are performed in the local (flux-tube) limit, in which periodic boundary conditions are employed in both $x$ and $y$ directions.

The magnetic geometry is specified via a standard Miller parametrization [19]. Thus, a fluxsurface is parametrized on a poloidal plane $\varphi=$ const in cylindrical coordinates $(R, Z, \varphi)$ as

$$
\begin{align*}
& R(r, \theta)=R_{\text {geom }}(r)+r \cos \{\theta+\arcsin [\delta(r) \sin \theta]\},  \tag{1}\\
& Z(r, \theta)=Z_{\text {geom }}(r)+\kappa(r) r \sin [\theta+\zeta(r) \sin (2 \theta)], \tag{2}
\end{align*}
$$

where the elongation $\kappa$, triangularity $\delta$ and squareness $\zeta$ have been introduced. Here $r$ is the geometric minor radius $r=\left(R_{\max }-R_{\min }\right) / 2$.

## III. ION TEMPERATURE GRADIENT TURBULENCE

We simulate the same case used by Duff et al. [15], that is the Waltz standard case modified to include triangularity. We report the simulation set-up for completeness. We consider a fluxsurface with $r / a=0.5$ and $R / a=3$, safety factor $q=2$ and magnetic shear $s=r / q d q / d r=1$. Triangularity is varied within the range $\pm 0.8$, while elongation is set to $\kappa=1$ and squareness to $\zeta=0$. The additional radial derivatives of the shaping parameters appearing in (1) and (2) are evaluated accordingly to

$$
\begin{gather*}
s_{\kappa}=\frac{r}{\kappa} \frac{\partial \kappa}{\partial r}=\frac{\kappa-1}{\kappa},  \tag{3}\\
s_{\delta}=\frac{r}{\sqrt{1-\delta^{2}}} \frac{\partial \delta}{\partial r}=\frac{\delta}{\sqrt{1-\delta^{2}}},  \tag{4}\\
\frac{\partial R_{\text {geom }}}{\partial r}=0,  \tag{5}\\
Z_{\text {geom }}(r)=\frac{\partial Z_{\text {geom }}}{\partial r}=0 . \tag{6}
\end{gather*}
$$

The plasma gradients are taken as $a / L_{T_{i}}=4$ and $a / L_{n}=1$. Electrons are adiabatic and with the same temperature as the main ions. Unless differently stated, simulation use the same resolution as Duff et al, which we have verified yields numerically converged results.

## IV. LINEAR RESULTS

The linear stability analysis is summarized in Figure 1, where we plot growth rate and frequency of the most unstable mode, neglecting the effect of a finite ballooning angle $\chi_{0}$ (i.e. we assume $\chi_{0}=0$ ). In agreement with previous results [13, 15], we obtain that the growth rate peaks for a finite positive triangularity. To increase the confidence in our results we also show in subplots b and c growth rates and frequencies for $\delta= \pm 0.8$ computed with the GKW code [20], which agree excellently with GENE ones. Note that in this case we plot the results as a function of the equivalent poloidal mode number $n q \rho_{s} / a$ to facilitate the code comparison [21]. The dependence of $\gamma$ is nonetheless a complex function of both $\delta$ and $k_{y}$. Specifically, we observe that for $k_{y} \rho_{s}>$ 0.2 the ratio $\gamma\left(k_{y},-|\delta|\right) / \gamma\left(k_{y},+|\delta|\right)$ is always smaller than one and diminishes as triangularity is increased in magnitude, i.e. negative triangularity is linearly more stable. For $k_{y} \rho_{s}<0.1\left(n q \rho_{s} / a<\right.$ 0.05 ) the ratio is inverted with positive triangularity more stable as can be seen in Figs. 1.b and 1.c.




FIG. 1. (a) Linear growth rates as a function of the wave number $k_{y} \rho_{s}$ and triangularity $\delta$. (b,c) Same results for $\delta= \pm 0.8$, circles indicate results obtained with the GENE code, stars GKW; in this case we plot them as a function of the equivalent poloidal mode number $n q \rho_{s} / a$. Insets show zooms at large wavenumbers where the behavior is flipped.

In order to try to better understand how the geometry affects the linear behavior of the microinstability, we can examine in more detail the various terms appearing in the gyrokinetic equation. The electrostatic linear $\delta$ f collisionless gyrokinetic Vlasov equation for the perturbed ion distribution function $f$ considering adiabatic electrons, can be written (following the GENE representation [22]) as

$$
\begin{align*}
\frac{\partial f}{\partial t}= & -\left\{\left[\omega_{n}+\omega_{T}\left(\frac{v_{\|}^{2}+\mu B_{0}}{T_{0}}-\frac{3}{2}\right)\right] F_{0}+\frac{\mu B_{0}+2 v_{\|}^{2}}{T_{0} B_{0}} K_{y} F_{0}\right\} \frac{\partial \bar{\phi}}{\partial y}  \tag{7}\\
& -\frac{\mu B_{0}+2 v_{\|}^{2}}{T_{0} B_{0}} F_{0} K_{x} \frac{\partial \bar{\phi}}{\partial x}-\frac{\mu B_{0}+2 v_{\|}^{2}}{q B_{0}} K_{x} \frac{\partial f}{\partial x}  \tag{8}\\
& -\frac{\mu B_{0}+2 v_{\|}^{2}}{q B_{0}} K_{y} \frac{\partial f}{\partial y}  \tag{9}\\
& -v_{T} \frac{1}{J B_{0}} v_{\|}\left(\frac{\partial f}{\partial z}+\frac{q}{T_{0}} F_{0} \frac{\partial \bar{\phi}}{\partial z}\right)  \tag{10}\\
& +\frac{v_{T}}{2} \frac{1}{J B_{0}} \mu \frac{\partial B_{0}}{\partial z} \frac{\partial f}{\partial v_{\|}} \tag{11}
\end{align*}
$$



FIG. 2. Linear growth rates for $a / L_{n}=1, a / L_{T}=6 \mathrm{n}$ (red for $\delta=0.8$ and blue for $\delta=-0.8$ ). Panel $a$ ) compares the complete gyrokinetic results (solid lines) to the results obtained considering only the mode $k_{x}=0$ (crosses) and dropping the mirror force term in Eq. (11) (stars). Panel b) compares instead with the results obtained assuming $J_{0}=1$ (squares).
where $\bar{\phi}=J_{0} \phi$ the gyroaveraged potential (obtained from the quasineutrality equation), $F_{0}$ the background distribution function (a local Maxwellian is assumed here) and $\omega_{n}$ and $\omega_{T}$ the logarithm gradients of density and temperature. Equation (11) determines the complete three dimensional structure of the eigenfunction together with growth rates and frequencies. The effect of the magnetic geometry stems from the curvature terms

$$
\begin{align*}
& K_{x}=-\left(g^{x y} g^{y z}-g^{y y} g^{x z}\right) \frac{\partial B_{0}}{\partial z}  \tag{12}\\
& K_{y}=\left(g^{x x} g^{y y}-\left(g^{x y}\right)^{2}\right) \frac{\partial B_{0}}{\partial x}-\left(g^{x x} g^{y z}-g^{x y} g^{x z}\right) \frac{\partial B_{0}}{\partial z} \tag{13}
\end{align*}
$$

which are responsible for the stabilization that can be observed with negative $\delta$. Here $g^{i j}$ are the metric elements associated to GENE's coordinate system (we refer the reader to e.g. Ref. [22] for further details). Given that we are limiting to ITG turbulence, Equation (11) can be simplified considering $k_{x}=0$ and neglecting the mirror force (last term in Eq. (11)) whereas all other terms, including the parallel variation of $J_{0}$ must be retained. An example is show in Figure 2, where we compare the results obtained from the full Vlasov system to simplifications. Neglecting the FLR effects, i.e. assuming $J_{0}=1$ as commonly done when deriving analytic local dispersion relations, is a too crude approximation that reduces the differences between positive and negative $\delta$ growth rates. As expected, the stabilization results from the complex spatial effect of curvature and parallel dynamics, which in turn determine also the eigenfunction, as shown in Figure 3. At




FIG. 3. Linear eigenfunction for from left to right $k_{y}=0.05,0.05$ and 0.4 . Red for $\delta=0.8$ and blue for $\delta=-0.8$.




FIG. 4. Essential geometric parameters determining the different linear stability with triangularity; from left to right, $a$ ) magnetic field $B, b$ ) the binormal curvature $K_{y}$ and the Bessel function $J_{0}$ evaluated for $k_{y}=0.4$ responsible for FLR effects.
very low $k_{y}$, where the FLR stabilization is small, negative triangularity shows a slightly higher growth rate (more clearly visible when we consider only the $k_{x}=0$ mode), which is caused by the broader region of bad curvature (see Fig. 4.b) whereas as $k_{y}$ increases FLR effects become more important and are more stabilizing for $\delta<0$ (Fig. 4.c). As we will show later on, the derivative of triangularity appears to play a very important role, with a finite $s_{\delta}$ causing significantly larger fluxes when $\delta>0$ compared to $s_{\delta}<0$. Thus, the sake of completeness, we compare in Figure




FIG. 5. Same as Fig. 4 but showing quantities for the case with $s_{\delta}=0$.


FIG. 6. Growth rates obtained with (solid lines) finite and (circles) zero triangularity shear.

6 the growth rates obtained with finite and the extreme case of zero triangularity shear. In this complicated (and dependent on the details of the magnetic geometry) picture, $s_{\delta}$ affects the linear stability by mostly modifying the metric element $g^{y y}$, in turn determining the magnitude of FLR effects (see Figure 5.c) and thus effectively reducing the difference $\delta>0$ vs. $\delta<0$ when $s_{\delta}$ is reduced to zero for modes $k_{y} \sim 0.3-0.6$. FLR effects alone are however not able to explain entirely the different linear behavior. An example, obtained increasing the safety factor $q$, is shown in Figure 7. The observed difference $\delta>0$ to $\delta<0$ for the base $q=2$ case is in this case significantly reduced without modifying the binormal curvature or the FLR magnitude, but by modifying the parallel dynamics.

## v. NONLINEAR RESULTS

Nonlinear simulations results varying $\delta$ are summarized in Figure 8. Here we plot the heat flux, time averaged over the nonlinear saturated state, in GyroBohm units $Q_{G B}=c_{s} p_{i}\left(\rho_{s} / a\right)^{2}$, with $p_{i}$


FIG. 7. Linear growth rates as a function of the wave number $k_{y} \rho_{s}$ and triangularity $\delta$ for different values of the safety factor $q$ (cf. Fig. 1).


FIG. 8. Simulated ion heat flux in GyroBohm Units as a function of triangularity $\delta(a)$ for the base parameter set and $b$ ) for increased ITG drive. Red diamonds indicate results (at finite $s_{\delta}$ obtained with the GKW code.
the ion pressure, neglecting the variation of the flux surface area $S$ as a function of triangularity. Said variation is not negligible, with $S$ decreasing roughly by $20 \%$ when going from the extreme negative to extreme positive $\boldsymbol{\delta}$, but does not change the qualitative trends. Error bars on the mean flux value are evaluated as the standard variation of the mean computed over disjoint intervals (each $100 \mathrm{a} / c_{s}$ ) of the simulated time trace. In Figure 8.a, as $\delta$ varies, we observe the presence of a minimum of fluxes for $\delta=-0.2$, with fluxes rapidly increasing, much more for positive $\delta$, when the magnitude of triangularity is large. We point out that the exact location of the minimum as a function of $\delta$ is not precise (the time averaged transport values are characterized by at least a $10 \%$ uncertainty due to the bursty behavior of fluxes which affects the location of the minimum)



FIG. 9. Simulated flux spectra for (a) $a / L_{T_{i}}=4$ and (b) $a / L_{T_{i}}=6$ for $\delta= \pm 0.8$ (red positive $\delta$, blue negative).
but is not particularly relevant here. The general trend of fluxes with increasing $|\boldsymbol{\delta}|$ is however robust, and appears even more clearly for increased ITG drive, see Figure 8.b, where we depict the results obtained with $a / L_{n}=1$ and $a / L_{T}=6$ showing the same behavior. We also note that result obtained when neglecting the radial variation of triangularity $\left(s_{\delta}=0\right)$ are much less affected by $\delta$ variations, implying that the exact effect of $\delta$ on ITG strongly depends on the details of the magnetic geometry. We will discuss this aspect in the following. Finally, we point out that such effect of triangularity is in agreement with other works that focused on ITG turbulence modelled with adiabatic electrons, [13, 14], is clearly different from what reported by Duff et al.. The discrepancy between the results appears to be caused by a modification of the GENE coordinate system [23] used in Ref. [15], which we cannot reproduce. Once again, to strengthen our results, we have also performed a few additional runs with the GKW code, which agree well with GENE's ones.

Figure 9 shows the flux spectra, as a function of the binormal wavenumber for the extreme values of triangularity. For both values of temperature gradient we find that the wavenumber contributing most to the transport $k_{y}^{\max }$ is shifted towards lower values when $\delta<0$ and that the reduction of transport originates from an overall reduction of the contribution from all modes $k_{y}>k_{y}^{\max }$. Numerical convergence has been ensured using a grid with $n_{k_{x}} \times n_{k_{y}} \times n_{z} \times n_{v_{\|}} \times n_{\mu}=$ $256 \times 48 \times 60 \times 48 \times 8$ and $k_{y, \text { min }}=0.03$ (further reduced to 0.025 for $a / L_{T_{i}}=8$ ).

The recent work in Ref. [16] investigated the behavior of the zonal flows as a function of triangularity, concluding that the residual zonal flow decreases with decreasing triangularity (i.e.,



FIG. 10. Mixing length estimates computed accordingly to Eq. (14) for $a$ ) $a / L_{T}=4$ and $b$ ) $a / L_{T}=6$. Positive (negative) triangularity shown in red (blue); reference circular shape $(\delta=0)$ is shown in black.
is lower for negative triangularity than that for positive triangularity), and therefore suggests a weaker regulation of turbulence and transport by zonal flows when $\delta<0$, claiming also that linear results are not able to explain the transport reduction. While this appears to be in contrast with our nonlinear results, we first connect our results to linear and quasilinear models. Since inverting the plasma shape alone is able to reduce the growth rates, the question of how much a quasilinear model is able to capture the effect of triangularity remains valid and we will show that one can extract useful information already from the linear behavior of the system.

To this end, in Figure 10 we plot the simplest mixing length estimate [24,25] for the quasilinear weights $w^{\text {ql }}$

$$
\begin{equation*}
w^{\mathrm{ql}}=\frac{\gamma}{\left\langle k_{\perp}^{2}\right\rangle} \tag{14}
\end{equation*}
$$

where $\left\langle k_{\perp}^{2}\right\rangle$ is the flux-surface average of the squared perpendicular wave number weighted by the mode amplitude. These weights, describing the saturation levels of the nonlinear electrostatic potential, can be used to construct a quasilinear model [26] of the form

$$
\begin{equation*}
Q^{\mathrm{ql}}=A_{0} \sum_{k_{y}} w_{k_{y}}^{\mathrm{ql}} Q_{k_{y}}^{1} \tag{15}
\end{equation*}
$$

where $A_{0}$ is a scaling factor associated with the absolute fluctuation amplitude and $Q_{k_{y}}^{1}$ is the linear spectral component to the flux associated to the $k_{y}$ mode, i.e., the flux evaluated with the fields from the corresponding linear eigenmode. We refer to [26] and the references therein for the exact definition of $Q^{1}$. We see that the simple quasilinear estimate captures quite well the changes from



FIG. 11. Shearing rate $\omega_{\mathbf{E} \times \mathbf{B}}$ as a function of triangularity time averaged over the nonlinear saturated state for $a) a / L_{T}=4$ and $\left.b\right) a / L_{T}=6$.
linear to nonlinear spectra, in particular the downshift in $k_{y}$ as well as the presence of a double peak in the negative $\delta$ case. Simply using Eq. (14) is however unable to fully capture the dependence of the transport level on $\delta$. In Figure 10 we also show the results obtained for a circular plasma ( $\delta=0$ ), which are very close to the ones obtained with positive triangularity and therefore indicate that assuming a shape independent scaling factor $A_{0}$ will not yield correct predictions. Building a quasilinear estimate that accounts for the effect of shape is possible but outside the scope of this paper. In particular such model should be based on a broader range of shaping parameters than the ones we have considered here. To investigate the origin of the discrepancy between quasilinear and nonlinear runs, we plot in Figure 11 the $\mathbf{E} \times \mathbf{B}$ shearing rate defined as

$$
\begin{equation*}
\omega_{\mathbf{E} \times \mathbf{B}}=\left\langle\frac{1}{B_{0}} \frac{\partial^{2} \phi}{\partial x^{2}}\right\rangle_{t} \tag{16}
\end{equation*}
$$

where $\langle\cdot\rangle_{t}$ indicates a time average over the steady state of the simulation, to measure the impact of zonal flows on the saturation. We observe that increasing the magnitude of triangularity lowers the shearing rate, regardless of the sign of triangularity. This nonlinear effect must be accounted for explaining the impact of $\delta$. Therefore, accounting also the results of Fig. 1, modifying the plasma shape adding $\delta<0$ reduces at the same time linear growth rate and zonal flow shearing rate, such that the transport slightly increases. On the other hand, going from zero to positive triangularity, the growth rates increase and the shearing rates still diminish, thus resulting in a much more severe increase of transport with $\delta$. Note that this is not in disagreement with Ref. [16] because if we consider the case at $a / L_{T}=6$ (where the differences in transport are bigger), then
$\delta=-0.8$ roughly has the same transport level as $\delta=0.4$ but the shearing rate is larger for the shape with $\delta>0$.

## A. Sensitivity to main plasma parameters

The results we have discussed in the previous section are clearly specific to the geometry we have considered, which is somewhat extreme. Such large values of triangularity are likely not achievable in a real tokamak, especially at mid-radius. Indeed, as already pointed out by Duff et al. [15], the aim of the simulations was not to investigate a specific experiment but rather to probe the effect of extreme values of triangularity on ITG. Nonetheless, even with this goal in mind it is fundamental to assess how much the result are robust with respect to reasonable variations of plasma parameters. We already observed a significant, larger than expected, effect of triangularity


FIG. 12. Dependency on nonlinear hear fluxes on triangularity $\delta$ and magnetic shear $s$ for different values of elongation $\kappa$. All simulations considered $q=2$.


FIG. 13. Same as Figure 12 but showing results for $q=4$.
shear $\left(s_{\delta}\right)$, therefore even if a proper sensitivity analysis is beyond the scope of this work, we have performed nonlinear simulations varying the main plasma parameters, considering in a first step
$q, s, \kappa$ and $\delta$ (the robustness of the effect of $s_{\delta}$ will be addressed later) as shown in Figures 12 and 13. We point out that even if we are considering a very simplified physical model, the problem is already high dimensional and we cannot afford from a computational point of view to systematically vary all the relevant parameters including plasma gradients. Therefore, we performed this analysis only for $a / L_{T}=6$ (difference between positive and negative $\delta$ appear more clearly) and focus solely on the effect of the magnetic geometry. Even with this simplification a brute force approach like the one we used is possible only thanks to the excellent performance of GENE on GPUs [27] (a single run can be performed on a single V100 GPU card of the Marconi100 Supercomputer) and for a more comprehensive parameter exploration more clever techniques, like the one discussed in Ref. [28], should be used. We have considered large variations for the mentioned parameters, with the exception of $q$ for which we have only used two different values, $q=2$ and $q=4$. We observe that the dependence of fluxes with $\delta$, that is the flux is larger for positive large $\delta$ compared to negative, remains. This difference diminishes if elongation is increased, with a strong overall reduction of transport when $\kappa$ is large, in agreement with Ref. [29].
A somewhat surprising effect we observed is the strong role of the derivative of triangularity, captured by the parameter $s_{\delta}$. Indeed, as clearly shown in Figure 8 going from the specific functional form in Eq. (4) to no radial variation of $\delta$ reduces the transport for positive triangularity to the point that we do not observe anymore any significant difference depending on the sign of $\delta$ but only a very weak dependence on $|\boldsymbol{\delta}|$. Clearly, $s_{\delta}=0$ is not a physically realistic choice since triangularity varies with radius and diminishes moving towards the magnetic axis, but this result points out how the radial variation of shaping coefficients is a key ingredient in setting the overall transport level. Similar observations have already been made regarding the effect of elongation on turbulent transport, see [30]. We have probed the sensitivity to $\delta$ and $s_{\delta}$ by performing a dedicated nonlinear scan for both values of temperature gradient as shown in Figures 14 and 15. We observe that for both gradients, positive triangularity is significantly more affected by variation of $s_{\delta}$ with the transport strongly increasing as $s_{\delta}$ becomes large. This observation is particularly relevant because it implies that even if negative triangularity rapidly diminishes with radius it can still lead to a strong suppression of fluxes over a narrow region with respect to its positive counterpart. This in turn suggests that confinement improvement can also be expected for large devices. In this case even if $\rho^{*}$ (the ratio between the Larmor radius and the machine minor radius usually used to describe the magnitude of nonlocal effects) is small, the rapid variation of $\delta$ with radius near the plasma edge may result in a significant turbulence suppression, effectively acting as a transport


FIG. 14. Sensitivity of the fluxes to $\delta$ and $s_{\delta}$, on the left for positive triangularity and on the right for negative.


FIG. 15. Same as Figure 14 but showing results for $a / L_{T}=6$.
barrier. This possibility shall be further investigated by considering more realistic geometries and plasma profiles, either obtained from actual experiments or from integrated modeling, as well as by adopting a higher fidelity model, i.e. a kinetic electron response. We leave this for future work.

## VI. SUMMARY AND OUTLOOK

Considering the case discussed in Ref. [15], we have revisited the impact of (large) positive and negative triangularity on electrostatic ITG turbulence modelled with adiabatic electrons. The bulk of the simulations presented have been performed using the flux-tube version of the GENE code; to strengthen the results the key findings have also been validated with dedicated GKW runs obtaining excellent agreement. Point-by-point conclusions follow.

- Differently from what previously reported, we find that triangularity does influence transport, with larger fluxes when $\delta$ is flipped from negative to positive. Negative triangularity lowers the linear growth rates such that simple quasilinear estimates already predict a transport reduction with respect to its mirror shape.
- The actual transport level is nonetheless crucially set by the zonal flows, which are affected by the plasma shape. The zonal flow shearing rate is reduced as triangularity is increased in magnitude regardless of its sign, but the lower growth rates associated with $\delta<0$ allow the transport to be lower when $\delta$ is negative. We have verified the robustness of these results by performing extensive nonlinear scans over the main plasma shape parameters.
- We find that a crucial parameter setting the transport level is the derivative of triangularity, $s_{\delta}$. The observed difference between positive and negative triangularity disappears if $s_{\delta}$ is made smaller. Although we have used a model geometry, this results is particularly relevant because it implies that even if triangularity is rapidly diminishing, it can still strongly reduce the transport over the narrow region where it stays finite. This suggests that confinement improvement can also be expected for larger devices where the always present reduction of $\delta$ with radius could itself lead to a transport reduction, even without nonlocal effects.
The analysis that has been presented in this work could be extended in different ways. First, given the clear importance of the details of the geometry including the radial derivatives of the shaping coefficients, the impact of exotic plasma shapes should be explored in a systematic way considering a more complete set of shapes, as for example the ones discussed in Ref. [31]. While such an investigation is computationally very expensive, it is currently possible thanks to both the excellent code performance on GPUs as well as the availability of advanced techniques for sensitivity analysis [28]. The results of such an analysis could then be used to identify particularly promising plasma shapes and optimise them in conjunction with other relevant plasma parameters, such as magnetic shear [13]. This study should then be extended to include kinetic electrons and explore other turbulent regimes. Finally, the overall impact of shaping must be addressed in the context of profile prediction. It is essential to account for the global nature of a plasma equilibrium in order to properly assess whether the (potentially radially localized as the effect stemming from $s_{\delta}$ ) transport reduction observed here translates into an overall confinement improvement or not.
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