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ABSTRACT

Despite the continuous innovation in voice biomarkers do-
main for more than a decade and the apparent need for clin-
icians to have objective diagnostic tools, no device has yet
been implemented in real clinical settings or widely adopted
by clinicians. After giving a short overview of the literature,
we argue that in addition to the factors usually mentioned in
the literature (low performance, database sizes, transparency,
etc.), an underestimated but crucial factor preventing the
use of such systems is the therapeutic relationship. We also
discuss the “objectivity” of such systems, and the place of
diagnosis in clinical practice and its conceptual limitations.
In order to shape useful and relevant voice biomarkers, we
propose to estimate symptoms instead of diagnosis, and draw
perspectives related to this paradigm, which will require
databases annotated with patients’ symptoms rather than only
their pathological status.

Index Terms— Voice biomarkers, Psychiatry, Clinical
usefulness, Diagnosis criteria, Epistemology

1. INTRODUCTION

Today’s gospel when estimating psychiatric disorders using
voice is that “Gold-standard diagnostic and assessment tools
for depression and suicidality remain rooted, almost exclu-
sively, on the opinion of individual clinicians risking a range
of subjective biases.” [1] or that “There is an urgency to ob-
jectively diagnose, monitor over time, and provide evidence-
based interventions for individuals with mental illnesses” [2].
This idea of replacing clinicians’ judgment with “objective”
algorithmic approaches is not new, particularly with the aim
of obtaining a diagnosis independent of the human factors af-
fecting the psychiatrist [3, 4]. A 2007 survey even showed
that a majority of psychiatrists (87%) consider their own diag-
nosis unreliable: factors related to clinicians themselves (e.g.,
education, bias, and interview style) were the most given ex-
planations for discrepancies between psychiatrists (63.5%),
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rather than patient characteristics (21.6%) or disorders defini-
tions) (14.9%) [5]. In other words, the main factor determin-
ing the diagnosis that is assigned to a patient would not be the
patient’s complaint but the clinicians themselves.

The need for objective diagnosis in psychiatry thus seems
legitimate. Among digital tools, voice analysis is a good
candidates to do so: it is a minimally invasive measurement
tool, that can collect data passively (e.g. when interacting
with a connected device), and is implemented in all smart-
phones. Moreover, since it is linked to many neuromotor [6]
and neurolinguistic [7] mechanisms, voice is sensible to nu-
merous disorders [8]. All these advantages have made it a
well-studied tool to detect many psychiatric disorders [2].
However, despite these advantages, voice biomarkers are not
used in clinical practice. Why?

To answer this question, we first describe in Section 2
the state of the art of psychiatric disorders detection using
voice and speech descriptors based on a systematic review
published in 2020, based on a systematic review published
in 2020 [2]. Some metrics extracted from the supplementary
data of this review are used to support the arguments devel-
oped in other sections. In Section 3, we investigate the causes
of the absence of such devices in clinical practice, and iden-
tify therapeutic relationship as an underestimated factor. In
Section 4, we discuss the role of diagnosis in clinical prac-
tice and the very existence of objective systems to reconsider
the initial hypothesis that we need systems to objectively di-
agnose psychiatric disorders. Finally, we propose to estimate
symptoms instead of diagnosis in Section 5, and draw per-
spectives related to this new paradigm in Section 6, in order
to shape useful and relevant voice biomarkers in digital psy-
chiatry. Finally, we conclude in Section 7.

2. STATE OF THE ART

In a systematic review conducted in 2020, Low et al. have
inventoried 127 studies published between 2009 and 2019
focusing on the detection of psychiatric disorders using voice
and speech [2]. They identified 8 different pathologies, and
among the 127 included studies, 63 (49.8%) were focused
on the estimation of Major Depressive Disorder (MDD), 23



(18.1%) were about schizophrenia and 21 (16.5%) about
Bipolar Disorder (BD), which are among the most prevalent
and harmful psychiatric disorders [9]. In the same vein, some
recent works have also been focusing on depression [10],
schizophrenia [11], bipolar disorders [12] but also borderline
trouble [13], anxiety [14], or ADHD [15].

Diagnostic estimation is the most widely studied task in
the literature: of the 85 studies that used machine-learning
approaches (in contrast to studies that only perform statisti-
cal tests), 61 (71.8%) focused on pathology detection (binary
classification). To do so, databases are annotated in two dif-
ferent ways. On the one hand, the data of 45 (35.4%) of the
127 studies included by Low et al. rely on the diagnosis made
during clinical interviews, established on the basis of inter-
national classification criteria such as those of the Diagnostic
and Statistical Manual of mental disorders (DSM); or hetero-
questionnaires (i.e. filled by the clinician, e.g. the MADRS).
On the other hand, 78 (61.4%) of the databases are annotated
by the score to self-reported medical questionnaires (i.e. filled
by patients themselves, e.g. the Patient Health Questionnaire
– PHQ).

Given the diversity of studies, databases, and pathologies
studied, it would seem that the use of voice in this field is quite
successful. So why is it still not used in clinical practice?

3. WHY ARE VOICE AND SPEECH BIOMARKERS
NOT WIDELY USED IN CLINICAL SETTINGS?

3.1. Commonly reported explanations

To explain the absence of these devices from clinical useful-
ness, three factors are commonly reported in the literature:

(i) The performance of systems is not sufficient. Regard-
ing the results obtained in recent years, the absence of voice-
based systems in clinical practice does not seem to be a matter
of performances that are above clinically useful thresholds in
numerous tasks [16];

(ii) Databases are too small. The amount of data in most
databases is small due to the cost of collecting it [16], mak-
ing the model trained on them lack generalization. How-
ever, the collection of crowd-recorded databases using smart-
phones has led to big new databases that open the way to ro-
bust and reliable machine learning systems (e.g. n = 9920
in [17]);

(iii) Systems lack transparency. It is sometimes argued
that the major obstacle to this clinical implementation is the
lack of transparency of the decision made by the classification
systems, interfering with the clinicians’ confidence in these
devices [18]. However, clinicians use everyday tools whose
inner workings they do not understand (e.g., electronic ther-
mometers), which they trust: transparency is not the only fac-
tor at play [19].

3.2. Therapeutic relationship

In addition to the previous factors, we have identified one cru-
cial but nevertheless very little mentioned in the literature:
therapeutic relationship. Indeed, in their own words, psychi-
atrists fear that the use of AI in their practice to deteriorate the
therapeutic relationship between them and their patients [20].
Indeed, during a clinical interview, clinicians not only iden-
tify and categorize the complaints expressed by the patient in
order to make a diagnosis, but they establish a real human
relationship, during which the trust granted by the patient to
the clinician is crucial for the progress and outcome of the
therapeutic process [21].

4. A REAL NEED FOR OBJECTIVE DIAGNOSIS?

4.1. A need for automatic and objective diagnosis?

From a clinical aspect, given the importance of the therapeu-
tic relationship, the usefulness of system output such as “You
may have depression”, “You have a probability p of having
schizophrenia” or “You have bipolar disorder” is question-
able, both for clinicians and patients. For clinicians, the only
information of the diagnostic is useless (this point is made in
a subsequent paragraph). For patients, the delivering of the
diagnosis is a delicate step and a key moment in the care of
a patient suffering from a mental disorder [22], that should
not be delivered by a smartphone application but by a trained
professional.

Moreover, one of the main arguments in favor of estimat-
ing psychiatric disorders using voice and speech biomarkers
is the alleged objectivity of such systems, by contrast with the
subjectivity of clinicians. However, the very existence of such
an objective system is questionable: not only do the inherent
biases of the databases not allow a universal generalization of
the targeted concepts and indirectly reflect the biases of their
designers (e.g. [23]), but the very design of these systems re-
lies on engineers/coders, themselves human and subject to bi-
ases and constraints [24] – among which the belief that clini-
cians need objective and automatic diagnostic systems.

4.2. Conceptual limitations of diagnosis annotations

A third and final argument about the limitations of automatic
diagnosis estimation using speech biomarkers relies on the
limitations of the database annotations themselves.

4.2.1. Autoquestionnaires

Regarding autoquestionnaires, they cost nothing, are non-
invasive, and measurable anywhere and anytime, which
makes them very suitable for data collection [25]. In ad-
dition, they do not require clinical supervision during filling,
so they are used to collect large databases under ecological



conditions [17]. However, these questionnaires suffer from
three limitations:

(i) While they could have sufficient accuracy to be imple-
mented in clinical settings, the combination of questionnaire
measurement errors and classification model errors may lead
to lower than expected disease detection performance [26];

(ii) In their standard clinical practice, clinicians rarely use
questionnaires, because of lack of time but also because of a
lack of training in the use of these tools [27];

(iii) These questionnaires are medically validated on the
basis of their ability to discriminate patients belonging to dif-
ferent diagnostic criteria, and thus have the same limitations.

4.2.2. Diagnostic criteria

Similarly, diagnostic criteria such as those used in the Di-
agnostic and Statistical Manual of Mental Disorders (DSM)
have significant limitations.

(i) Symptomatic profiles in diagnostic criteria are very
heterogeneous, and collected symptoms are often collected
through the scope of the disorders. In a study that measured
complete symptomatic profiles (47 symptoms) of 107,349
adults with the ten most common psychiatric disorders di-
agnosed using DSM-5 criteria, it has been concluded that
‘DSM-5 disorder criteria do not separate individuals from
random when the complete mental health symptom profile of
an individual is considered.’ [9]. This heterogeneity questions
the concept generalized by models trained on small (databases
containing < 2000 patients), in which inter-speaker differ-
ences could not be differentiated from intergroup variations.

(ii) Additionally, diagnostic criteria are both unstable
through cultures (e.g. the hikikomori diagnosis that is specific
to the Nippon culture [28]) and unstable through time: with
the advancement of scientific knowledge, updated versions
of classification reference manuals are regularly published
(e.g. DSM-IV in 1994, DSM-IV-TR in 2000, DSM-5 in
2013, DSM-5-TR in 2022). Since collecting this type of data
requires both important human and financial investments, an-
notating databases with diagnostic criteria that are dedicated
to some specific populations and/or that which can change in
the following years does not seem to be the most sustainable
investment.

4.3. But then, what is the purpose of the diagnosis?
From an epistemological point of view, “one of its most im-
portant goal is to facilitate communication among clinicians,
researchers, administrators and patients [...] by establishing
a common language.”[29] The diagnosis is thus an object of
communication between the different parties involved in the
pathology (clinicians, patient, patient’s entourage, ...) but also
an important element of the recognition of the patient’s com-
plaints by a health professional and by society. It is for ex-
ample necessary for health insurance procedures, and the cri-
teria have sometimes been widened to facilitate these proce-
dures for patients who could present subclinical complaints,

to the point that some epidemiological studies have estimated
that up to 50% of the world population fulfill mental disor-
der criteria [30]. Moreover, unlike other medical disciplines,
treatment in psychiatry is not formulated on the basis of the
diagnosis but on the basis of the patient’s symptoms and clin-
ical signs in a transdiagnostic manner [31]. The automatic
estimation of diagnoses is therefore of no real clinical use.

5. ESTIMATING SYMPTOMS IS THE KEY

(i) Clinical usefulness of symptoms. We argue that contrary
to the approaches based on diagnostic criteria in the literature
a semiological approach (i.e. based on symptoms and clini-
cal signs) of voice and speech biomarkers in digital psychiatry
would give innovative tools to clinicians, who can better mea-
sure the different symptomatic dimensions of their patients in
ecological conditions, measure the response to the treatments
they have provided or estimate relapses early.

(ii) Time and cultural stability. Moreover, while some
symptoms are not still diagnosed (e.g. hysteria [32]) and some
appear with the evolution of society (e.g. misuse of smart-
phones [33]), their fundamental nature makes them constant
units across cultures and time (e.g. headaches during early an-
tiquity [34]). Consequently, annotating a database with symp-
toms seems to be a more sustainable approach than annotating
them with variable diagnostic criteria.

(iii) Therapeutic relationship and ethical issues. Estimat-
ing the signs and symptoms of the studied disorders has the
advantage of preserving the therapeutic relationship between
patients and clinicians, the latter having the choice to use or
not the information given by the digital system but also of
evacuating the ethical problems on the stakes of the formula-
tion of diagnosis by machine learning systems [35], since it is
the clinician who remains the decision maker.

(iv) Reduction of biases and epistemic injustices In ad-
dition to the benefits of the semiological approach, the es-
timation of signs and symptoms from vocal biomarkers can
reduce both clinician and patient biases (e.g. illusory cor-
relation or retrospective prejudice)[36] by providing behav-
ioral data to clinicians, allowing them to refine their decisions
based on both the patient’s narrative and objective behavioral
data. This complementarity between patient narrative and be-
havioral measures can be a vector for reducing epistemic in-
justices in psychiatry [37, 38].

6. PERSPECTIVES

Designing symptom biomarkers instead of diagnostic criteria
offers many opportunities, both in speech signal processing
and in digital psychiatry.

(i) New tasks. Since “classification in itself is less impor-
tant than often supposed to be, and less important than other
tasks” [29], we have identified new tasks that could be use-
ful to clinicians. One of them is the estimation of symptom



severity. While previous work has looked at the severity of the
condition (e.g. estimating the PHQ score for MDD [39, 40]),
no work has looked at estimating the severity of symptoms:
increasing in the severity of the condition is of no use to clin-
icians without identifying the symptom(s) that cause it. An-
other one is differential diagnosis: when two disorders are
similar, clinicians sometimes have difficulty estimating the
patient’s diagnosis. While almost all the studies focus only
on one disorder (e.g. MDD vs. Healthy Control), more re-
cent work tends to estimate multiple disorders at the same
time, e.g. [13, 41, 42, 43]. However, this problem has never
been formulated in terms of symptoms. Finally, tasks related
to prognosis have already been proposed in an Interspeech
challenge in 2021 for Alzheimer’s disease [44]. However, no
article to our knowledge has addressed the estimation of the
progression of mental disorders using voice or speech.

(ii) Stratified medicine. Estimating symptoms using vocal
biomarkers on a large scale will in turn make it possible to
refine the symptomatic profiles related to mental disorders,
and thus refine the diagnostic criteria.

(iii) Symptom networks. Estimating the symptoms allows
both to reproduce the diagnostic criteria (by estimating all the
symptoms of the checklist) but also to propose new models of
psychopathology. In particular, symptom networks focus on
the link between symptoms in the establishment of a disease
state [45]. The conjunction of symptom networks with speech
biomarkers would support the spreading of this new modeling
in computational psychiatry. but also improve the estimation
of classification performance, by taking into account the link
with other symptoms when estimating a particular symptom
or a disorder [46].

7. CONCLUSION

In conclusion, due to the associated conceptual limitations
and the uselessness in clinical practice of systems estimating
mental disorders from speech biomarkers, we encourage the
community to refocus on symptom estimation, which opens
many perspectives. While there are already some initiatives
focused on symptoms, such as stress [47] or sleepiness [48,
49], databases annotated with symptoms are lacking. The col-
lection of annotated databases with patients’ symptoms rather
than their unique pathological status thus seems to us to be a
priority for the establishment of voice biomarkers in digital
psychiatry that are relevant and useful to medical practice.
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