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Abstract

In recent years, Graph Neural Networks (GNNs) have made significant advancements, particularly in tasks such as node classification,
link prediction, and graph representation. However, challenges arise from biases that can be hidden not only in the node attributes but
also in the connections between entities. Therefore, ensuring fairness in graph neural network learning has become a critical problem.
To address this issue, we propose a novel model for training fairness-aware GNN, which enhances the Counterfactual Augmented Fair
Graph Neural Network Framework (CAF). Our approach integrates Supervised Contrastive Loss and Environmental Loss to enhance
both accuracy and fairness. Experimental validation on three real datasets demonstrates the superiority of our proposed model over CAF
and several other existing graph-based learning methods.

Keywords Graph Neural Networks (GNNs), fairness modeling, semi-supervised classification, counterfactual nodes, sensitive at-
tributes

1 Modeling fairness using Graph Neural Networks
1.1 A review of fairness and Graph Neural Networks

Graph Neural Networks (GNNs) have emerged as a powerful paradigm for learning node representations on graphs, significantly advancing the
state-of-the-art in tasks such as node classification, link prediction, and graph classification. By efficiently capturing the structural information
within graphs, GNNs have found widespread application across various domains, including social network analysis, recommendation systems,
drug discovery, and more.

Nowadays, Graph Neural Networks (GNNs) are a class of deep learning models designed to operate on data represented in graph form.
Graphs consist of nodes (or vertices) and edges connecting these nodes, making them ideal for representing complex relational and structural
information. The research of GNN began in [36] for a review. They faced several drawbacks [39, 20] such as model depth , scalability,
convergence and more, but their construction have made significant progress over the years. However, challenges persist due to biases that
may be embedded in node attributes or edges between nodes, resulting in unfair predictions with serious consequences. For example, in book
recommendation with graph neutral network, where the GNN methods could be biased towards suggesting books with male authors [8].
Therefore, it is crucial to ensure that these models and resulting representations are safe and reliable. Addressing bias and promoting fairness
in GNNs are thus vital research areas.

However, as GNNs leverage historical data to learn representations, there is a growing concern that they may inadvertently perpetuate and
even amplify existing biases present in the training data. This issue of fairness in GNNs is particularly critical because graphs often represent
social structures, interactions, and personal relationships, where biases towards certain groups or individuals can have profound implications.
For instance, in a social network, a biased model could lead to unfair recommendations, while in financial services, it might result in inequitable
credit scoring.

Fairness has been studied over the last years with several methods to obtain fair decisions. Many methods try to balance the effect of
unwanted correlations with variables that drive the bias in the sense that the decisions are different when the variable change while from moral,
legal or ethical reasons, there should be no change. This variable is assumed to model a characteristic of the individuals that may convey bias
leading to possible discrimination as defined in [10], [33], [4] or [5, 6] and references therein. In the literature on fairness in machine learning,
such variable divides the individuals into a majority group corresponding to S = 1 and a minority group S = 0. The variable is often referred
to as the sensitive attribute. The influence of this variable on the learnt algorithm may induce unwanted changes in the decision which can be
measured using a statistical parity measure, or different level of performance for different subgroups measured by equality of odds measures.
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Many authors propose several ways to tackle this issue. We refer for instance to [16], [42], [35], [17] and references therein, which propose
several techniques to add fairness constraint when learning the algorithm. Another general way to achieve fairness is to use a latent space which
disentangles the effect of the characteristics and the sensitive variables. This idea is developed for instance in [2], [43]. Such ideas are very
similar to the notions of counterfactual in fairness as presented in [29], [14] where the authors propose to model how changes in the sensitive
variable can be modeled as a causal intervention enabling to respond to the question what-if the sensitive variable had been different and what
would have been the corresponding decision. This counterfactual definition of fairness implies the so-called statistical parity fairness and will
be related to the notion of fairness for graph neural networks.

Recent research has begun to address these concerns by investigating the sources of bias in graph data and developing methodologies to
mitigate discriminatory biases in GNN-based applications. A notable direction in this field includes the identification and quantification of
bias in node embeddings, exploring how structural properties of graphs, such as homophily and community structure, can contribute to bias
amplification. Other publications offer insights on how to address fairness in the construction of the GNNs. For instance, [38, 23, 24] introduced
the concept of fairness in graph representation learning, highlighting the need for fairness-aware algorithms in GNNs. Furthermore, research
by [25] proposed a framework for fair node classification, which adapts adversarial debiasing techniques to the graph setting, demonstrating
the potential for achieving fairness in GNN predictions. Optimal transport methods popular in fairness as in [17] have been successfully applied
for graph and edges prediction tasks in [30].

Efforts to mitigate bias in graph-structured data have led to the development of fairness-aware GNNs [13, 19, 39]. For instance, FairGNN [12]
employs adversarial learning to ensure node representations remain independent of sensitive attributes. Another notable approach is EDITS
[15], which concentrates on addressing bias in both the adjacency matrix and data matrix as part of the pre-processing stage. Additionally,
Fairwalk [34] utilizes a fair random walk method to learn fair network embeddings.

Recent studies have turned their attention to attaining counterfactual fairness within graph data. In this context, a classification prediction for
an individual is considered counterfactually fair when it stays consistent across both the actual and counterfactual worlds. For instance, NIFTY
[1] maximizing the similarity between representations of the original nodes in the graph and their counterparts in the augmented graph. These
counterparts are generated by either slightly perturbing the original node attributes and edges or considering counterfactuals of the original
nodes where the value of the sensitive attribute is modified and GEAR [31] adopts GraphVAE [28] to generate counterfactuals corresponding
to perturbations on each node’s and their neighbors’ sensitive attributes. It then enforces fairness by minimizing the discrepancy between the
representations learned from the original graph and the counterfactuals for each node.

These approaches [1, 28] can yield counterfactuals that are potentially unrealistic, which, in turn, have the capacity to disrupt the underlying
semantic structure and decrease the performance of the model. However, finding realistic counterfactuals presents several challenges: (i) Graph
data is quite complex, making it infeasible to directly identify counterfactuals in the original data space. Additionally, some guidance or rules
are needed to facilitate the discovery of counterfactuals. (ii) Achieving graph counterfactual fairness requires learned representations to be
invariant to sensitive attributes and information causally influenced by sensitive attributes.

In CAF [18], the authors address the aforementioned challenges by constructing a Structural Causal Model to identify counterfactuals
and learn disentangled representations. They divided these representations into content and environmental information parts, ensuring that
the content information remains informative for labels and invariant to sensitive attributes, while the environmental information depends on
sensitive attributes. Despite constructing a fair model based on these principles using realistic counterfactuals, experimental results from CAF
indicate that while fairness is improved, performance is decreased.

The results presented in the CAF paper indicate that while improvements were made in fairness, the price for achieving fair decisions leads
to a drastic decrease of the accuracy of the decisions This motivated us to extend this model by introducing two extra constraints aimed at
simultaneously improving fairness and accuracy, leading to a better balance preserving the efficiency of the algorithm. Our main contributions
are:

1. We use the Supervised Contrastive Loss to encourage similar content information with similar labels to have similar representations, irre-
spective of sensitive attributes.

2. We use the Environmental Loss to encourage dissimilarity in environment information when the sensitive attributes are dissimilar.
3. We propose a novel framework by extending the CAF framework and utilizing the Supervised Contrastive Loss and Environmental Loss.

We demonstrate the effectiveness of our model through experiments on real-world datasets and comparison with other methods.

1.2 Notations

In this section, we present the notations employed in this paper. We assume we observe i = 1, . . . , n individuals with characterizes xi ∈ Rd

for d > 0. Let define the matrix of observations X formed by combining vectors [x1, x2, . . . , xn] in Rn×d. The aim of our study is to forecast
a binary label Y ∈ {0, 1} which is only observed for some individuals. In addition, the individuals are also characterized by an observed
binary variable S ∈ {0, 1}. The influence of the sensitive variable on the predictions is at the heart of our study. Our aim is to mitigate its effect
and build a latent space where the effects of the features and the sensitive variables are separated, enabling bias control and bias mitigation.
We will model the relationships between individuals using a graph where the nodes are the observed individuals. A graph is defined as a couple
G = (V, E), where V composed by a set of nodes of size |V| = n, E and a set of edges. The nodes are connected by edges and the connections
are modeled using a matrix A ∈ Rn×n known as the adjacency matrix of the graph G. As usual Ai,j = 1 if edge i → j exists, otherwise
Ai,j = 0. Further we assume that G is undirected and unweighted. We refer for instance to [7] for definitions of graphs. The individuals
i = 1, . . . , n are characterized by their features denoted xi ∈ Rd that can be used or not in the construction of the initial graph.
We are in a semi-supervised setting where {1, . . . , n} = L ∪ U , with L = {1, . . . , l} contains the indices of the labeled samples while



U = {l + 1, . . . , l + u} is the set of indices of the unlabeled samples.
In this paper we only present the case of a binary sensitive attribute . Yet, following the works [31] and [18] our model seamlessly extends to
handle various types of weighted graphs and sensitive attributes, not only the binary case.

2 Constrastive Loss for Fair Graph Neural Networks
2.1 Setting a Contrastive Graph Neural Network

Traditional methods for learning node representations utilize an encoder fθ(·) : Xn×d ×An×n → Hn×d′ to map each node to a latent lower
dimensional representation so that it preserves both node attributes and local graph structure information. Here, fθ represents graph neural
network (GNN) architectures, such as GCN [27] and GraphSAGE [21], and H denotes the latent representations.

In the study by Guo et al. [18], their objective is to ensure that label predictions are independent from chosen sensitive attributes, hence
obtaining so-called fair prediction. For this, they introduce the Counterfactual Augmented Fair Graph Neural Network Framework (CAF) for
learning fair node representations. Fairness is achieved by imposing several constraints and mainly partitioning the latent representation H into
two distinct components: C (content information) and E (environmental information). This partition of H is formally represented as follows:

fθ(X ,A) = H = [C,E] (1)

The first dc columns of H constitute the content information matrix C, which contains information relevant for label prediction while
remaining unaffected by changes of sensitive attributes. This content information (C) is the only one that will be used for prediction. Actually
a classifier fϕ parameterized by ϕ is learnt by using the content information as input while forecasting the class distribution of each node as
follows:

fϕ(c) = ŷ (2)

While the next de columns form the environment information matrix E which is designed to capture environmental information primarily
dependent on sensitive attributes. Notably, dc is equal to de.

Figure 1: An illustration of our proposed framework

For a given nodes i we can consider two notions of counterfactual nodes: we can either look at the closest nodes with similar features and
the same outputs of the algorithms but with distinct sensitive attributes or the closest nodes with similar features, the same sensitive attributes



but different outputs of the algorithm. We want to design the embedding in a such a way that, in the first case, the changes in the features h will
mainly be changes with respect to environment part e since this part should be related to the sensitive attribute. On the contrary, we expect, in
the second case, that the changes will be driven by the c part of the features, i.e the content which explain the decision. Hence we will use the
following notations

he
i ∈ argminhj∈H{∥hi − hj∥22 | ŷi = ŷj , si ̸= sj} (3)

hc
i ∈ argminhj∈H{∥hi − hj∥22 | ŷi ̸= ŷj , si = sj} (4)

and we note he
i = (cei , e

e
i ) and respectively hc

i = (cci , e
c
i ).

We point out that the corresponding counterfactuals are not uniquely defined for each node. We denote by Ke(i) and Kc(i) the sets of
counterfactuals of a node i and we set K the same number of chosen counterfactuals.

We will build a Contrastive Counterfactually Fair Graph Neural Network by considering the following losses. The first term Lpred is the
usual Cross Entropy Loss, referred to as the prediction loss.

Lpred =
1

|L|
∑
i∈L

ℓ(ŷi, yi). (5)

Note also that computing the counterfactuals requires knowing the estimation of the labels for all points. Hence, due to the semi-supervised
setting we have a limited number of labels in the training set for counterfactual guidance, and thus the model is pre-trained to obtain
pseudo-labels ŷ by applying the following loss function to Equation (2).

To learn fair latent representations the loss is designed to achieve the decomposition into content and environment variables. Namely the
purpose is that when the sensitive attribute si of a node i is flipped to 1 − si, its content representation ci is expected to remain constant,
while its environment representation ei changes correspondingly, resulting in the formation of the counterfactual he

i . Similarly, when the label
yi of a node i is flipped while keeping the sensitive attribute si unchanged, the content representation ci is changed, while the environment
representation ei remain constant, forming hc

i .
The second term, Linv, is the invariance loss, defined as follows:

Linv =
1

|V| ·K
∑
vi∈V

K∑
k=1

[dis(ci, c
ek
i ) + dis(ei, e

ck
i ) + γK · |cos(ci, ei)|]

where dis(·, ·) is a distance metric, such as the cosine distance and L2 distance. | cos(·, ·)| represents the absolute value of the cosine similarity,
which imposes an orthogonality constraint, and γ is the hyper-parameter that controls it. This loss promotes fairness of the embedding.

The third term, Lsuf, the sufficiency loss, which is defined in order to preserve the graph information and ensure that the latent representation
has the same topological property as the initial input graph. It is defined as follows:

Lsuf =
1

|A|+ |A−| ×
∑

(i,j)∈A∪A−

−ai,j log pi,j − (1− ai,j) log(1− pi,j)

where A− is the set of sampled negative edges. If nodes i and j are connected, ai,j = 1; otherwise, ai,j = 0. Additionally, pi,j = σ(hih
T
j )

represents the link existence probability, where σ denotes the Sigmoid function.
Note that Guo et al. [18], uses the following loss function to learn fair classification

min
θ,ϕ

L = Lpred + αLinv + βLsuf (6)

where θ and ϕ are GNN encoder and prediction head parameters, and α and β are hyper-parameters controlling invariance and sufficiency.
Although CAF can enhance fairness, it tends to reduce accuracy since it ocuses solely on splitting content and environment information,
ensures that the sensitive attribute does not impact node classification tasks.

2.2 Improvements using Contrastive Loss functions

In our study we go on improving their model by incorporating two losses that will be referred to as the Supervised Contrastive Loss and the
Environmental Loss and prove that they enable to mitigate fairness without harming accuracy. Our architecture is displayed in Figure (1).

Supervised Contrastive Loss, Lsc, is a crucial element in Supervised Contrastive Learning [26]. It works by encouraging similar data points
to have similar representation while pushing dissimilar data point apart in the Latent space. Using this property, this loss has been successfully
used to model counterfactuals since it encourages separation of the points in the embedding space based on the choice of a relevant similarity.
For instance in [37], it enables to represent time series sharing into an embedding space made of two components, one providing a common



pattern while the other models the difference between the functions. In the context of graph representation, we apply this loss specifically to
the content information (C) of a latent representation, defines as follows

Lsc =

n∑
i=1

−1

|P(i)|
∑

p∈P(i)

log
exp

( ci·cp
τ

)∑
a∈V(i) exp

(
ci·ca

τ

) (7)

where P(i) ≡ {p ∈ V(i) : ŷp ≡ ŷi} is the set of indices of all positive samples (those with the class labels). Nodes sharing similar content
and similar labels tend to have similar embedding in the latent space.

In our proposed model, we apply this loss during the pretrained phase using labeled data. However, during the training phase, we apply this
loss to all training data, utilizing pseudo-labels generated during the pretrained process.

The Environmental Loss, Lenv, works by encouraging node has dissimilar sensitive attribute to have dissimilar environment information in
the latent space. Lenv is defined as follows:

Lenv =
1

n

n∑
i=1

1

K′

K′∑
j=1

dis(ei, ej) (8)

Where K′ denotes the number of nodes that have dissimilar sensitive attributes but whose latent representations are close to the current node.
In our proposed model, we apply this loss during the pretrained and training phase.
According to the above definition, the loss function of our proposed model for the pretraining phase is defined as follows:

min
θ,ϕ

L = Lpred + ωLsc − ηLenv (9)

and for the training phase is :

min
θ,ϕ

L = Lpred + αLinv + βLsuf + ωLsc − ηLenv (10)

All the parameters ω, η, α, β, γ are trade-off parameters that balance the influence of all terms.
Their influence and the choice is described in the following section.

As mentioned, we divide the latent representation into content and environmental information parts. Fairness and performance improve
when the content information contains no sensitive attribute-related information, and all such information exists in the environmental part.
Therefore, we utilize the Supervised Contrastive Loss and Environmental Loss to enforce that each part has related information.

3 Experiments
Table 1: The evaluation of node classification and group fairness performance across real-world datasets

Dataset \ Method Metric GCN GraphSAGE GIN FairGNN EDITS GEAR CAF SCCAF
GERMAN AUC (↑) 57.38 ± 2.85 62.14 ± 5.35 59.16 ± 5.98 54.28 ± 3.99 50.75 ± 4.06 44.35 ± 5.88 59.76 ± 5.88 66.07 ± 2.97

F1 (↑) 65.51 ± 1.45 73.15 ± 14.18 72.40 ± 3.91 62.40 ± 9.14 62.34 ± 6.09 50.78 ± 21.61 81.38 ± 1.22 82.38 ± 0.11
∆SP (↓) 5.13 ± 4.30 4.09 ± 4.56 6.82 ± 1.98 8.76 ± 7.82 7.99 ± 5.88 8.38 ± 4.93 3.93 ± 3.05 2.4 ± 3.11
∆EO(↓) 5.71 ± 5.85 4.62 ± 4.57 7.03 ± 3.94 10.44 ± 8.73 6.92 ± 6.02 8.29 ± 4.37 3.73 ± 1.05 1.1 ± 1.34

BAIL AUC (↑) 93.69 ± 1.27 97.17 ± 0.87 94.77 ± 0.82 94.87 ± 1.07 92.36 ± 1.40 86.86 ± 1.65 97.45 ± 0.09 98.01 ± 0.49
F1 (↑) 84.57 ± 1.34 93.40 ± 1.60 89.06 ± 1.67 87.57 ± 2.67 82.75 ± 2.43 79.00 ± 2.47 94.43 ± 0.63 95.48 ± 1.88

∆SP (↓) 6.88 ± 1.56 7.08 ± 1.17 7.14 ± 1.59 7.40 ± 0.76 7.31 ± 1.15 7.95 ± 1.55 6.45 ± 1.48 7.54 ± 1.09
∆EO(↓) 1.48 ± 0.93 1,14 ± 1.19 1.54 ± 1.26 1.12 ± 0.76 1.94 ± 1.35 3,16 ± 1.58 0.87 ± 1.21 0.64 ± 0.84

CREDIT AUC (↑) 67.36 ± 2.31 71.92 ± 1.95 67.956 ± 6.43 63.19 ± 3.67 66.64 ± 0.35 69.17 ± 0.52 65.75 ± 2.38 70.03 ± 1.39
F1 (↑) 80.06 ± 2.28 78.64 ± 0.71 72.28 ± 6.65 74.62 ± 1.07 84.42 ± 3.02 78.84 ± 1.02 86.36± 0.26 86.83 ± 0.15

∆SP (↓) 12.93 ± 5.36 10.54 ± 4.42 8.79 ± 6.86 9.39 ± 2.65 3.16 ± 1.61 14.298 ± 1.41 3.43 ± 1.67 3.47 ± 2.22
∆EO(↓) 11.40 ± 5.92 9.46 ± 4.36 8.87 ± 7.50 8.85 ± 3.12 1.97 ± 1.43 13.24 ± 2.65 1.67 ± 1.93 1.52 ± 1.84

In this section, we assess the proposed model’s performance on diverse tabular real-world datasets, encompassing German credit [3], Bail
[22] and Credit Defaulter [41].

3.1 Datasets

We used the following datasets:

1. German Credit [3]: The dataset consists of 1000 individual clients from a German bank, and these individuals, acting as nodes, are linked
when there is a significant similarity in their credit accounts. The main objective is to evaluate the credit risk level for each individual,
emphasizing the sensitive attribute of ’gender’.

2. Bail [22]: The dataset comprises 18,876 individuals granted bail by US state courts between 1990 and 2009. These individuals, serving as
nodes, are linked based similarities in their demographics and prior criminal histories. The primary goal is to categorize defendants as either
on bail or not, with a focus on the sensitive attribute ’race’.

3. Credit Defaulter [41]: The dataset includes 30,000 individual credit card holders, where these individuals, acting as nodes, are linked based
on high similarity in payment information. The main objective is to predict whether an individual will default on credit card payments, with
particular attention to the sensitive attribute of ’age’.



3.2 Experimental setup

We compare the proposed SCCAF framework with state-of-the-art plain node classification methods, including GCN [27], GraphSAGE [21],
and GIN [40]. Additionally, we assess its performance against fair node classification methods (FairGNN [12], EDITS [15]), as well as graph
counterfactual fairness method (GEAR [32]) and fair node representations for graph counterfactual fairness method (CAF [18])

For all databases, we adhere to the train/validation/test split methodology described in [18]. However, to ensure a more robust assessment
of our method alongside others, we compute the average results obtained from five random splits of the data into train/validation/test sets.

Each method under comparison is associated with its own set of hyperparameters, which undergo optimization through a grid search.
Subsequently, the model demonstrating the best performance for each method is selected. This standardized approach is consistently applied
across all methods being compared. Additionally, the learning rate is fixed at 0.01, and the random seed is kept constant.

For our proposed method, the parameters are set as follows: K is selected from {4, 6, 10}, K′ is selected from {10, 20}, α is selected from
{0.2, 0.1, 0.07}, β is selected from {0.1, 0.05, 0.01}, γ is set to 0.01, ω is set to 0.01, and η is selected from {0.1, 0.03}

Moreover, to ensure impartial evaluations, all methods undergo testing using identical train/validation/test splits. This uniform methodology
ensures fair and equitable comparisons across all evaluated methodologies.

3.3 Related fairness metrics

Researchers assess fairness for Graph Neural Networks across various fundamental levels. In their work [9], the authors classify fairness
evaluation metrics for Graph Neural Networks into prediction-level metrics, graph-level metrics, neighborhood-level metrics and embedding-
level metrics. In our work, we focus on prediction-level metrics, which we explain in this section.

Statistical Parity (SP) [12]: The statistical parity (SP) metric, also known as demographic parity (DP), requires that predictions made by the
model are independent of the sensitive attribute s. It is defined as follows:

∆SP = |P(ŷu = 1| s = 0))− P(ŷu = 1| s = 1)| (11)

Where ∆SP = 0 implies that all groups have the same selection rates, indicating complete fairness. Statistical parity measures the gap in
preferential treatment between different groups. However, it’s important to note that ∆SP does not consider whether individuals are qualified
or not, as it does not take into account the ground-truth label Y .

Equal Opportunity (EQ) [12]: This principle dictates that the probability of a positive outcome being predicted for instances in a positive
class should be the same for all subgroup members. It is defined as follows:

∆EO = |P(ŷ = 1 | y = 1, s = 0)− P(ŷ = 1 | y = 1, s = 1)|

Where ∆EQ = 0 implies equal true positive rates across subgroups, indicating fairness.

3.4 Method comparison

We assess the model’s performance. Table (1) presents the AUC and F1 score as percentages, along with their standard deviations across five
random splits, providing insights into node classification proficiency. In terms of fairness evaluation, guided by [11], we employ two widely
recognized group fairness metrics specifically, statistical parity (SP) ∆SP and equality parity (EO) ∆EO .

3.5 Effect of the proposed SCCAF for fair classification task

The results in Table (1) demonstrate that our proposed method can improve performance and fairness simultaneously. In the German database,
we enhance the AUC and F1 metrics, related to performance, from 59.76 and 81.38 in the CAF method to 66.07 and 82.38, respectively, while
∆SP and ∆EQ, related to fairness metrics, decrease from 3.93 and 3.73 to 2.4 and 1.1. In the Bail database, we enhance the AUC and F1
metrics, related to performance, from 97.45 and 94.43 in the CAF method to 98.01 and 95.48, respectively, and ∆EQ metric decreases from
0.87 to 0.64. In the Credit database, we enhance the AUC and F1 metrics, related to performance, from 65.75 and 86.36 in the CAF method
to 70.03 and 86.83, respectively, and ∆EQ metric decreases from 1.67 to 1.52. We can observe a significant improvement over other methods.
Therefore, we can conclude that if we can separate the content and environmental information in the best ways, both performance and fairness
increase simultaneously.

3.6 Effect of the Supervised Contrastive Loss

The proposed method incorporates two parameters: ω, which determines the weight of the Supervised Contrastive Loss in the total loss, and
η, which determines the weight of the Environmental Loss in the total loss. Figure (2) illustrates the accuracy and fairness performance as a
function of ω while other parameters are fixed (with α = 0.2, β = 0.1, γ = 0.01, and η = 0.1). Similarly, it shows the accuracy and fairness
performance as a function of η while other parameters are fixed (with α = 0.2, β = 0.1, γ = 0.01, and η = 0.1), using the test data from the
Bail database. Increasing ω and η generally leads to a trade-off between prediction performance and fairness, although the changes are not as
significant as those observed in CAF. Therefore, this paper aims to achieve our goal of improving accuracy and fairness simultaneously.



Figure 2: ∆EQ, ∆SP , AUC, and F1 percentages of the proposed model SCCAF as functions of the parameter ω and η in the Bail databases

4 Conclusion

In this paper, we introduced a novel framework called SCCAF, which enhances the CAF model for learning fair node representations. Sim-
ilarly to CAF model, the main objective is still to achieve fairness by imposing a notion of distributional independence in the latent space.
This is usually achieved by partitioning the latent representation into two parts : a content and an environmental information part. The content
information contains no sensitive attribute-related data, while all such information resides in the environmental part. The crucial aspect lies in
how we define the loss function to ensure both separation of the information and yet effective learning of both the content and environmental
information parts with relevant data. The loss function defined in the CAF method is not sufficient leading to separation but poor accuracy due
to a too large loss of information.

Hence we proposed to first use a Supervised Contrastive Loss, which yet requires to estimate the pseudo-labels of all samples. This ap-
proach improves the learning of the content information part. Furthermore, to improve the relevance of the environmental latent space and its
connection with the sensitive variable, we incorporated an Environmental Loss to ensure that for different sensitive attributes, their environ-
mental part also differs. By adding these losses to the CAF loss, we achieved our goal effectively, leading to increased fairness and accuracy
simultaneously. The results table and figures demonstrate that our proposed method outperforms CAF and other methods.
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