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DECISIONING 2023:  
The second workshop on “Collaboration in knowledge discovery and decision making.” 

In a knowledge society, the term knowledge must be considered a core resource for organizations. So, beyond being a 

medium to progress and to innovate, knowledge is one of our most important resources: something necessary to decide. 

Organizations that are embracing knowledge retention activities are gaining a competitive advantage. Organizational 

rearrangements from companies, notably outsourcing, increase a possible loss of knowledge, making knowledge 

retention an essential need for them. When Knowledge is less shared, collaborative decision- making seems harder to 

obtain insofar as a “communication breakdown” characterizes participants’ discourse. At best, stakeholders have to find 

a consensus according to their knowledge. Sharing knowledge ensures its retention and catalyzes the construction of this 

consensus. 

Our vision of collaborative decision-making aims not only at increasing the quality of the first parts of the 

decision-making process: intelligence and design, but also at increasing the acceptance of the choice. 

Intelligence and design will be done by more than one individual and constructed together; the decision is more 

easily accepted. The decided choice will then be shared. Thereby where decision-making could be seen as a 

constructed model, collaborative decision-making, for us, is seen as the use of socio-technical media to improve 

decision-making performance and acceptability. The shared decision making is a core activity in a lot of human 

activities. For example, the sustainable decision-making is the job of not only governments and institutions but 

also broader society. Recognizing the urgent need for sustainability, we can argue that to realize sustainable 

development, it must be considered as a decision-making strategy. The location of knowledge in the realization 

of collaborative decision-making has to be regarded insofar as knowledge sharing leads to improve collaborative 

decision-making: a “static view” has to be structured and constitutes the “collaborative knowledge.” Knowledge 

has an important role in individual decision-making, and we consider that for collaborative decision-making, 

knowledge has to be shared. What is required is a better understanding of the nature of group work”. Knowledge 

has to be shared, but how do we share knowledge? 

Decisioning 2023 is the second workshop on Collaboration in knowledge discovery and decision-making: It has 

been organized by six research teams from France, Argentina, and Colombia to explore the current frontier of 

knowledge and applications in different areas related to knowledge discovery and decision-making. The format 

of this workshop is hybrid (face-to-face or virtual), aims at the discussion and knowledge exchange between the 

academy and industry members. This workshop has been partially supported by STIC-AmSud projects: 

AGROFAIR (Agro- Knowledge Integration: Developing a FAIR data science approach for adding value to the 

agricultural supply chain) and AICODA: Artificial Intelligence COllaborative Decision making Agriculture.



 

This workshop was organized in the city of Popayan (Colombia) during June 21 to 23 – 2023, and brought 

together researchers from different countries and regions of       Colombia. Seven long articles, five short articles, and 

two posters were presented in this edition. 
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Abstract. Agriculture is a vital human activity contributing to sustain- able development. A few decades 

ago, the agricultural sector introduced the Internet of Things (IoT), playing a relevant role in precision 

and smart farming. IoT developments in farms require a lot of connected devices working cooperatively. 

It increases the vulnerability of IoT de- vices mostly because it lacks the necessary built-in security due 

to their constrained context and computational capacity. Additionally, storage and data processing 

connecting with edge or cloud servers are the rea- son for many security threats. To ensure that IoT-based 

solutions meet functional and non-functional requirements, particularly security, soft- ware companies 

should adopt a security-focused approach to their spec- ification. This paper proposes a method for 

specifying security scenarios integrating requirements and architecture viewpoints in the context of the 

IoT in agriculture solutions. The method comprises four activities. First, the description of scenarios for 

the intended software. After that, scenarios with incorrect system use should be described. Then, these 

are translated into security scenarios using a set of rules. Finally, the security scenarios are improved. 

Additionally, this paper describes a preliminary validation of the approach, which software engineers in 

Argentina and Colombia performed. The results show that the approach proposed al- lows software 

engineers to define and analyze security scenarios in the IoT and agriculture contexts with good results. 
 

Keywords: IoT · Quality Scenario · IoT Requirements · Smart Farming Industry 4.0 
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1 Introduction 

The International Telecommunication Union (ITU) defines IoT (Internet of the Things) as a "global 

infrastructure for the information society that provides ad- vanced services through the connection of 

objects (physical and virtual) relying on the interoperability of current and future knowledge and 

communication tech- nologies" [31]. According to [17] as an interconnected network, IoT contributes 

to making decisions based on the information collected, and its interaction does not need human 

intervention. The definition includes the concept of a Cyber- Physical system, which is a complex 

abstraction that requires a conceptual map [5] rather than a simple definition to state its concept. 

 

Regarding software development, requirements analysis is a critical activ- ity for defining software 

functionalities, attributes, and quality properties. This process is particularly different for software construction 

by using emergent tech- nologies like IoT. Traditional software development practices must adapt to these new 

technologies and business contexts [17]. Requirements engineering involves collaboration between clients and 

development teams for incorporating the right features into the finished product [27]. Inconsistencies between 

initial require- ments and the final product can lead to re-engineering processes, increasing the project scope 

and cost [26].  Requirements engineering works with both types of knowledge, explicit and tacit [1]. Tacit 

knowledge is difficult to communicate because experts and development teams often have different 

backgrounds and use distinct terminologies [20], making it challenging to elicit information from stakeholders. 

 

Software products are defined by a set of functional and non-functional re- quirements. The latter is 

responsible for the software product’s quality and is most frequently considered when developing an IoT 

system according to its spe- cific application domain [17]. A way to specify software requirements is to de- 

scribe use scenarios through storytelling techniques. This approach is effective because it is a way to 

incorporate details that are essential to provide a rich con- solidation of knowledge. Scenarios employ natural 

language, allowing experts to use them without complex formalisms. This makes them highly effective in 

promoting communication and collaboration among diverse groups of experts [3]. 

 

The main challenges associated with these requirements in developing these products are limited 

processing and storage capacity, performance reliability, availability, accessibility, interoperability, 

security, privacy, scalability flexibility, and context awareness [17, 19]. Following this reasoning, security 

is an aspect that is highly relevant in IoT-based software because it protects resources such as modules, 

code, and others from unauthorized access [19]. With scenarios, experts can describe various 

situations and work together to improve them, learning from one another in the process. This can be 

especially valuable when dealing with complex problems that require inputs from multiple perspectives. 

Overall, scenarios can be a powerful tool for fostering cooperation and achieving better outcomes in a 

wide range of domains. 

 

The software architect must consider designing the whole system when stake- holders identify security 

concerns rather than adding security technologies in an ad-hoc manner [15]. As Bruce Schneier points 

out [25], security is a process and a chain that is only as strong as its weakest link. Therefore, software 

providers must adopt a security-centric approach to designing and developing IoT-based solutions that 

conform to functional and non-functional requirements like secu- rity [14]. 

The agricultural sector now requires data collection and advanced technolo- gies to improve 

production while using limited resources. Sustainable agriculture can help preserve nature without 

compromising the needs of future enerations [6, 13]. The Food and Agriculture Organization (FAO) has 

identified population growth, resource scarcity, and degradation as key challenges. There is a need to 

increase efficiency, productivity, and quality in agrifood systems while protecting the environment [24]. 

To achieve this, new developments and technologies must be introduced to automate traditional farming 



 

methods and make farm labor more efficient. The Internet of Things (IoT) appears as technology to 

transform conventional processes [6, 13]. 

IoT systems encounter distinct security challenges when compared to tradi- tional IT systems 

primarily due to the presence of resource-constrained devices. These limitations make IoT systems more 

susceptible to a wide range of at- tack vectors, posing potential threats to their security [7]. Therefore, 

accurately identifying and understanding the specific security requirements is crucial when developing 

such systems. 

This paper proposes a scenario-based method for specifying the architec- ture’s security aspects. The 

method is composed of four essential activities. The first activity consists in describing scenarios of 

the intended software applica- tion. The second activity consists in describing scenarios related to the 

previous ones but referring to incorrect usage of the application. The third activity con- sists in 

applying a set of rules to map attributes from the previous scenarios to the architecture scenarios. 

Finally, the four activity consists in describing the architectural scenarios in more detail. Moreover, this 

document describes a preliminary evaluation of the proposed approach. Given the security challenges 

facing IoT agriculture, the research question in his paper is: how adequately elicit security 

requirements in IoT- based smart agriculture solutions? 

The paper is organized in the following way. Section 2 describes some back- ground about the 

scenarios. Then, section 3 describes some related work. Section 4 details our contribution, which is the 

proposed approach. Section 5 describes the tool to support the proposed method. Section 6 presents 

the preliminary evaluation. Finally, Section 7 discusses some conclusions. 
 

2 Background 

This section describes two types of scenarios. First, it describes scenarios that focus on the 

functionality of a software application. Afterward, the section describes scenarios that focus on 

architectural security concerns. 

2.1 Scenarios for describing functionality 

A scenario [3] is an artifact that describes situations (in the application or the software domain) 

using natural language. It describes a specific situation that arises in a certain context to 

achieve some goal. There is a set of steps (the episodes) to reach that goal. In the episodes, active 

agents as actors use materials, tools, and data as resources to perform some specific action. 

Although there are many templates to describe scenarios, this paper will use the scenarios 

proposed by Leite et al. [21]. Figure 1 summarizes the template. 

 

                       Fig. 1. Template for describing scenarios that focus on functionality. 

Let’s consider the following example that describes a scenario about how the irrigation system is 

activated. This task can be done in different ways regard- ing the technological infrastructure that the 

farm has. For example, an operator can manually start the irrigation by physically accessing the 



 

machine room with the pumps. In this situation, there is no IoT software application. This paper is 

going to focus on another scenario where a software application performs the activation of the pumps. 

For example, an agriculture expert evaluates the field conditions to determine whether irrigating is 

necessary and provides the infor- mation to the farm supervisor. Then, the supervisor activates the 

irrigation pipe through an IoT-based web application. Table 2 summarizes the situation. 

 

                      Fig. 2. Authorized attempt to start the irrigation system. 
 

The previous scenario describes an authorized person’s legitimate use of the software application to 

activate the irrigation system. This scenario could be similar to Use Cases or User Stories [20]. 

Nevertheless, the software system can be vulnerable to hack attacks, where a malicious user desires to 

break into the web software application to start the irrigation system just for fun or to destroy the crop. 

This incorrect and harmful description of the software application is related to misuse cases [12]. 

2.2 Scenarios for describing architectural security concerns 
 

Software architecture is the designing process of the system’s fundamental struc- ture and organization 

to achieve specific quality attributes, which are the criti- cal non-functional characteristics determining 

the system’s overall effectiveness. Quality attributes are specified through quality scenarios, which 

define how the system should behave under various conditions. A Quality Attribute (QA) Sce- nario is 

a specific, testable scenario that demonstrates how a quality attribute requirement is satisfied. A QA 

scenario is typically structured with an id, a stimulus that triggers the interaction with the software 

application, the environ- ment where the interaction occurs, the artifact affected, the response, and 

some quantitative description of the response. Table 3 summarizes the template. 

 

                        Fig. 3. Security scenario template. 

 

 

 



 

Security refers to the system’s capability to defend against danger, ensure its safety, and protect 

system data from unauthorized disclosure, modification, or destruction. Security involves protecting 

computer systems themselves through technical and administrative safeguards. Additionally, security 

can refer to the degree to which a particular security policy is enforced with some level of as- surance. 

The three fundamental types of security concerns are confidentiality, integrity, and availability. 

Confidentiality refers to the protection of data and processes from unauthorized disclosure or access 

by individuals or entities that are not authorized to access it. Integrity refers to protecting data and 

processes from unauthorized modification, intentional or accidental. It includes ensuring that data is 

not tampered with or corrupted during storage, processing, or transmission. And availability refers to 

the protection of data and processes from de- nial of service attacks or other forms of disruption that 

can prevent authorized users from accessing or using them. This includes ensuring that systems are avail- 

able and responsive when needed and that they can handle high levels of traffic or activity without 

becoming overloaded or crashing. Figure 4 describes an ex- ample of a security scenario that refers to 

the same situation of the requirement scenario described in Figure 2. 

 

                        Fig. 4. Security scenario example. 

 

3 Related work 

The complexity of IoT software applications is a concern identified several re- searchers. Thus, 

there are some proposals to deal with this complexity. Nguyen et al. [16] propose FRASAD, a 

model-driven software development framework to manage the complexity of Internet of Things (IoT) 

applications.  Karadu- man et al. [11] is another proposal to deal with the complexity. Their approach 

includes activities such as requirements development, domain-specific design, verification, 

simulation, analysis, calibration, deployment, code generation, and execution. Nevertheless, these 

proposals do not consider security, which is our main concern. 

 

Some other approaches consider the security issue, but it is considered in terms of 

implementation, while our proposal considers the security in terms of the specification of 

requirements. Cardenas et al. [2] propose a process and a tool to apply formal methods in Internet 

of Things (IoT) applications using the Unified Modeling Language (UML). They have developed a 

plug-in tool to vali- date UML software models regarding the design of a secure software application. 

Slovenec et al. [28] present a taxonomy of security requirements to consider them when designing and 

implementing the software application. El-Gendy et al. [7] propose a security architecture to 

provide security enabled IoT services, and provide a baseline for security deployment. The 

architecture solution outlined in this context plays a crucial role in addressing the security 

requirements of IoT systems. These security requirements are useful components of our security 

scenarios proposal. By focusing these requirements, we can effectively establish a robust security 



 

framework at requirements level. Sotoudeh et al. [29] study aims to establish security requirements 

for IoT systems, with a focus on en- hancing the security of smart home applications. The identified 

requirements complement our proposal as they introduce a significant vocabulary for express- ing 

security scenarios in the IoT and smart farm context. By incorporating these elicited requirements, we 

can effectively address the specific security challenges and considerations associated with IoT and 

smart farm environments. 

 

There are some approaches that consider security in requirements, but they do not emphasize 

the way to specify security requirements precisely. Iqbal et al. [9] present a literature review about 

an In-Depth Analysis of IoT Security Requirements, but the work they present does not refer about 

how to specify them. Özkaya et al. [18] proposal deal with different non-functional requirements: 

security, scalability, and performance. And they try to balance the different requirements or decide 

which one to satisfy when there is a conflict. Carvalho et al, [4] also deals with conflicts, but their 

approach deals with non-functional Requirements. 

 

Finally, Kammuller et al. [10] present an approach to specify security re- quirements for 

IoT applications. They combine a framework for requirement elicitation with automated 

reasoning to provide secure IoT for vulnerable users in healthcare scenarios. They map technical 

system requirements using high- level logical modeling. Then they perform an attack tree analysis. 

And finally, a security protocol analysis. Their work pays more attention to the tree analysis to 

identify the situation, while our approach pays attention to how to describe security requirements 

precisely. 

 
4 Our approach 

This section is organized in the following manner: firstly, we provide a description of the general 

approach, followed by a detailed explanation of each step. 

 
4.1 Our approach in a nutshell 

Our proposed approach consists of several steps. Firstly, we describe scenarios that outline the 

intended usage of the software. Next, we create scenarios that describe incorrect usage of the 

application in an attempt to exploit any vul- nerabilities. We then establish rules for converting these 

scenarios into security scenarios. Lastly, we refine and improve the security scenarios. Figure 5 provides 

a summary of our approach. 

 
4.2 Description of the scenarios with the correct use of the indented software application 

This step describes the scenarios that focus on the correct use of the software application 

regarding security concerns. This step should be executed by a re- quirements engineer or analyst 

(or a group of them) that must interact with the 

 

 
Fig. 5. Our approach in a nutshell. 

 

 



 

Experts of the domain (clients, users, and stakeholders in general) to capture the software 

application’s requirements and specify scenarios. Those should describe the functionality of the 

intended software, and they should also consider secu- rity concerns. That is why the analyst 

eliciting and defining scenarios should have some background in security non-functional 

requirements to consider this concern in the specification. The result of this step is a set of scenarios 

that describes the functionality like the one described in Figure 2. 

 

4.3 Description of the scenarios with the incorrect use of the indented software 

application 

 
This step consists in analyzing the scenarios described in the previous step to find security issues 

and describing the ones that explode the problems and compro- mise the security of the software 

application. Ideally, this step should be done by the same requirement engineer (or group of them) that 

participated in the pre- vious tasks. They should analyze every scenario in detail, and considering 

guides like the ones proposed by Gupta et al. [8] and Yazdinejad [32], they must describe scenarios of 

incorrect use of the software application. Basically, they should de- scribe scenarios that explode 

possible vulnerabilities.  

 

For example, considering the scenario that describes the correct use of the software application 

to activate the irrigation system (Figure 2), the requirements engineer can determine that the access 

to the system (and therefore the access to the activation of the pumps) determine a security breach. 

Hence, the analyst describes a scenario where an unauthorized person gets access to the software 

application and, consequently to the irrigation infrastructure). Figure 6 describes the complete 

scenario. 

 

 

                      Fig. 6. Unauthorized attempt to start the irrigation system. 

4.4 Derivation of security scenarios 

 
This step describes a set of rules to map the information contained in a scenario that describes 

the incorrect use of the intended system to obtain a first draft of a scenario to describe security 

concerns. It is essential to mention that the scenario with incorrect usage will not provide complete 

information about the security scenario. The rules proposed will use only four attributes (title, context, 

actors, and resources), and this information will be used to fill four attributes to the security scenario 

(stimulus, environment, source of the stimulus, and arti- fact). Therefore, with this information, the 

following step can refine the security scenario. Figure 7 summarizes the mapping between attributes 

of both types of scenarios. Following the example of the scenario that describes the incorrect use of 

the software application described in Figure 6, the scenario obtained applying the proposed rules is 

the one described in Figure 8. It is important to mention that this scenario (the resulting from the 

mapping rules) needs to be refined in the following step, which is why this simple mapped security 

scenario is still far from the security scenario (like the one described in Figure 4). 



 

 

                      Fig. 7. Mapping rules between attributes of the incorrect and security scenarios. 

                      Fig. 8. Mapping rules between attributes of the incorrect and security scenarios. 

 

4.5 Refinement of the security scenarios 

 
Some adjustments and improvements should be made to the scenarios derived from the mapping 

rules in the previous step. Some new information should be added, and some information should be 

rephrased. Consequently, the require- ments engineering should use his experience and knowledge to 

provide further information and paraphrase some others based on the elicitation meeting and his 

expertise in the field. For example, the identification of the security scenario should be provided. But 

this is a minor issue since the indication must be an id to identify the scenario inside the software 

development process, and it is more related to documentation definitions. Afterward, the attributes 

of stimulus, envi- ronment, source of stimulus, and artifact should be rephrased considering the in- 

formation obtained in the previous step. The attributes environment and source of stimulus mainly 

captured data from the same attribute in the incorrect usage scenario, so in the security scenario, 

the information should be split and divided into two attributes. Finally, the attributes response and 

response measure should be completed. Although the mapping rules do not provide information to 

meet these attributes, the information provided in the rest of the scenario provides the context 

necessary so the requirement engineers can describe these two attributes. It is important to mention 

that the response measure attribute, in particular, should be described with quantitative measures. 

Therefore, engineering require- ments should pay attention to that, although the tool described in 

the following section provides some support. Figure 9 summarizes the refinements. Then, the 

scenario described at the beginning of this paper in Figure 4 is an example of the scenario that 

this approach pursues to obtain. 

 

 

                       Fig. 9. Refinement to the security scenarios. 

Security scenarios in smart farms and IoT require a specific vocabulary for ac- curately expressing 

them. There are several concerns taken into account as part of these scenarios as propose [29]. One 

such concern is technology-dependent se- curity for IoT devices (artifact), which refers to the security 



 

measures required in the IoT context (environment). Another important aspect is the authentication 

of IoT objects and individuals (sources of stimulus) using various mechanisms to prevent or detect 

attacks (responses). These responses to potential security threats have several limits (response 

measurement). Requirements engineers could use this vocabulary as a lexicon and semiotic tool. 

 

5 Assessment of the approach 

5.1 Assesment Desing 

Our aim is to assess the acceptance of our approach by security experts in the context of IoT-

based smart agriculture, using the Technology Acceptance Model (TAM) to guide our evaluation. 

Specifically, we are interested in understanding how much our approach is accepted by this target 

audience. To evaluate the usefulness and ease of use of our approach, we have adopted the well-

known and widely used metrics of Perceived Usefulness and Perceived Ease of Use as defined in 

Fred D. Davis’s work. To this end, we have designed and administered a survey to a group of expert 

security professionals who are representative of our target audience and possess experience in 

eliciting security requirements. By administering the survey to a group of expert security 

professionals who are representative of our target audience and possess experience in eliciting 

security requirements, we will be able to gather valuable feedback and insights. These insights 

will help us identify areas of strength and weakness in our approach, and ultimately guide 

improvements that enhance its overall acceptance. 

 

5.2 Survey Application and Data Collection 

We conducted a survey with a group of five experts in the software and net- working security 

field. Prior to the survey, we presented our methodology to the group and spent approximately 40 

minutes discussing and addressing any ques- tions they had. Once we presented our approach, we 

administered a survey that included 17 closed-ended questions and three open-ended questions. The 

survey aimed to gather insights from the experts on the easy to use and usefulness per- ception of 

our method. Most of the experts found the proposed security scenario method to be a useful tool for 

specifying the requirements of agricultural IoT solutions. Half of the experts surveyed agreed that 

the proposed method simpli- fies the process of specifying security requirements, resulting in 

better quality and control of the specification. The experts noted that the proposed method is well-

defined, easy to understand, and flexible, making it ideal for defining sce- narios. Additionally, the 

evaluation revealed that the majority (over 60 percent) found it to be clear, well-structured, and 

interactive in its development. 

 

5.3 Results and Analysis 

While the method was generally perceived as useful and easy to use for devel- oping security 

scenarios, it was suggested that it needs to be more specific to determine its usefulness in practice. 

The experts suggested that the method can be enhanced to include specific aspects of cybersecurity, 

as well as development and implementation elements that are essential to ensuring the security of 

agri- cultural IoT systems. This would enable a complete specification of the security requirements 

of these systems. Furthermore, it was noted that users need to in- teract with the method to 

remember its steps. During the evaluation, experts identified some areas for improvement such as 

incorporating vulnerabilities and risks commonly found in IoT systems, considering different 

types of users and adversaries, and taking into account various attack vectors. 

 



 

By doing so, the proposed method can be further refined to better meet the needs of users and 

enhance the security of agricultural IoT systems, particularly adding this information in the lexicon 

associated. 

 
6 Prototype of the tool support 

A software tool was prototyped in order to provide support to the proposed approach. The tool 

was implemented in Python [22] using libraries such as Spacy [30], an nlp processing library and 

textblob [23]. This tool consists of a web application, that can be used on desktop computers as 

well as mobile phones. The application manages different projects and different kinds of artifacts 

using natural language. Scenarios are one kind of artifact, but the application can be extended 

easily to manage other artifacts (User Stories, Use Cases, etc.). The prototype provides support 

for the different activities of the approach. The prototype provides some edition form to allow users 

to write scenarios of correct and incorrect use of the software application. 

 

The prototype also provides a form to list all the scenarios describing the functionality of the 

intended software, and by selecting one or more scenarios, the prototype performs the derivation of 

security scenarios by applying the mapping rules proposed. Then, the security scenarios can be 

edited in order to improve their description. 

 

The prototype includes some natural language processing tools that make it possible to provide 

support to assist the requirements engineering to describe the security scenarios. For example, the 

prototype can verify the use of terms that belong to a glossary. Thus, using Lemmatization and 

Stemming techniques, the prototype can verify whether certain expressions are used. This is very 

important in the attributes of response to ensure the use of the correct technique to cope with the 

issue the scenario is describing. Another feature is the identification of quantitative descriptions. 

Natural language processing tools make it possible to assess whether this type of expression is 

present (for example, in the response measure attribute) to be sure that the scenario is correctly 

written. 

7 Conclusion 
 

This paper proposed an approach to describing security scenarios to design a robust software 

architecture considering IoT technology in the agricultural do- main. Developers of IoT 

applications should be concerned about security (and some other non-functional requirements) 

since the risk of exposing physical ar- tifacts to intruders is considerable. Moreover, it is difficult to 

identify the threat and design a countermeasure. Generally, these issues are identified when it is 

too late when some intruder explodes the vulnerability. Therefore, this paper presents a 

lightweight approach that begins with a description of the functional requirements. The misuse of 

the application is identified in order to design coun- termeasures to deal with it. The paper also 

described a prototype tool to help apply the proposed approach. Finally, a preliminary assessment 

was also pro- vided. 

 

The survey applied to five security experts found that the proposed security scenario method is 

generally useful for specifying agricultural IoT solutions, but needs improvement in certain areas. 

Experts suggested incorporating specific cybersecurity aspects, vulnerabilities and risks commonly 

found in IoT systems, and different types of users and adversaries. They also noted the method 

needs to be more specific and interactive for users to remember its steps. The results provide 

valuable insights for refining and improving the method to meet user needs and enhance security. 



 

Currently, the most widely used development process is agile development, but we propose a 

complementary and lightweight technique specifically for IoT applications the smart farm field. As 

future work, we aim to enrich the proposal with additional guidelines for writing scenarios for each 

stage. Additionally, fur- ther experimentation is necessary before we make the approach more 

complex. However, we firmly believe that the approach should be strengthened and made more 

robust. 
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Abstract. In the commercial processes of companies specialized in the elabora- tion of customized 

cakes, a negotiation activity is performed with the client to collaboratively create the design of the 

decoration of the product. Currently, this activity is performed through different digital communication 

channels, mainly WhatsApp chat and social network chats such as Facebook and Instagram, as these 

allow the exchange of images, facilitate synchronous or asynchronous com- munication, and a record of 

the conversations remains in the history. The current dynamics of e-commerce mark a trend oriented to 

the digital transformation of business processes, which is why the need to design a software tool that 

facilitates computer-assisted cooperative work has been identified. The objective of this re- search paper 

is to apply a methodological framework to incorporate Awareness mechanisms to the design of a 

software that will provide strategic support in the collaborative negotiation process with the purpose of 

improving communication and shared understanding among the actors of the pastry shop. To achieve 

the objective, the methodological framework proposed by the Awareness theory is applied for the 

development of the groupware, which is composed of five stages: Identify the objective of the Awareness 

information in the process to be inter- vened. Identify the components of the Awareness information in 

the communi- cation context. Modeling of the software process to achieve an integration of Awareness 

mechanisms in the business process to be intervened. Design of the information distribution strategy 

among the actors involved in the process. Cre- ation of the user interface with Awareness mechanisms. 

Keywords: Awareness, CSCW, Cake Decoration. 

 

1 Introduction. 
 

1.1 Context. 

 
In Colombia in 2022 it was determined [1] that 80% of Micro, Small and Medium En- terprises 

(MSMEs) are in a state of digital transformation, which consists mainly in the tactical appropriation of 

technologies that allow them to be more competitive, impro their productivity levels and better adapt to 

the dynamics, trends and challenges im- posed by e-commerce. 

 

For the case study, a microenterprise in the city of Popayán called Miski Pastelería was selected. 

The bakery is currently conducting a diagnosis of the digital status of the business [2] in order to start 

the process of formulating the digital transformation path, which will allow it to implement 

technological solutions relevant to its cultural context [3]. An analysis of all the processes involved in 

the elaboration of a customized cake in the Miski bakery was carried out. To facilitate the interpretation 

of its context, a modeling of the processes is made in Business Process Modeling Notation (BPMN)[4], 

which allows to identify graphically and categorically, the beginning (Customer Need), the three macro-

processes: Strategic (Commercial), Productive, Support, and the end of the process (customer 

satisfaction).

mailto:juanarboleda@unicauca.edu.co
mailto:ccollazo@unicauca.edu.co


 

 

Fig. 1. Model of the pastry processes. 

 
1.2 Brief description of the pastry processes. 

The process starts with the customer's need for the bakery. Regarding the needs of the pastry shop's 

customers, it was identified that 81% of the customer archetype cor- responds to women, 70% of 

whom are mothers, and 57% are between 25 and 34 years of age. These customers need 60% of the 

time a birthday cake for children between 0 and 10 years old. The design of a customized cake is the 

result of a collaborative process between the client and different members of the bakery, which is why 

each product is unique and unrepeatable. 

 

Strategic Processes (Business Processes). This macro-process is composed of four processes: 

Promotion, Contact, Negotiation and Sale. The Promotion process corre- sponds to all advertising 

activities, positioning and visibility in social networks and Internet search engines. In addition, 

marketing strategy activities (Get, Keep, Grow) are carried out to capture the interest, loyalty and 

recommendation of the customer ar- chetype described. The contact process is developed through 

various communication channels, the customer can go directly to the store and talk to the seller or can 

use digital media when they are geographically dispersed. In the Miski pastry shop 60% of con- tacts 

are made through the chat of (WhatsApp 40%, Instagram 35%, Facebook 25%), 10% by e-mail, 20% 

by phone calls, and 10% through the web. The activity carried out by the company in this process is 

to apply the customer service protocol; which, mainly consists of giving timely response to the 

quotations made and helping the cus- tomer to make decisions in front of the product. The customer 

frequently uses images of reference cakes that he/she has previously searched for on the Internet, or 

that he/she has seen in the bakery's catalog. The image is a support tool that allows the customer to 

express his desires, expectations and requirements for the customized product, and satisfies the 

limitations of natural language representation [5]. 

 

In the Negotiation process, a mediation is made between the customer's requirements (imagined cake 

object of desire), the company's production capacity, and the customer's purchasing power (what he is 

willing to pay) this activity is known as quotation. This negotiation is a collaborative process [6], as 

the customer, the vendor and the pastry chef have a common goal, to design a customized cake 

decoration for a special event. 

The negotiation process ends when a mutual agreement is reached regarding the for- mal 

characteristics of the product and its price. It is the duty of the bakery's salesperson to initiate the 

activities that correspond to the formal survey of the requirements of the customized cake. The 

requirements gathering is documented through the use of a paper form called an order form. The order 

form is in charge of storing the customer infor- mation (Id, contact...), the product delivery and 

distribution information (date, time...), and the information of the formal characteristics of the cake 

(Size, Flavor, Color, Type of Decoration). 



 
The productive macro-processes correspond to the materialization of the design of the cake product 

of the negotiation. To carry out this task, seven processes are carried out, categorized as follows: 

Production Process 1: Good Manufacturing Practices. Pro- ductive Process 2: Preparation of raw 

materials. Productive Process 3: Baking. Produc- tive Process 4: Decoration. Productive Process 5: 

Photographic Registration. Produc- tive Process 6: Packaging and storage. Productive Process 7: 

Distribution. At the end of the productive macro-processes, the project of elaboration of a personalized 

cake is finished, thus achieving the satisfaction of the needs of the company's client. To guar- antee 

the success of the productive macro-processes, there are the support macro-pro- cesses, whose core is 

composed of administrative processes, accounting management processes, human management 

processes, and resource management processes. 

 
1.3 Description of the observed problem. 

Particularly, ambiguities have been identified in the use of natural language to de- scribe the 

chromatic characteristics of the cake, for example: "I need it to be blue", the problem is that, with the 

colorants used in food, more than 50 different shades of blue can be achieved, therefore, there is a 

high probability that the blue color imagined by the baker is different from the color imagined by the 

customer. The decoration of a personalized cake obeys the theme of the event, and is loaded with a 

high symbolic [7] and emotional value [8], the emotional aspects of cake decoration make the client 

have very high design expectations, which generally imply a high degree of technical diffi- culty for 

the decorator, which translates into a high selling price of the product, and sometimes customers are 

not willing to pay such a high value, which is why the cus- tomer with the help of the seller and the 

pastry chef begin to make more realistic ex- pectations of the product and initiate a process of co-

creation to design the right cake for the customer's needs and budget, and that is within the production 

capabilities of the company. 

 

The paper format plays a fundamental role in the production processes; in addition to storing the 

customer's requirements, it is a communication object [9] that interacts with the different actors, 

processes and production units of the bakery. It was observed that copies of the order form are 

generated and sent to the accounting processes, where the information is recorded in the cash flow, 

daily balance, and income forms. Another copy goes to the client and is delivered as an invoice/ticket 

to receive the cake. The last copy goes to the production processes to be interpreted by the pastry 

chef/decorator [10]. 

 

When the pastry chef must read and interpret [11], [12] the paper format, problems of understanding 

arise due to different factors such as: the order form must be filled out in calligraphy by the salesperson, 

the salesperson must fill in more than 90 boxes where different data are requested to create a written 

description of the customer's wishes, the layout of the visual elements that make up the order form are 

subject to the size of the paper, This results in illegible texts due to the size of the font, or tight spaces, 

which, when filling out manually, force the overlapping of lines when writing, or that the writ- ten words 

overflow the margins of the form. These factors make it difficult for the baker to interpret the 

requirements, since the elicitation of requirements through paper forms is constantly susceptible to 

human error. 

 

The requirements documentation process, which is carried out in a traditional (hand- made) way, 

causes frequent spelling errors, legibility problems and crossings out, prob- lems for easy reading and 

interpretation due to the high rate of grammatical, syntax, semantic or pragmatic errors made by the 

person in charge, which directly affects the production processes, hinders mental processes related to 

hermeneutics [13] and there- fore reduces the understanding of the tasks to be performed by the pastry 

chef/decora- tor. This causes that the customized product is not elaborated under the requested re- 

quirements, and, therefore, generates a high degree of dissatisfaction, frustration and sadness [11] in 

the customer at the moment of receiving the product. For traditional bakeries, this situation manifests 

itself as a critical problem of communication and un- derstanding between production units, since the 

main processes depend on paper for- mats [10]. Therefore, it is presumed that the design of these 



 
formats does not allow the generation of a representation of an efficient mental model of the user [10], 

thus causing confusion, reprocessing and errors in repetitive tasks. 

 

To approach this problem, Section 2 of the article establishes a conceptual frame- work, which 

allows us to analyze the state of the art of the existing literature on the situation of the pastry industry. 

Section 3 defines a methodological approach to identify and apply awareness mechanisms in 

collaborative processes. In section 4, the method- ological framework defined is applied in the Miski 

bakery. Section 5 discusses the re- sults, and section 6 discusses future work. 

 

2 Conceptual Framework. 
 

It is necessary to investigate the existing literature to identify trends in technologies and 

methodologies that can contribute to the closing of technological gaps identified in the communication 

processes where customers and micro enterprises of the niche cor- responding to Bakeries / Pastry 

Shops participate collaboratively. 

The aim is to provide a possible solution approached from a scientific (Computing) and 

methodological (Design) approach, to the communication problems that affect the different actors 

when working as a team, due to cultural aspects [14] representation and understanding, which arise in 

business processes, and hinder understanding when cap- turing data related to the requirements for the 

development of customized cakes (Food Industry). 

 

Nucleus 1: Computer Science. The research in this area of knowledge focuses on software 

engineering. Emphasis is placed on the search of scientific literature related to the processes of 

elicitation and requirements analysis. In addition, it is important to inquire about modeling languages. 

It is desired to know the application of models, methods and tools provided by collaboration 

engineering; therefore, it is important to investigate about the concepts related to Groupware, 

Awareness, Thinklets and spe- cially to shared understanding in virtual environments. 

Nucleus 2: Communication and graphic design. It is very useful to learn about meth- odologies and 

processes related to user-centered design (UCD) and culture-centered design (CCD), since these 

methodologies allow a detailed and empathetic understand- ing of the context of the actors involved 

in the process to be intervened. In addition, these methodologies favor the creation of software models 

with better levels of com- munication and understanding between users, thus generating a better 

interaction. 

 

Nucleus 3: Business Administration / Food Industry. In this area of knowledge, it is of interest for 

the research to analyze the trends, dynamics and processes of companies in the gastronomic sector, 

particularly in the market niche corresponding to pastry shops specialized in the elaboration of 

customized cakes, for this reason, it is necessary to investigate the existing literature on the food 

industry and the technological innova- tions that exist in this field such as 3D printing of food, 

biodegradable packaging, and environmentally friendly manufacturing. It is necessary to know case 

studies where optimization or automation of production systems is performed through software, to 

analyze the impact of digital transformation in supply chains, in the manufacture of customized 

artifacts, and in customer service processes, and thus, to obtain references of technologies applied to 

the food industry. 

 

Systematic literature mapping. For the selection of the subject of the systematic map- ping a 

research protocol [15] consisting of three phases was designed: First, the prepar- atory phase, whose 

activities consist of: Identifying the thematic nuclei related to the situation or problem to be addressed. 

Perform a critical and strategic analysis of each thematic nucleus. Analyze the key words, categorize 

them and make a list of selected words. Second, execution phase: Create and apply inclusion and 

exclusion criteria. Construct the final search string. Execute the search string. Select the database. 

Compile found studies. Narrow down articles. Perform snowball sampling. Third, documen- tation 

phase: Categorize articles by level of relevance and contribution. Conduct a lit- erature review. 

Analysis of main findings and trends. Draw conclusions. 



 
The key words of each core are listed and categorized from the most general to the most specific 

thematic areas according to their level of contribution to the project. A superficial search is performed 

in the meta-search engine Scopus, using the filter: (Search within: Article title, Abstrack, Keywords). 

This work was carried out for each term to estimate its potential in terms of number of publications. 

For the construction of the search string, the keywords considered to be of greatest relevance and 

contribu- tion to the research should be selected, and it should also be verified that there is a 

considerable number of articles. 

 

Search chain. (( ( "Awareness" AND "groupware" AND "CSCW" AND "Work- space" ) ) OR 

(("Cake design" OR (“Gastronomy” AND “Supply Chain”)) OR ("Food industry" AND "Bakery" 

AND "software") OR (“collaborative cooking” OR “cake Decoration”)) OR ((“Semiotic Engineering” 

AND “Usability”) OR (“User Experience” AND “Web Design” AND “User Interfaces” AND "User 

Centered Design") OR (“Se- miotic Engineering” AND “collaborative design”))) ANDNOT (("health" 

OR "Farm- ing" OR "farm" OR "Agriculture" OR "Chemical" OR "tourism" OR “Video” OR 

“Medical” OR “chemistry” OR “Healthcare” OR “School” OR “Medical images” OR “fruits”)) 

A total of 114 related documents were obtained as a result of applying the search string. An analysis 

was carried out and those articles considered to contribute to the interests of the project were selected. 

Twenty-three articles were identified that are aligned with the research interests of the project. This is 

equivalent to 20.17% of the total number of documents resulting from the search chain. The articles 

were evaluated and categorized according to their level of contribution in order to narrow down the 

research. At the time of narrowing down the 23 resulting articles, the following results were obtained: 

6 articles categorized as being of greater relevance and contribution (26.08%). 7 articles were 

identified as highly relevant (30.43%). 5 articles defined as medium relevance (21.73%). 5 articles 

identified as low relevance (21.73%). It can be concluded that 56.51% of the articles delimited are 

considered for in-depth literature review. In the process of analysis and documentation of the findings, 

researches such as CakeVr [16] validate the relevance of the communication problem identified in the 

collaborative activities of cake shops. A language pattern for collaborative cooking [17], and 

interactive cake decorating models [18] were identified. The most important theoretical contribution 

is related to the methodological framework for designing col- laborative systems with awarenes 

mechanisms [19]. 

 

On the other hand, in the area of software process engineering [20], the main contri- bution is in the 

understanding and identification [21] of critical processes that can be supported through software. In 

the area of Semiotic Engineering the contributions are related to the construction of graphical 

interfaces oriented to communicability and un- derstanding [22] based on elements of Culture-

Centered Design [22] & User-Centered Design [23] and tools were discovered to perform an emotional 

evaluation of the usa- bility [24], Interaction [25] and Accessibility of the software model. 

 

3 Methodological Framework. 
 

Collaborative work involves the effort of two or more people to achieve a common goal [26], 

collaborative work increases group efficiency, fosters social relationships and improves individual 

well-being [27] Understanding the characteristics of group work enables the design of appropriate 

information technology to support collaborative work processes. CSCW studies the impact of 

technology on group interaction within shared virtual spaces [19] For efficient interaction, it is 

important that members feel part of the group and obtain sufficient information to perceive, understand 

and adapt to the shared work environment. This contextual information, which group members need to 

reduce metacognitive effort, is known as awareness [19] Awareness mechanisms require the 

identification of the type of information that is needed for the group mem- bers to understand and 

adapt to the shared work environment. 

 

Awareness mechanisms require identifying the type of information to be provided, information 

distribution strategies, and a method of representing contextual infor- mation. Group members interact 

through artifacts or direct communication channels and must be aware of other group members 



 
(activities, changes, states...). In groupware, people can communicate information either explicitly, or 

implicitly through interaction with shared artifacts, which involve non-verbal, more symbolic 

communication. 

 

The methodological framework for designing collaborative systems with awareness mechanisms 

[19] is based on five stages: Awareness goals and support: consists of identifying the type of 

information that the members of the work group should perceive, and the context in which it is 

produced. Awareness Information identification: allows to obtain a semantic interpretation of the 

information model and to give it meaning. Modeling, it is necessary to define and model the 

information to be provided and its content once the awareness objectives have been established. 

Distribution allows to have an explicit knowledge of the information and its mechanisms for 

socialization. awareness User Interfaces: define how the awareness information is going to be repre- 

sented to be used. 

 
4 Application of the Methodological Framework to design collaborative 

systems with awareness mechanisms for the Miski bakery. 

The methodology is applied to the case study of the pastry shop Miski in the city of Popayán. 

 

PHASE 1: Awareness Information Goals.  
 

It is necessary to determine the most im- portant type of Awareness to successfully perform the activity 

of negotiating the re- quirements of the customized product. To design the decoration of a cake in a 

collabo- rative manner requires synchronous or asynchronous interaction between the three main actors 

identified in the process, which are geographically dispersed: the customer, the seller and the baker. 

At the beginning of this process, it is necessary for the client to obtain information regarding the status 

of the other members of the group, i.e. the client wants to know if there is another human being 

accompanying him/her in the process, who that person is, what expertise he/she has, what position 

he/she holds, will he/she understand my tastes and desires for the cake, etc. Another relevant factor is 

the level of urgency with which the customer needs the product, if the level is low, the commu- nication 

is generally asynchronous, but if the level of urgency is high, the communica- tion is synchronous. 

 

The cultural context in which the customer's special event takes place directly influ- ences the 

customer's imaginary construct of the cake. Due to the limitations to describe the cake through natural 

language, the client uses images of reference, which visually allow him to make explicit his 

requirements regarding the product, for this reason, it is important that the client is informed about the 

shared work space, because that is where the decoration design is going to be made, therefore, first, he 

must be able to visualize the cake (work area), second, the client must know the different tools and 

decoration possibilities that the software allows (context), as well as its restrictions and third, the client 

must have a practical understanding of each of the steps (Activities) that are fol- lowed for the 

elaboration of a personalized cake, thus, through the information provided by the software, the client is 

guided or immersed in the decoration process. Each ele- ment used in the workspace is a visual 

metaphor that emulates the elements and utensils used in the decoration station, therefore, it must 

provide a context and a background meaning, so that the client can use them and thus achieve the 

desired design, also gen- erating a good user experience. 

Every time a client generates a design, this information is available so that the pastry chef, from his 

perspective and expertise, can make recommendations to improve the aesthetic quality of the product, 

to achieve this activity, it is necessary to have clear information about the preferences and interests 

shared by the client. 

 

 

 

 

 



 
Table 1. Different types of awareness in pastry business processes. 

Awareness Importance Explanation 
Group High The customer wants to know about her cake design partners. 

Workspace Very High The customer must be able to visualize the cake and interact with the 

decoration elements in the shared workspace. 

Context Very High The customer must be familiar with the tools and elements that make 
up the shared workspace. 

Peripherial Low For the time being, they are not considered important. 

Activity Very High For the pastry chef, it is important to know and visualize the 

customer's requirements and the latest modifications to the product. 

Availability High The customer wants to know when the salesperson or pastry chef is 

available to provide support if needed. 
Perspective Very High The salesperson needs to capture and understand the customer's 
expectations and desires for the cake. 

Community High The customer expresses his ideas in front of the cake, the baker helps 

to make aesthetic decisions and the salesperson calculates and informs the costs of the product. 

Presence Medium the salesperson must be informed each time a customer enters the 

shared workspace. 

Rhythm Medium The customer wants to track the processing status of his product. 

 

PHASE 2: Awareness Information Identification. 
 

Component 1: People. 

 

2.1.1. People's Structure: Social norms, Conventions, and roles. In the negotiation process, the 

three main actors of the process (Client, Pastry Chef, Salesperson) interact directly. The salesperson 

must act according to customer service protocol, must respond as quickly as possible, and must be very 

courteous and polite following social norms. The salesperson is the mediator between the natural 

language used by the customer and the technical language used by the pastry chef and must also capture 

all the customer's requirements for the product in order to calculate the costs. The pastry chef is the 

expert in decoration, his role is to guide the customer in the decoration decisions, to achieve aesthetic 

quality levels, and to capture all the requirements, expectations and desires of the imagined product. 

The client is the actor who initiates the process, needs a cake, gets in touch, shares information about 

how he imagines the product object of desire, and expects his expectations to be fully satisfied. In 

short, the customer communicates his ideas, the pastry chef cooperates with his expertise in the design 

of the cake deco- ration, and the seller coordinates the requirements, costs, and available resources. 

 

2.1.2 People's State: Availability, activity and emotions. The salesperson needs to be informed about 

the customer's emotions during the interaction with the shared work- space artifacts, e.g., is everything 

going well, is the customer confused, does the cus- tomer need help? The customer must know if 

he/she has the company of a human in the process. The pastry chef must understand the customer's 

need for support and know the degree of satisfaction with the product decoration. All stakeholders must 

visualize the current status of the customized cake. 

 

2.1.3. People's Location: Presence, distance, visibility, space-place, and metaphors. The 

negotiation process is done through digital media because they are geographically dispersed, the shared 

workspace to be designed for the software is a metaphor of the processes, it is based on the production 

logic followed by the company, it simulates in the virtual environment the elements of decoration, the 

utensils that are used in the company, and the decoration space, which gives context to the artifacts 

with which the customer interacts when designing the cake. 

 

2.1.4. People's actions: events and distortion (aggregation, animation, etc.). The pastry chef 

must be informed and updated regarding changes made by the client to the decoration of the product. 

Likewise, he/she must be informed about the raw material inventories that are necessary for the 

elaboration of the product, he/she must know the availability of human resources, time and raw 

materials during the negotiation process with the client in order to determine the production capacity of 



 
the company. The Client must be aware that each action performed in the cake decoration activity in 

the shared space work has a cost, for example; each figure or decoration motif that is added to the cake 

has a price, therefore, the more figures, the higher the monetary value of the cake. The client with his 

actions, and if he is well informed, can adjust the price of the cake to his purchasing power or 

established budget. The salesperson in his role as coordina- tor is in charge of generating the order 

form according to customer requirements and decoration elements used in the shared space, and his 

duty is to guide the customer's actions so that the process is satisfactory. 

 

2.1.5. People's activity: activity and goals. The software design is based on the pro- duction 

logic where first the size of the cake is chosen from different options ranging from ¼ of a pound (8 

portions for the client) to 4 pounds and can be from 1 floor to 3, also its shape is defined (round or 

square). Second, the flavor is chosen, where the cus- tomer must select their favorite flavors, and even 

make combinations, or choose any type of filling available. Third, the customer must choose the base 

color, and finally the type of decoration is chosen, each activity is sequential, and the change of activity, 

tasks to be performed, and the tasks performed, or achievements obtained are explicitly re- ported. 

 

2.2. Component 2: Task or project. 
 

2.2.1. Task structure: process planning. The salesperson should guide the customer and let 

him/her know how the shared workspace behavior works. The client in the shared workspace must be 

able to easily understand the dynamics and mechanics of decorating a cake virtually. The pastry chef 

must know the complexity of the decoration to be able to organize his work team in production (number 

of people in the team, ex- pertise of the work team). 

 

2.2.2. Task or project state: state-based workflow. The customer must obtain infor- mation 

regarding each phase of decoration performed, and must be able to evaluate the interaction experience, 

and ask for help if necessary. The salesperson must follow up and must know when all the tasks have 

been completed in order to generate the order form, and the Pastry Chef needs to be updated to know 

in which task the customer needs support, or if he/she can start the productive macro-processes. 

 

2.3. Component 3: Resources. 
 

2.3.1. Resource structure: spatial and semantic networks. In the shared virtual work- space, 

interaction artifacts that emulate furnishing elements and utensils are in charge of providing 

information regarding their use, value and formal characteristics. It is the task of the vendor to 

familiarize the customer with the concepts assigned to each inter- active artifact, creating a network of 

meanings associated with each phase of cake dec- oration. Being able to visualize the cake in the shared 

work area allows to generate a shared understanding among the actors involved in the process. 

 

2.3.2. Resources state: availability. Make informed decisions and plan contingent actions by 

knowing the state of resources, e.g., knowing how many decoration elements are being used and their 

cost. 

 

2.3.3. Resources location: availability and resource discovery. In the shared virtual space, 

artifacts are virtual representations of physical objects that are available for the customer to decorate 

his cake. 



 

PHASE 3: Modeling.  

 
To model a collaborative process in UML, a collaboration dia- gram can be used. This diagram shows 

how the elements interact with each other to achieve a common goal. First, the key elements must be 

identified: start by identifying the key elements involved in the collaborative process, such as users, 

systems and re- sources. Then a collaboration diagram is created. Add awareness information elements 

to the diagram. The interactions between the elements are established, showing the communications and 

data exchanges that occur during the collaborative process. Then labels are added to the communications 

and data exchanges to describe the type of mes- sage being sent. implement constraints. If there are 

constraints on the process, such as response time or resource availability, the diagram is analyzed for 

constraints. The di- agram is reviewed and validated. 

It is important to keep in mind that collaborative processes are often complex and may require several 

collaboration diagrams to fully model all interactions. It is also important to document the collaborative 

process in a specification or requirements doc- ument so that all stakeholders can clearly understand how 

it works. 

 

PHASE 4: Distribution.  

 

The following are used for the distribution of awareness in- formation: 

 

4.1 Notification Mechanisms. Notification mechanisms are very important to guide the client during 

the decoration process through the graphical interface. 

 

4.2. User-driven discovery. The information design allows the user to discover within the interface 

the Logical Model to decorate a cake, the client is guided through a series of steps. 

 

PHASE 5: Awareness User Interfaces.  

 
A prototype of a graphical interface is de- signed where the awareness mechanisms are applied. The 

interface is a metaphor that simulates in a virtual way the work space that exists in a pastry shop, simulates 

the tools and utensils necessary for the decoration, and invites the client to follow a collaborative design 

process, where he has the possibility to interact and visualize 3D graphics with the rendering of the cake 

decoration. The interface must be composed of the following awareness mechanisms. 

 

People structure: It is necessary to identify the role of each actor in the cake design process. For the 

client it is important to differentiate the seller from the baker. The graphic interface will make use of 

avatars to identify each actor, and the tasks in which each actor can actively collaborate, and their 

hierarchy will be presented in a kind of organization chart. 

 

People's status: Different people's statuses can be represented, the first one is the availability status, 

which determines if the communication is going to be synchronous or not. When the actor is available, 

a green circle will light up around the avatar image, blue when the actor is busy or slow to respond, and 

gray when the actor is not available. It is important to evaluate the emotional states of the actors, mainly 

that of the custom- ers, since they are not as familiar with the interface as the bakery workers. In this 

case the avatar will have the ability to represent emotions through its facial gestures, so it can represent 

emotions that can be generated at the time of design as: Confusion if you do not understand the task to 

be developed, or can represent sadness if the customer is frustrated because it fails to successfully 

complete a task, or can represent happiness, if everything is going in order. If a group member notices a 

negative emotion in the cli- ent's avatar, it is his or her duty to go immediately. To generate support for 

the task being performed in order to generate a good user experience. 

 

 

 

 

 



 

 

 

Placement of people: The idea is to generate a visual metaphor in the virtual envi- ronment that 

simulates the cake decorating station, so that the customer can interact with the design artifacts and can 

immersivity decorate the cake. 

 

People actions: The customer can logically interact with the artifacts that are used in the cake 

decorating process, each interaction with a design element. Each time an object is interacted with, it responds 

by enlarging its size to make it easy to identify and manipulate. In the interface a diagram is designed that 

represents the activities and tasks and indicates in certain tasks what actions have been performed by the actors 

in the process. 

 

People's activity: An activity log is generated that allows the actors to track changes and 

modifications made in each activity and its corresponding tasks, this allows group members to be informed 

of developments against the product design. 

 

Task structure: A structure of activities is created whose workflow is similar to the decoration 

process in the real environment, through four basic steps such as choosing the size, choosing the flavor, 

choosing the topping and its color, and choosing the dec- oration design. Each of the activities is supported 

by a series of tasks that allow at the end of the process to have an accurate visual representation of the 

requirements that the customer has in front of the cake. 

 

Resource structure: Each task is related to a particular type of resource, for example, when choosing 

the flavor of the cake, the available flavors must be shown in the inter- face, and so each structured activity is 

in charge of its own resources. 

 

Status of resources: For the customer it is important to know the availability of dec- oration elements 

that he has to achieve his goal, he must also know the value of each element, for this task, an element counter 

is designed that adds up the price of each object used exactly, so that the customer can know when the type 

of decoration chosen exceeds his budget, and so he can have control over his expenses. In the same way, the 

pastry chef must know what resources he has available for the elaboration of the cake. 

 

5 Discussion of results. 
 

By applying the methodological framework, it was possible to identify the actors involved, their roles 

within the process, their specific activities and tasks, and to cate- gorize the activities into three types: 

individual, cooperative, or collaborative. 

By identifying the roles and tasks of each actor (Table 2), the awareness mechanisms necessary to support 

the collaborative process can be established. 

 

Table 3 shows the type of awareness mechanisms assigned to each activity of the negotiation process. 

The process of defining the elements of decoration is used to ex- emplify the type of awareness elements that 

were used at the time of designing the prototype of the client interface for this activity (Figure 2). 

 

To satisfy the client's needs for awareness information during the process of defining decoration elements, 

a low-resolution prototype of the client's interface was designed, where the semiotic representation of the 

awareness mechanisms applied and the type of information, they transmit can be graphically visualized 

(Table 4). When validating the graphical user interfaces designed with awareness mechanisms with the actors 

in- volved, a high degree of acceptance was identified by the users because the design of the metaphor that 

simulates the virtual environment of decorating a cake is based on business logic, and takes part of the 

symbolic language of the environment to generate a shared vocabulary, which allows generating a better 

understanding compared to the paper format, since the groupware tool to be designed allows visualizing in 

real time how the personalized cake looks like. 

 



 

 
Table 2. Table of participation in the negotiation process of a cake. 

 

Activity / Roles Custome

r 

Salesperso

n 

Pastry 

chef 

type 

Request for quote x   Individual 

Respond to request  x  Individual 

Define delivery conditions x x  Cooperative 

Define type of celebration x x  Cooperative 

Define cake flavor x x x Collaborative 

Define cake size x x x Collaborative 

Define decoration elements x x x Collaborative 

Define price of the cake. x x x Cooperative 

 

 
Table 3. Table of Awareness mechanisms used in each activity within the negotiation 

process of a customized cake. 

Activity / Roles 
   Awareness Mechanisims   

Customer  Salesperson Pastry chef 
 

Request for quote 
- People´s State: Availability 

Respond to 

request 

Define 

delivery 

conditions 

Define type 

of celebration 

 

 

Define 

cake flavor 

 

 

 
Define 

cake size 

 

 

 
 

Define 

Decoration 

elements 

 

 

 
Define price 

of the cake. 

 

 

 

 
People's action: Event alert 

- Norms: Time constraint 

- People´s State: Availability 

- Task Structure: workflow 

- Task State: started / in process / 

done 

- Task Structure: Workflow. 

- Resources State: 

Availability 

- People`s 

Actions: decision 

tracking. 

- Task State: started / in process / 

done 

- Task Structure: 

Workflow. 

- Resources state: 

Availability 

- People`s 

Actions: decision 

tracking. 

- People´s State: Availability 

- Task Structure: Workflow. 

- Resources state: 

Availability 

- People`s Actions: 

Event Modify (add, move, quit) 

- Task State: started / in process / 

done 

- People´s Action: Perspective. 

 

 

 

- Task Structure: Workflow. 

- People`s 

Actions: price 

tracking. 

- Task Sate: Done 

- People´s State: Availability 

- People's action: Event alert 

- People´s Activity: goals 

- People's action: Event alert 

- Resources state: 

Availability 

- People´s State: Availability 

- Task State: started / in process / 

done 

- Task Structure: 

Workflow. 

- Resources State: 

Availability 

- People`s 

Actions: decision 

tracking. 

- Task State: started / in process / 

done 

- Task Structure: 

Workflow. 

- Resources state: 

Availability 

- People`s 

Actions: decision 

tracking. 

 

 
 

- People`s 

Actions: decision 

tracking. 

- Task Sate: Done 

 

 

 
 

- People`s 

Actions: decision 

tracking. 

- Task Sate: Done 

 

 

 

 

 

 
- People´s State: Availability 

-Task State 

- People´s State: Emotions 

- Task Structure: 

Workflow. 

- Resources State: 

Availability 

- People`s 

Actions: decision 

tracking. 

- Task State: started / in process / 

done 

- Task Structure: 

Workflow. 

- Resources state: 

Availability 

- People`s 

Actions: decision 

tracking. 

- People's action: Event alert 

- People´s Action: Perspective. 

- People´s State: Availability 

- Task Structure: Workflow. 

- Resources state: Availability 

- People`s Actions: 

Event (modify). 

- Task State: started / in process / 

done 

- People´s State: Emotions 

- People`s  

 

- Actions: decision 

tracking. 

- People´s State: Emotions 

- Task Sate: Done 



 

Table 4. Association of the information needs of the client, the assigned awareness 

mechanism, and its graphical representation in the interface. 

Activity Define decoration elements 

 

Customer needs 
Awarenes

 
Mechanisims 

Graphical representation on the 

interface 

 
The client should be aware of 

the cost of his choices before 

finalizing the process. 

- Task State: started / in process / 

done 

 

 

Fig. 2. prototype image of graphical user interface with awareness mechanisms. 

The customer needs to know if 
the pastry chef is available. 

- People´s State: Availability 

The customer needs to know 
where he is in the process and 
what the tasks are. 

- Task Structure: Workflow. 

The customer needs to know 
what resources are available to 
perform the task. 

- Resources state: 
Availability 

The customer needs to visual- - People`s Actions: 
ize the effect of his actions. Event Modify (add, move, quit) 



 

Fig. 3. Avatar representing the pastry chef during the decoration process, this awareness infor- mation 

mechanism allows to guide the customer during the activities. 

6 Conclusions and future work. 
 

The prototype was validated with the actors of the bakery, and feedback was received to improve 

the interface and the workflow. The importance of the articulation of the natural and technical 

language within the processes and their graphic representation was emphasized. 

 

Using awareness mechanisms in the negotiation process of the bakery improves the understanding 

and comprehension of the requirements of the customized cake. It allows the customer to make 

informed decisions regarding the cost of his requirements, increases motivation since he can 

visualize the imagined product, strengthens relationships between people since the customer does 

not feel alone, on the contrary, he knows that he can count on the support of experts whenever 

necessary and generates an improvement in satisfaction levels due to the reduction of 

misunderstandings caused by communication problems. 

 

A clear example is the awareness mechanism that allows the client to be informed about the cost 

of his decoration decisions. The placement of this element before the "next" button (end activity) 

allows the client to reflect and mediate between his expec- tations and his budget before moving on 

to the next activity. 

 

In the future, it is expected to be more formal in the notation and to be able to apply more precise 

methodologies [28], when describing collaborative processes that need awareness mechanisms 

within a groupware system. 
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Abstract— Good requirements (correct, consistent, unambiguous, etc.) are crucial to software 

development success. Errors made in the requirements stage can cost up to 200 times if they are 

discovered once the software is delivered to the client. Natural language artifacts are the most used tool 

to write requirements, since they are understandable by the both parties that participate in the software 

development: the stakeholders and the development team. Nevertheless, natural language can introduce 

many defects (ambiguity, vagueness, generality, etc.). Formal reasoning is a good strategy to check 

whether requirements satisfy the attributes of good requirements or not, but formal reasoning cannot be 

applied to natural language specification with defects. Thus, this paper proposes an approach to write a 

good specification and obtain knowledge from it. The approach uses a particular lexicon, the glossary 

LEL, and it suggest guidelines to write good specification, and it also suggest rules to obtain knowledge 

(concepts and relations) from the glossary LEL. The paper also presents a prototype to assist to this 

approach, and a preliminary evaluation of the approach. 

 

Keywords- Requirements specification, knowledge representation, natural language, artificial 

intelligence 

 

1. Introduction 
 

Good requirements are crucial to software development success. If requirements are not good, the 

software application developed from them will not satisfy the need, wishes and expectations of the 

stakeholders. Moreover, if requirements are not good, a lot of work will need to be done to repair the 

software application to satisfy their needs. It is estimated that errors made in requirements stage can cost 

up to 200 times if they are discovered when the software is delivered to the client [7]. 

 

The expression “good requirements” has a broad meaning. There are many characteristics that are 

desirable that a software specification has. Does not matter if the development process is agile with 

minimum of documentation or if it classic with an orthodox software requirements specification of 

hundreds of pages. It is desirable that the specification would be correct, consistent, unambiguous, etc. 

These are called quality attributes. Although it is impossibly to satisfy all of them, since there is a huge 

effort of rework to correct errors, it is necessary to invest the effort in trying to produce the best specification 

as possible. 

 

Natural language is the most used tool to write requirements [21]. Requirements are specified usually 

requirements engineering or business analysts, and they should interact with the stakeholder who has the 

requirements and the knowledge to include in the software application. And the specification also needs to 

be understandable and precise enough so the software development team can develop the application from 

it. Natural language specifications are understandable for these both sides [26]. Nevertheless, natural 

language can introduce many defects: ambiguity, vagueness, generality, etc. [6]. 

 

Formal reasoning means infer knowledge from a specification. For example, considering an 

agriculture specification that states that “plants need water, and tomato is a plant”, it can be inferred that 

“tomatoes need water”. It is necessary to have requirements without defects originated by the natural 

language in order to make possible the forma reasoning [25]. Moreover, with forma reasoning it will be 

possible to automatize many tasks in order to obtain good requirements [15] [17]. For example, consistency 

is one of the quality attributes of the specification. And consistency means that there is no contradiction in 

any given pairs of requirements. Having the specification “plants need water, tomato is a plant, and tomato 

does not need water” it can inferred that “tomato needs water and tomato does not need water”. Since it is 

a contradiction, it can be concluded that the specification is not consistent. 
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The glossary LEL is a semi structured artifact with the goal of describing the language of the domain. 

The glossary LEL is easy to learn, it is easy to use, and it has good expressiveness. We have used the glossary 

LEL in many domains, some of them very complex, and we had good results. Cysneiros et al. [11] report 

the use of LEL in a complex domain as the health domain. The glossary LEL uses natural language to 

describe the language, but it also categorize the vocabulary in 4 categories: subjects, objects, verbs and 

states. The description of each term is done through two attributes: notion and behavioral responses. Thus, 

the glossary LEL is more than a simple glossary, it represents the knowledge of a domain (captured through 

its language) in natural language. 

 

The concept of the kernel sentence was introduced in 1957 by linguist Z.S. Harris [16] and featured 

in the early work of linguist Noam Chomsky [10]. Kernel sentences are also known as basic sentences. 

They are declarative constructions, in active voice, always affirmative with only one verb. We argue that 

the use of kernel sentences in the description of the glossary LEL, as well as some other guidelines to make 

the natural language near a controlled language, allow us to obtain a good specification. 

 

Having a good specification, it is feasible to perform a formal reasoning to infer new knowledge. 

Nevertheless, before performing formal reasoning, it is necessary to synthetize the knowledge captured in 

the language through the glossary LEL. Thus, this paper proposes an approach to obtain the knowledge 

(concepts and relationships) from a glossary LEL. The inference of the new knowledge is outside the scope 

of this proposal. This paper also presents a prototype, that is, a tool to assist during the application of the 

proposed approach. Moreover, a preliminary evaluation of the approach is also described. 

 

The rest of the paper is organized in the following way. Section 2 describes some background about 

glossary LEL and kernel sentences. Section 3 reviews some related work. Section 4 details our contribution 

namely, the proposed approach. Section 5 describes the tool to support the process. Section 6 presents the 

preliminary evaluation. Finally, Section 7 discusses some conclusions. 

 

2. Background 
 

This section describes basic concepts of the glossary LEL and the kernel sentences. 

 
2.1. Glossary LEL 

The Language Extended Lexicon (LEL) is a glossary that describes the language of an application domain, 

where not necessarily there is a definition of a software application. The glossary LEL is tied to a simple 

idea: “understand the language of a problem without worrying about the problem” [19]. The language is 

captured through symbols that can be terms or short expressions. They are defined through two attributes: 

notion and behavioral responses. Notion describes the denotation, that is, the intrinsic and substantial 

characteristics of the symbol, while behavioral responses describe symbol connotation, that is, the 

relationship between the term being described and other terms (Fig. 1). Each symbol of the LEL belongs to 

one of four categories: subject, object, verb or state. This categorization guides and assists the requirements 

engineer during the description of the attributes. Table 1 shows each category with its characteristics and 

guidelines to describe them. 

 
Category: symbol 

Notion: description 

Behavioral responses: 
Behavioral response 1 
Behavioral response 2 

Fig. 1. Template to describe a LEL symbol 

 
           Table 1. Template to describe LEL symbols according to its category 
 

Category Notion Behavioral Responses 

Subject Who is he? What does he do? 

Object What is it? What actions does it receive? 

Verb What goal does it pursue? How is the goal achieved? 

State What situation does it represent? How this situation is checked? 

 

Let’s consider a bank domain where there are clients that open account in order to save money. The 

client can deposit money into his account, and he can also withdraw money if the account has a positive 

balance. In this simple example there are many terms that should be defined into the glossary LEL to capture 

the language. For example, “client” should be a symbol of subject category. Then, “account” 



 

should be a symbol of object category. “Deposit” and “withdraw” should be symbols of verb category. 

Finally, “positive balance” should be a symbol of state category. According to the template described in 

Table 1, the symbols “client”, “account”, “withdraw” and “positive balance” are described in Table 2. 

 

The behavioral responses of symbol “client” describes just two responsibilities: to open and to 

withdraw money, but there are other for example to deposit that is not mentioned. Then, the behavioral 

responses of the account only describes the responsibility of the bank to calculate interest, but the 

responsibilities of the client: open, deposit and withdraw should also be mentioned if the glossary LEL is 

complete. Then, the behavioral responses, of the verb “withdraw” describe how the task if performed by 

the bank, who first reduces the balance, then check if the resulting balance is positive, and in that case 

provide the money to the client. Otherwise, the balance is increased to its original value and no money is 

provided to the client. Finally, the behavioral responses of the state “positive balance” describe in detail 

what “positive” means. In this cases, it means greater or equal to zero. 

 

 
Table 2. Glossay LEL symbols for the banking example 

 

Category Notion Behavioral Responses 

Subject: 

Client 

Person that saves money in the 

bank. 

The client opens an account. 

The client withdraws money from the 

account. 

Object: 

Account 

Instrument used by the client to 

save money. 

The bank calculates interest for the 

account. 

Verb: 

Withdraw 

Act of extracting money from an 

account. 

The bank reduces the balance of the 

account. 

If the account has a positive balance the 

bank provides the money to the client. 

If the account has not a positive balance 

the bank increases the balance of the 

account. 

State: 

Positive 

balance 

Situation where the account has 

money. 

The balance is greater or equal to zero. 

 

2.2. Kernel Sentences 

A kernel sentence is a simple construction with only one verb. It is also active, positive and declarative. 

This basic sentence does not contain any mood. It is termed as “kernel” since it is the basis upon which 

other more complex sentences are formed. 

 

For example, Fig. 2 describes two kernel sentences. The first one states that a subject (“client”) 

performs an action (“opens”) on a certain object (“account”). The second sentence has the same structure 

while it describes a different action (“deposits”) and the object is a little bit more complex because it states 

that the object “money” is deposited into the object “account”. Fig. 3 shows two sentences that are not 

kernel. The first sentence (“The client deposits money and calculates interest into the account”) has two 

verbs, that is why it is not a kernel sentences. Moreover, the sentence is partially correct, since it is true that 

the client deposits money into the account. But, it is not true that the client calculates the interests. It is the 

bank who performs this calculation. That is why simple (kernel sentences) are suggested to describe 

specification. A simple sentence is more probable to be completely true or false. The second sentence (“The 

account is opened”) is written in passive voice, while kernel sentences should be written in active voice. 

Since it is written in passive voice, the subject of the sentence (“the account”), is not the subject who 

performs the action. In fact, the real subject who performs the action is not mentioned. According to the 

example provided, the real subject should be “the client”, but it could also be the company that the client 

work for and the company is the one who decided to open an account to pay his salary. These are two simple 

examples about how can kernel sentences writing style help to improve specifications. 



 

The client opens an account. 

The client deposits money into the account. 

Fig. 2 Kernel Sentences 

 
The client deposits money and calculates interest into the account. 

The account is opened. 

Fig. 3 No Kernel Sentences 

 

3. Related works 
 

Vu et al. [34] propose a method to transform specification to source code. Their approach systematically 

extracts the formal semantics of ARM instructions from their natural language specifications. Although 

ARM is based on RISC architecture and the number of instructions is relatively small, there are various 

series including Cortex-A, Cortex-M, and Cortex-R. Their approach applies translation rules enriched by 

the sentences similarity analysis. 

 

Some other proposal deal with more abstract representation of the knowledge, for example data base 

table, schemas or object oriented designs. Geetha et al. [14] identify the schema and relationship of a data 

base from the natural language requirements specification. Their work starts with identifying the table 

schema and their properties. Then the Primary Key attribute is identified based on adjectives. It is done 

with rules and also with a machine learning component trained with statistical data. The relationships are 

identified using the primary key to identify the Foreign Key. 

 

Bargui et al. [5] propose and approach to specify requirements through a template that represents the 

concepts of a decision making process. They also provide a linguistic pattern for the acquisition of analytical 

queries. This pattern facilitates the automatic analysis of the queries without being too restrictive to the 

writing styles. 

 

Kuchta et al. [18] propose a method and a tool to extract concepts based on a grammatical analysis 

of requirements written in English without the need to refer to specialized ontology. These concepts can 

be further expressed in the class model, which then can be the basis for the object-oriented analysis of the 

problem. The method uses natural language processing techniques to recognize parts of speech and to divide 

sentences into phrases and also the WordNet dictionary to search for known concepts and recognize 

relationships between them. 

 

Rigou et al. [28] are concerned about a formal or a semi-formal model description of functional 

requirements in the context of a model-driven engineering approach, where a platform-independent model, 

is used to derive automatically or semi-automatically the source code of a system. They claim that generally, 

the approaches use a predefined set of rules which impose several restrictions on the way a specification is 

written. Thus, they propose a deep learning approach. 

 

Then, there are proposal that deals with conceptual model earlier in the software development life 

cycle. For example, domain models, concepts, and entities, some approaches are based on syntactic rules 

and some other are enriched with semantic. Shen et al. [31] propose an approach to assist the phases of 

requirements elicitation and analysis using masked language models, which have been used to learn 

contextual information from natural language sentences and transfer this learning to natural language 

processing (NLP) tasks. They claim that the masked language models can be used to predict the most likely 

missing word in a sentence, and thus be used to explore domain concepts encoded in a word embedding. 

Their approach extracts domain knowledge from user-authored scenarios using typed dependency parsing 

techniques. They also explore the efficacy of a complementary approach of using a BERT-based masked 

language models to identify entities and associated qualities to build a domain model from a single-word 

seed term. 

 

Szwed et al. [33] propose an approach to extract concepts from unstructured Polish texts with special 

focus the morphological forms. Since Polish is a highly inflected language, detected names need to be 

transformed following Polish grammar rules. They propose a method for specification of transformation 

patterns, which is based on a simple annotations language. Annotations prepared by a user are compiled 

into transformation rules. During the concept extraction process the input document is split into sentences 

and the rules are applied to sequences of words comprised in sentences. Recognized strings forming concept 

names are aggregated at various levels and assigned with scores. 



 

Lit et al. [20] presents an approach that employs LSTM-CRF model for requirement entity extraction. 

Their proposal consist of four phases: (i) model construction, where it is built a LSTM-CRF model and an 

isomorphic LSTM language model for transfer learning; (ii) LSTM language model training, where it is 

captured the general knowledge and adapt it to requirement context; (iii) LSTM-CRF training, where it is 

trained the LSTM-CRF model with the transferred layers; (iv) requirement entity extraction, where it is 

applied the trained LSTM-CRF model to a new-coming requirement, and automatically extracts its 

requirement entities. 

 

Wang et al. [35] propose an approach that selects frequent verbs from software requirement 

specification documents in the e-commerce domain, and built the semantic frames for those verbs. Then 

the selected sentences are labeled manually and the result is used as training examples for machine learning. 

They also correct the parsing result of the Stanford Parser. During the labeling process, they adopt a 

sequential way in which the previous labeled results will be used to construct dynamic features for the 

identification of the subsequent semantic roles. 

 

Sadoun et al. [29] presents an approach that model the domain knowledge through an ontology and to 

formally represent user requirements by its population. Their approach of ontology population focuses on 

instance property identification from texts. They use extraction rules automatically acquired from a training 

corpus and a bootstrapping terminology. These rules aim at identifying instance property mentions 

represented by triples of terms, using lexical, syntactic and semantic levels of analysis. They are generated 

from recurrent syntactic paths between terms denoting instances of concepts and properties. 

 

Finally, some approaches are concerned in obtaining knowledge representation similar to our 

proposal. 

 

Schlutter et al. [30] propose a knowledge extraction approach based on an explicit knowledge 

representation of the content of natural language requirements as a semantic relation graph. Their approach 

is fully automated and includes an NLP pipeline to transform unrestricted natural language requirements 

into a graph. They split the natural language into different parts and relate them to each other based on 

their semantic relation. 

 

An et al. [1] explore a set of state-of-the-art pre-trained general-purpose and domain-specific 

language models to extract knowledge triples for metal-organic frameworks. They created a knowledge 

graph benchmark with 7 relations for 1248 published metal-organic frameworks synonyms. 

4. The proposed approach 
 

This section describes the proposed approach. First, it describes the generality of the approach, that consist 

of three steps: (i) glossary LEL description, (ii) glossary LEL revision, and (iii) knowledge extraction. 

Then, every of the step is described in a different subsection. 

 
4.1. Our approach in a nutshell 

The proposed approach has the objective of obtaining a synthetic representation of the knowledge captured 

in the language of the application domain captured through the glossary LEL. 

 

The proposed approach needs the knowledge as input and produces a knowledge representation as 

output. The knowledge can be obtained from different sources. It can be obtained mainly directly from the 

stakeholders, though interviews or other type of technic (focus group, questionnaires, etc.). But the 

knowledge can be obtained from documentation. 

 

Thus, the proposed approach is thought to be applied by a requirements engineer or a business analyst 

who describe the glossary LEL, review it and finally synthetize the knowledge. Moreover, the approach 

can be used not only by one persona, many people can participate. That is, many requirements engineering 

can participate describing the glossary LEL in a collaborative way. Moreover, stakeholder experts of the 

domain can participate writing symbols of the glossary LEL. That is why, the approach consists of three 

steps: (i) glossary LEL description, (ii) glossary LEL revision, and (iii) knowledge extraction. When more 

than one person participate of the construction of the LEL, the step (ii) is vital. Nevertheless, when only 

one person participate, and the volume of information is huge, the step (ii) is also vital. Moreover, the need 

of a tool to automatize the revision is crucial. 

 

 

 

 

 



 

Summing up, the proposed approach can be applied in different situations: (i) to summarize 

documents produced by other people, (ii) to consolidate and summarize documents produced by only one 

analyst eliciting from multiple sources, and (iii) to consolidate and summarize documents produced 

collaborative by a group of analyst or experts. 

 

The three steps that compose the proposed approach are: (i) glossary LEL description, (ii) glossary 

LEL revision, and (iii) knowledge extraction. The first step proposes a set of guidelines to help people to 

describe the glossary LEL. The second step proposes a set of guidelines to review some aspects of the 

description. Some revision (not all of them) are linked with guidelines of the step (i). Finally, the step (iii) 

provides rules to obtain knowledge from the glossary LEL specified, which is described in terms of concepts 

and relations. Fig. 4 summarizes the approach. 
 

Unstructured Knowledge from the domain 
 

 

 
 

 
 

 
 

 
 

 
 

 

Knowledge 

Fig. 4. Our approach in a nutshell 

 

Let’s consider the glossary LEL described in Table 2. We can assume that is was described in the step 

1 of the proposed approach, and reviewed in the step 2. In fact, the example of the Table 2 satisfies all the 

guidelines suggested. If step 3 is applied to that LEL it will obtained that the concept “client” and the 

concept “account” are linked by the relation “withdraw”. Then, the whole relation (“client”, “withdraw”, 

“account”) is restricted by the condition “positive balance”. 

 

4.2. Step 1, guidelines to write the glossary LEL 

This section describes every one of the six guidelines proposed to describe the glossary LEL. There are 

some other proposals about how to describe the glossary LEL. Some of them suggest the basic template 

described in Table 1 and some other suggests specific structures [2] [3] [Antonelli 2023]. These guidelines 

reinforce the need to use kernel sentences and reference to symbol already defined, and moreover, this 

guidelines provides suggestion about how to write compound sentences using subordination (if then), 

negation (no) and coordination (and). Finally, these guidelines also consider the use of state symbols in 

subordination expressions. The rest of the section describes and provides example for every one of the 

guidelines. 

 

Guideline 1. Sentences to describe behavioral responses must suit kernel sentences philosophy. 

Behavioral responses of every category (subject, object, verb and state) must be written according to the 

philosophy of kernel sentence, that is, an explicit subject followed by only one verb in turn followed by 
an object that receives the action. Fig. 2 shows examples of sentences well written according to this 

guideline that are used to describe the behavioral responses of the symbol “client” in Table 2. 

 

Guideline 2. Terms used to describe behavioral responses must be defined in the LEL glossary. This 

guideline suggest that the subject, the verb and the object mentioned in the previous guidelines, should also 

be symbols already defined in the glossary LEL. For example, the symbol “client” defined in Table 2, has 

the following description in the behavioral responses “The client opens an account. The client withdraws 

money from the account.” If it is considered that Table 2 has a complete description of a glossary LEL, the 

symbols “client”, “account” and “withdraws” are defined. But the symbol “opens” is not defined and it 

should be defined according to this guideline. 

 

Glossary LEL description 

Glossary LEL revision 

Knowledge extraction 



 

Guideline 3. Use subordination (if then) in behavioral responses of verb symbols to describe 

conditions. Let’s consider the example of verb “Withdraw” in Table 2. One of the behavioral responses 

states “If the account has a positive balance then bank provides the money to the client.”. That means that 

the bank only provides the money to the client, when the account has positive money after reducing the 

balance with the amount that the client want to withdraw. That is, it is checked whether the balance remains 

positive after the extraction. It is important to mention that the application of this guideline is not a 

contradiction to the guideline 1, since the use of a subordination requires kernel sentences, although there 

are two kernel sentences in the same sentence, there are still kernel sentences associated. 

 

Guideline 4. State symbols should be used in the condition of a subordinated sentence. Since the state 

symbols describes situation, this situation should be used as a condition of the subordinated sentence. 

Moreover, the condition should be included in the kernel sentence. For example, let’s consider the verb 

“Withdraw” in Table 2. One of the behavioral responses states “If the account has a positive balance then 

...”, “positive balance” is a state symbol describe in Table 2, and the expression “the account has a positive 

balance” suit the rules of kernel sentences. 

 

Guideline 5. Use negation (not) to invert a condition or an action. For example, the verb “Withdraw” in 

Table 2 contains a behavioral response that states “If the account has not a positive balance, then ...”. 

Nevertheless, the negation can be used to deny some behavioral response. That is, behavioral response of 

subject for example, describe all the activities that subject can perform. The symbol “client” defined in 

Table 2, has the following description in the behavioral responses “The client opens an account. The 

client withdraws money from the account.” Generally, (and according to guideline 1 that recommends the 

use of kernel sentences that should be positive by definition), behavioral responses should be positive. 

Nevertheless, some times, it is very important to make explicitly definition that something cannot be done. 

In this case, the negation can be used. For example, considering a bank that only works with organization 

and not with private clients, the responsibility of opening account relies on the organization and not into 

the client. Thus, a behavioral response of a client could state “The client does not open an account”. 

 

Guideline 6. Use coordination (and) to join two subjects, objects or kernel sentences. Although 

multiple kernel sentences can be written, using the coordinator “and” more simple and natural sentences 

can be written. For example, instead of writing “The client deposits money in the account. The bank deposits 

money in the account”, it could be written “The client and the bank deposits money in the account”. 

 
4.2.- Step 2, guidelines to review the glossary LEL 

This section describes some guidelines to review the glossary LEL described with the guidelines of the 

previous sections. These guidelines are simply a way of checking whether the previous guidelines were 

used correctly. Although these guidelines can be used as a checklist after some description was done, the 

following section describes a prototype that can perform these checks automatically. 

 

Guideline 1. Check for explicit subject and only one verb written in active voice in a behavioral 

response. This guideline has the objective to be sure that kernel sentences are used to describe behavioral 

responses. Thus, the use of only one verb, written in active voice should be used. Moreover, the sentence 

should have at least one explicit subject. 

 
Guideline 2. Check for the definition of every subject, verb and object in a behavioral response. This 
guideline complements the guideline number 2 of the previous section. The objective is to check that every 

element (with semantic meaning) used in a sentence is describes within the glossary LEL. 

 

Guideline 3. Check for the definition of every condition of a subordination as a state. This guideline 

complements guideline number 4 of the previous section. The objective is similar to the objective of 

guideline 2 of this section. 

 

 

 

 

 

 

 

 

 

 

 

 



 

Guideline 4. Replace modal verbs with a subordination. The expression “The client withdraws money 

from the account” states that the client is allowed to do that and he will do it when he need. If a modal verb 

is used “The client might withdraw money from the account” it means that there is certain condition. Thus, 

the sentence should be rewritten as “If (some condition related to the client) then the client withdraw money 

from the account” 

 

Guideline 5. Rephrase expressions with “no” to be sure of expressing prohibition. Guideline 5 of the 

previous section suggest the use of negation to invert a condition or an action. When it is used to invert an 

action, that is, to state that some subject does not do some action, it is important to be sure that the 

description states a prohibition to perform that action. For example, the expression “The client does not 

open an account” can be rephrased as “The client is not allowed to open an account” to be sure that a 

prohibition is described. 

 

Guideline 6. Check for unambiguous terms used in notion. When technical specification are written, the 

goal to be precise and unambiguous is naturally pursued, that is why it is not added a complementary 

guideline in the previous section. Nevertheless, it is important to pay attention to this issue and to consider 

this guideline for the revision. Although this guideline can be applied manually, maybe the tool support 

using some tool of word-sense disambiguation is more useful. 

 

4.3.- Step 3, knowledge extraction 

This section describes some rules to extract knowledge form the glossary LEL described and reviewed with 

the guidelines of the previous sections. 

 

Rule 1. Concepts are obtained from symbols of subject and objects categories. Considering the glossary 

LEL described in Table 2 two concepts are obtained: “client” and “account”, the first one is a subject and 

the second one is an object, but both of them are concepts. 

 

Rule 2. Relations are obtained from symbols of verbs categories. Considering the glossary LEL 

described in Table 2 one relation is obtained: “withdraw”. According to the behavioral response of the 

symbol “client”, this action (“withdraw”) relates the concepts “client” and “account”. 

 

Rule 3. Conditions are obtained from symbols of state categories. Considering the glossary LEL 

described in Table 2 one condition is obtained: “positive balance”. 

 

Rule 4. Relations obtained by rule 2 are restricted by conditions. Considering the glossary LEL 

described in Table 2 the state: “positive balance” gives origin to a condition. This state is mentioned in 

the “withdraw” verb that gives origin to the relation between “client” and “account”. Thus, the whole 

relation (“client”, “withdraw”, “account”) is restricted by the condition “positive balance”. 

5. Tool support 
 

A software prototype was implemented that can be used to support the application of the proposed 

approach. The prototype is a web application implemented following a service-oriented architecture. The 

core of the application and its services are implemented in Python [27], while the web component is 

implemented with Django [12], and the APis are implemented with Flask [13]. Python [27] is also used to 

communicate to the Spacy [32] and NTLK libraries [23] used to deal with natural language processing. 

 

The application is responsive, that means, the interface of the application adapts itself to the device 

used: a computer (desktop or laptop) or mobile device (phone or tablet). Thus, the application provides a 

variety of platforms to be used and experts will have a wide range of possibilities to contribute with 

knowledge acquisition. 



 

 
The prototype implements two roles of users: (i) administrators of the projects and (ii) experts. The 

administrator of the tool can create project and the experts contribute with knowledge to the projects. The 

prototype is in fact a framework, since it can manage different type of artifacts based on natural language 

(Fig. 5). And the prototype also is easily extended to perform different process to derive more information 

from the artifacts. 

 
Class LelElement(): 

symbol (length = 255, label “Symbol”) category 

(length = 10, label “Category”) Notion (length = 1000, 

label “Notion”) 

BehavioralResponses (length = 1000, label “Behavioral responses”) 

 

Fig. 5. Configuration of artifacts 
 

The prototype uses Spacy [32] and NLTK [23] libraries to perform natural language processing. The 

POS (part of speech) tagging is an appropriate tool to determine the revisions suggested by guideline 1 as 

well as the identification of modal verbs mentioned in guideline 4. Then, word disambiguation is another 

powerful tool mentioned in guideline 6. Then, guidelines 2 and 3 requires to check the presence of some 

words as symbols of the glossary LEL. In order to do that, the stemming and lemmatization tools are very 

useful, since they convert words to their root form in order to make the comparison.   Fig. 6 shows how the 

tool check kernel sentences. 

 

 

 
Fig. 6. Kernel sentence checking 

 

The framework Plant UML [24] is used to display the model (Figure Fig. 7). 

 

 

Fig. 7. Knowledge represented graphically



 

6. Evaluation 
 

The proposed approach was evaluated, although the prototype was not used in the evaluation because 

the goal of the evaluation was to assess the perceived usability of the proposed approach instead of 

evaluating the tool. 

 

The Systems Usability Scale (SUS) was used to perform the evaluation [8] [9] in terms of the usability 

of the proposed approach. Although SUS is mainly used to assess usability of software systems, it was 

probe to be effective to assess products and processes [Bangor 2008]. 

 

The System Usability Scale (SUS) consists of a 10-item questionnaire; every question must be 

answered in a five-options scale, ranging from ”1” (” Strongly Disagree”) to ”5” (” Strongly Agree”). 

Although there are 10 questions, they are related by pairs, asking the same question but in a complementary 

point of view in order to obtain a result of high confidence. The questions are the following: 

 

1.- I like to use this approach. 

2.- I find this approach to be more complicated than it should be. 3.- 

I think the approach is simple and easy to use. 

4.- I need technical support to use this approach. 

5.- I find the approach functioning smoothly and is well integrated. 6.- 

I think there are a lot of irregularities in the approach. 

7.- I think most people can learn this approach quickly. 8.- 

I find this approach to be time-consuming. 

9.- I feel confident using this approach. 

10.- I think there are a lot of things to learn before I can start using this approach. 

 

The participants of the evaluation were 5 students (with an age average of 24.8 years old) that participate 

in research project. It is important to mention that all of the students have experience in industry since in 

Argentina, students generally begin to work in industry in second year of their undergraduate studies. 

Thus, participants are suitable to this evaluation since they have experience in reading specification and 

deciding about the understandability of it. So, their opinion about whether the knowledge summarization is 

good or not to is important to us. They received training on the proposed approach and they were requested 

to answer the questionnaire. 

 

The calculation of the SUS score is performed in the following way. First, items 1, 3, 5, 7, and 9 are 

scored considering the value ranked minus 1. Then, items 2, 4, 6, 8 and 10, are scored considering 5 minus 

the value ranked. After that, every participant’s scores are summed up and then multiplied by 2.5 to obtain 

a new value ranging from 0 to 100. Finally, the average is calculated. The approach can have one of the 

following results: “Non acceptable” 0-64, “Acceptable” 65-84, and “Excellent” 85-100 [22]. The score 

obtained was 88.5. Thus, the approach can be considered as “Excellent”. 

 

6. Conclusions 
 

This paper has presented an approach to obtain knowledge specification from a natural language 

specification. Particularly, we proposed the use of the glossary LEL to capture the language of the domain, 

hence, its knowledge. The proposed approach consists in a set of guidelines to help to capture and organize 

the natural language specification, in order to obtain the knowledge. The knowledge obtained can be used in 

different way. It synthetizes the glossary LEL, so it can be used to provide a global view. But it also make 

possible to infer new knowledge, and this is very important to provide complete and consistent specifications, 

moreover if we consider that they use natural language. This is our main further work. We plan to extend 

this proposal to infer knew knowledge to be used to add to the glossary LEL so stakeholder can validate and 

use them. And also to identify inconsistencies and conflict, so they can be solved. Another further work is 

related to improve the glossary LEL with a categorization of subjects as countable and uncountable. This 

categorization will make possible to be precise in certain descriptions involving them. We plan to enrich the 

LEL with magnitudes (numbers with a unit) and categorical elements (a list of possible value). We think that 

both characteristics are important to write precise specification and obtaining inferred knowledge. Particularly, 

this will make possible to verify requirements and designing tests from it.
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Abstract. Software quantum developers need to implement efficient so- lutions taking 

advantage of the quantum computing properties. However, quantum computing is still in its early 

stages, and software development that exploits the advantages of quantum computing remains 

a challenge, as a lot of methodologies and tools are rooted in the essential concepts of classical 

computation. In this paper, we introduce the Iberoamerican Seedbed for Quantum Software 

Engineering initiative, which aims to pro- mote research, innovation, and teaching at the 

intersection of software engineering and quantum computing. The initiative will facilitate joint 

research and innovation projects, staff and student exchange programs, and seminars and 

workshops. It will also establish a network of quantum simulators, create a learning program for 

quantum software engineering, and disseminate research findings to the scientific community 

and the public. 
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1 Introduction 
 
The principles of quantum mechanics were established by Max Planck and Niels Bohr. Since then, 
advances in both quantum hardware and quantum information theory have made Quantum 
Computing an undeniable reality. 
 

Quantum computers rely on the use of quantum bits or qubits, the basic unit of information 
in a quantum computer, instead of to the classical bits in traditional computers. These qubits use 
the quantum concepts of superposition and entanglement to open the gates to a new type of 
computing. The use of superposition allow qubits to be on multiple states at the same time, until 
they are measured. While entaglement allow qubits to be related to other qubits in a way that their 
state cannot be described independently of the state of the others. 

 

The use of these properties allow quantum computers to solve bounded- error quantum polynomial 
time problems (BQP). A class of decision problems solvable by a quantum computer in polynomial 
time within a margin of error. It is suspected that BQP contains P and that there are some problems 
in the BPQ class which are outside the P class. 

 
To be able to address BQP problems, quantum developers need to implement efficient algorithms 

that take advantage of the quantum properties. There are already some well-known algorithms of 
this type like Grover algorithm [4] that searches in an unordered database faster than any classical 
algorithm or Shor algorithm [7] that factorizes an integer faster than any known classical algorithm. 

 
 
 
 
 
 
 



 

However, as classical software engineering has demonstrated, is not enough to develop efficient 
algorithms. Modern software solutions are complex systems that rely on multiple layer of 
infrastructure, tools and techniques that allow software engineers to create high quality solutions. Most 
of these elements are still in a very early stage in quantum computing [2]. 

 
The field of quantum software engineering is an emerging topic that focus on bringing the 

advantages of software engineering to the development of quan- tum software. Discussion forums like 
the International Workshop on Quantum Software Engineering at ICSE, the IEEE International 
Conference on Quantum Software at IEEE Services or the Quantum Software Engineering and 
Technol- ogy Workshop at IEEE Quantum Week are starting to appear. 

 
Nevertheless, additional efforts are needed to advance quantum software engi- neering [6]. There is 

still a low critical mass of researchers and, therefore, there is a need for training researchers and students 
in the specifics of quantum software engineering. The amount of resources needed to develop and test 
quantum solu- tions is still important, therefore, there is a need to join efforts between groups and 
institutions interested in this field. Also, due to the intrinsic interdisciplinary nature of quantum 
development, with the necessary input from mathematicians and physicist, collaborative approaches 
are necessary. 

 
Specifically, we propose a road map for the creation of a collaborative research initiative in the field 

of quantum software engineering. To do that we present a research road map. Then, we propose the 
creation of a Seedbed for Quantum Software Engineering and provide some initial planning and 
expected outcomes for this initiative. 

 

2 A research road map 

As mentioned above, quantum software engineering is still in an early stage of development. 
Therefore, additional research is needed in almost every aspect of this new discipline [5]. In this section 
we focus on those topics that we consider the most relevant given the current state of the area. 

 
2.1 Software tools to support quantum computing 

As a classical software engineering has evolved, so have done the tools that support it. Nowadays, 
software engineers are used to have at their disposal a wide range of advanced tools, frameworks, and 
SDKs that help them in their daily task. 

 
To simplify the transitions from classical software engineering to quantum software engineering and 

to train new quantum software engineers similar tools are needed. Not only because they make life easier 
to software engineers, but because they help develop software with better quality attributes [3]. 

 
Current quantum computing systems rely on initial versions of these tools. Most vendors provide 

environments and SDKs to help developers. For example, IBM offers developers a set of real hardware 
quantum computers up to 5 qubits and several simulators up to 5000 qubits for free through its 
platform” IBM QUANTUM EXPERIENCE”. This offering is very useful for developing 
proof of concept projects, writing academic papers and learning to program quan- tum computers. 
Other companies like Google, Microsoft, Amazon and startups around the world provide different 
SKDs and tools for these tasks. 

 
These SDKs are based on some of the existing quantum programming lan- guages like Qiskit 

(IBM) and Cirq (Google), both written in Python or “Q- Sharp” (Microsoft). Amazon offers an 
environment named “Amazon Braket” to get started in the quantum computing world, for academic or 
commercial projects, and this company also offers one hour of its suite for free to try this technology. 
Other language that is often used to program Amazon Braket com- puters is Julia, through its library 
“Braket.jl”. These languages, although usually based on a high-abstraction level programming 
language like python provide a very low-abstraction level language for the programming of quantum 
hardware, based on the use of quantum gates and quantum annealing approaches. 

 
 
 



 

Another example, is the intersection between quantum computing and ma- chine learning. Several 
libraries have been developed for this purpose, one of the most well known framework is” quantum-
tensorflow”, published by Google. 

 
Other tools in this domain are the transpilers that allow developers to trans- late their quantum 

program so it can be run on a different quantum computer using a different set of gates or with a 
different architecture. Also, some frame- works are starting to appear that focus on the application of 
quantum computing to specific domains like machine learning or chemistry. 

 
All these tools, although they provide important advantages for the develop- ment of quantum 

software, are still very limited in terms of software engineering. The low abstraction levels at which 
quantum hardware is operated and the fo- cus on addressing some of the hardware limitations, like 
noise or decoherence time, make the concerns about software quality attributes seem very far away. 
However, as quantum hardware evolve and more advanced quantum software is created, quality 
attributes of software will rise in relevances, as happended in classsical software engineering, and 
quantum software engineers will need tool support. 

 
2.2 Hybrid quantum-classical systems 

Additionally, although quantum computers can solve some problems quicker that classical computers, 
modern software almost never work in an isolated way. 

Current systems usually are created as global, interconnected set of software components. It seems 
natural, that quantum software would follow a similar pattern in which hybrid system will be the 
standard way of development [8]. 

 
In fact, the initial steps of quantum computing are taking that hybrid shape. Several relevant 

quantum algorithms already need a classical part. Also, most quantum computers are still managed 
through classical systems. So efforts are needed to define hybrid architectures for quantum software 
engineering. 

 
Moreover, most of the existing quantum computers are offered through the cloud. This kind of access 

is well known for classical software engineers and provide important advantages to software that 
justify its omnipresence in mod- ern software. Starting from this point it seems reasonable to address 
quantum software enginerring from a Service Oriented Compunting point of view. 

All of these, make clear the relevance of working on hybrid quantum-classical systems for a 
quantum software engineering. 

 
2.3 Collaboration and quantum computing 

Finally, advances in quantum software engineering need a collaborative ap- proach. Not only between 
software engineers, which is always a requirement for complex systems, but also with professional 
of other disciplines [1] 

 
Nowadays, advances in quantum computing are mostly created by profes- sional with strong 

backgrounds in mathematics or physics. The low abstraction level at which quantum software is 
developed make these professionals irreplace- able. However, they lack the skills and the background 
needed to create software with the appropriate quality attributes. On the other side, software engineers 
with the abilities to create quality software usually lack the background and skills needed to create 
quantum software in its current state. Therefore, collab- oration is needed to produce contributions in 
the quantum software engineering domain. 

 
Additionally, other kind of collaborations are needed to develop useful soft- ware. Collaboration 

with domain experts are needed to understand the domain requirement and co-creation processes have 
been proven as one of the best ap- proach for that. Also, collaboration with super-computing centers 
where quan- tum computers or powerfull simulators are hosted are also required in order to obtains 
access to the resources needed for development. 

 
 



 

Again, all of these make clear the need of a collaborative approach for research on quantum software 
engineering. 

 
3 An Iberoamerican Seedbed for Quantum Software Engineering 
 

Quantum computing is still in its early stages, and the development of software that exploits the 
advantages of quantum computing is still a challenge. Existing software development methodologies and 
tools are based on the computer model proposed by Von Neumann and Turing’s conception of a program, 
which may not be adequate to the quantum computing paradigm. The Iberoamerican Seedbed for 
Quantum Software Engineering initiative aims to foster research, innovation, and teaching in the 
intersection of software engineering and quantum computing and explore alternative methods and tools 
for quantum software engineering. The primary outcomes of this initiative will be: 

– Foster the creation of joint research and innovation projects in quantum software engineering, focusing on 
developing new methodologies and tools that take into account the specific features of quantum 
computing. 

– Promote staff and student exchange programs between Iberoamerican coun- tries to facilitate the 
exchange of knowledge and expertise in quantum soft- ware engineering and alternative methods and 
tools. 

– Conduct joint seminars and workshops to share knowledge and expertise in quantum software 
engineering and alternative methods and tools. 

– Establish a network of quantum simulators in supercomputing centers or other computing 
infrastructures able of offering to other researchers and to the industry the possibility of exploring the 
use of quantum technologies. 

– Create a learning program for quantum software engineering that includes practical training using 
simulators or real quantum hardware. 

– Disseminate the results of the research and innovation projects and the ex- ploration of alternative 
methods and tools to the scientific community and the general public. 

With this goals in mind, a three stage plans is proposed: planning, imple- mentation, and 
consolidation. During the planning stage (first year of project) the following activities will be 
carried out: 

– Create a website and social media accounts for the Iberoamerican Seedbed for Quantum Software 
Engineering. 

– Define the research lines and projects that will be developed in the next two years, focusing on developing 
new methodologies and tools that take into account the specific features of quantum computing. 

– Identify and recruit researchers, professionals, and students with expertise in computer science, 
physics, and engineering to participate in the initiative. 

– Define the guidelines for the exchange programs and joint seminars, focusing on the exchange of 
knowledge and expertise in quantum software engineering and alternative methods and tools. 

– Organize a first joint seminar to share knowledge and expertise in quantum software engineering and 
alternative methods and tools. 

– Secure funding for the implementation of staff and student exchange during the second year of the 
project, and to implement multi-year collaborative research projects. 
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Abstract. Biomechanics is one of the most complete fields of the study of the metric composition of 

the human body and its relationship with physical and me- chanical variables characteristic of motion 

kinematics analysis, which is a great advantage when conducting studies on the performance of athletes 

and the anal- ysis of their technical and tactical skills, since it gives us a more concrete per- spective on 

them. For this research process, it has been decided to carry out a series of tests to launch free basketball 

shots in two athletes from the Pedagogical and Technological University of Colombia. 
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1 Introduction 
 

This section will specify everything related to the development of the field work, such as the 

classification and selection of the biomechanical variables to be analyzed, in addition to this, the 

population sample that will be studied for the analysis of the free throw mechanics will be delimited and 

the techniques and procedures that will be used for the development of the biomechanical study will be 

mentioned. 

 
In order to successfully perform the biomechanical analysis of the technical skill of basketball free 

throw shooting in athletes of the Pedagogical and Technological Uni- versity of Colombia, within the 

fieldwork, data collection, analysis and procedures, it is proposed: 

 
• To characterize in a specific and adequate way the biomechanical variables that affect the 

development of the technical-tactical skill in basketball free-throw shooting. 

• Establish through a biomechanical analysis methodology, a classification of rou- tines suitable 

for improving basketball free-throw shooting technique. 

• Design a visualization system for anthropometric data and results using ML frameworks 

 
The analysis of the basketball free throw shooting technique is essential to under- stand the success 

of some athletes, because the effectiveness of this technique has a high impact on this sport. However, 

the studies that have been conducted on the anthro- pometric and biomechanical relationship to reach an 

optimal characterization of the variables involved in the technical ability of an athlete are usually 

focused on other disciplines or are very ambiguous, so that also the use of technological tools and data 

analytics in such studies is very small, despite being tools that give us great reliability to make forecasts 

and analysis accurately and effectively. 

 
Throwing is a movement that determines the action of sending an object to another place, this action 

has its own characteristics of the intention with which it is performed, from this consideration there have 

been several studies on the biomechanical factors of throwing depending on the specialty to be analyzed, 

such as the sports and military area, among others. The investigations carried out allow to evidence the 

incidence of variables such as angles, planes, positions and articulations that adjust to the character- istics 

of the human body and how they interact with the mechanics required to fulfill the objective of the 

action [1] 
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In order to make a biomechanical description of the throwing action, it is necessary to identify the 

phases that make up the throwing action, and how the athlete's body parts behave within each of these 

phases, that is, to identify the behavior patterns of the upper limbs and their joints, their measurements, 

and their variation as the movement is exe- cuted [2]. Is essential to bear in mind that the execution of 

free throws does not have a rigid and predetermined standard, however, there are techniques associated 

with the effectiveness of the free throw [3]. In the anthropometric study of the upper limbs, the values 

corresponding to the dimensions of the arms, forearms, hands, and their length and extension, among 

other variables, are treated [5] 

 
The specific study of upper limbs has been widely used for the creation of prostheses as it allows 

through the results obtained to make products appropriate for the needs of people who have suffered 

malformations, injuries, or loss of any of their limbs, as it allows to establish ideal characteristics in 

terms of optimal materials for use, and dif- ferent components involved in the design and production of 

prostheses according to ISO 13405-1 standard, such as interface components (interaction with the 

patient), functional, alignment, structural and cosmetic (appearance as close as possible to a nat- ural 

human limb) [6]. In this way, the relationship between these dimensions and the execution of 

movements can be established by means of a dynamic anthropometric analysis of the upper limbs. 

 

2 Materials and methods 

2.1 Method 

Phase 1. Information collection. 

Analyses were carried out based on the study of a population sample composed of play- ers of the men's 

basketball team of the Pedagogical and Technological University of Colombia Sogamoso Sectional 

Faculty, whose ages range between 17 and 24 years, who also meet the requirement of being active 

students of an undergraduate career. 

For the purpose of this research, the process was segmented into phases as follows. 

 
Phase 2. Information processing 

• Capture of participants movements during the execution of the free-throw shooting technique, using 

high-definition cameras and motive optitrack software. 

• Processing of images collected from high-definition cameras using the Python pro- gramming 

language. 

• Storage of data extracted through image processing, this will be done by integrating it with the 

documentation in flat files obtained in the measurement and anthropometric characterization of the 

participants. 

Phase 3. Learning model 

• Extraction of data obtained in flat files with the motive optitrack software, and sub- sequent 

integration with the flat file containing the anthropometric characterization and digital processing data. 

• Classification of variables according to successes during motion capture sessions. 

• Use of Weka software for data analysis and statistical processing of the data stored in the flat file, 

according to the classification assigned to the variables. This will allow us to demonstrate by means of 

correlation matrices the interaction of the variables dur- ing the execution of the movement, and its 

relation with an optimal technique according to the successes or deficiencies in the attainment of scores 

by the players according to their throwing technique. 

 

 



 

• From the above, using the software, a classification tree is generated, which will give us results of the 

behavior of the variables to achieve an optimal launching technique. 

Phase 4. Evaluation and training 

• Finally, a classification of the adequate behavior of the variables in the throwing technique will be 

made, for the construction of an optimal training methodology, by means of routines, based on the 

results obtained in the classification tree, for the im- provement of the free-throw throwing technique. 

• In addition, a teaching/learning process of free throw shooting will be designed, through sessions 

and routines established according to the optimal characterization made in the study, this will serve as 

a guide to adequately develop the sports training process, thus making a contribution to basketball 

instructors and players. 

Phase 5. Design and codification 

• Finally, the methodological design of development, generation of schemes of ac- tions, packages 

and others corresponding to a software development is planned, where the deductive model is already 

established with the results in accordance with the ob- jectives, it will be embodied in coding to obtain 

as an expected result a system where the capture of movement and level of assertiveness of the linguistic 

sign of the exposed model can be observed 

 
Detailed description of the method steps can be seen in figure 1. 

 

Information collection 
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Fig 1. Applied Method 

 
 

2.2 Measuring instruments and techniques 

• High-definition camera: Which will allow us to perform motion capture in natural environments 

(basketball court) 

• Software Motive Optitrack: The Motive Optitrack software allows us to capture movements by 

means of a hardware consisting of 12 cameras, and an integration with a system of capture and digital 

processing of video material, from which a data extrac- tion is performed through flat files that give us 

detailed information of the behavior of the variables mentioned above. 

• Python programming language for digital image processing. 

• Anthropometric and goniometric measurement techniques: To obtain the data and characteristics of 

the upper limbs of each player in the sample under study. 

• Weka Software: For analysis of measures of central tendency, correlational analysis of variables (to 

establish how variables interact and their relationship to an effective technique), and classification trees 

to analyze results. Motion capture is performed with Motive Optitrack software and hardware or with a 

high-definition camera as can be seen on figure 2. 



 

 

 

Fig 2. Motion capture. 

 

2.3 Analysis procedure sequence 

• Capture of participants movements during the execution of the free-throw shooting technique, using 

high-definition cameras and motive optitrack software. 

• Processing of images collected from high-definition cameras using the Python pro- gramming 

language. 

• Storage of data extracted through image processing, this will be done by integrating it with the 

documentation in flat files obtained in the measurement and anthropometric characterization of the 

participants. 

• Extraction of data obtained in flat files with the motive optitrack software, and sub- sequent 

integration with the flat file containing the anthropometric characterization and digital processing data. 

• Classification of variables according to successes during motion capture sessions. 

• Use of Weka software for data analysis and statistical processing of the data stored in the flat file, 

according to the classification assigned to the variables. This will allow us to demonstrate by means of 

correlation matrices the interaction of the variables dur- ing the execution of the movement, and its 

relation with an optimal technique according to the successes or deficiencies in the attainment of scores 

by the players according to their throwing technique. 

• From the above, using the software, a classification tree is generated, which will give us results of the 

behavior of the variables to achieve an optimal launching technique. Based on the data collected from 

the free throw capture as seen in figure 3. 

 

Fig 3. Free throw capture 



 

2.4 Data structure for analysis 

The data structure presented is non-linear, therefore, it behaves as a tree within which 

different components are correlated and whose trends and projec- tions in terms of behavior are 

related to external variables [8]. 

 

For this particular case, the level structure of the data is reflected in a first level that 

represents the general data of the athlete, the next level corresponds to the variables to be 

analyzed, after this analysis a result of data that affect the behavior of the throwing mechanics 

is obtained (Incident variables) and those that do not meet this condition are discarded. From 

this, a weight is assigned to each variable depending on its incidence in the launching 

technique, from which a probabilistic estimation is made by means of a Poisson distribution, 

because the result of a free throw launching is subject to several external con- ditions and the 

probability of occurrence of a high effectiveness must be taken as an event that occurs, but not 

in a constant way [9]. Finally, we have the final result corresponding to the execution of the 

free throws by the athletes. Data structure can be seen in figure 4. 
 

 
 

 
Fig 4. Data Structure 

 
3 Results and discussion 
 
Anthropometric characterization 

An anthropometric characterization of the length of the upper limbs that interact within the mechanics of 

free-throw shooting was carried out, which provides us with an indi- cator of the variables analyzed in 

order to interpret their correlation with the effective- ness of free-throw shooting. The characterization 

was performed as shown in table 1. 



 

           Table 1. Characterization 

 

Arm-forearm angle 

The analysis of the angle formed between arm and forearm gives us information about the correct 

execution of the throwing technique because the angle called a, can oscillate between 45º at the beginning 

of the movement and 85º at the end of it. 

 

Wrist flexion 

The flexion of the wrist is analyzed in the final sequence of the free throw, what we intend to measure 

for the purpose of this study are the initial and final angle correspond- ing to the flexion from its beginning 

until the moment in which the player gets rid of the ball. 

 

Effectiveness analysis by classification 

A classification analysis was performed by means of the J48 algorithm, taking as a reference class the 

effectiveness presented by the players during the free throw sessions, in which the classification gave us 

results about the behavior of the variables according to the value of the class, the class was defined as 

high, medium and low according to the percentage of successes for every 10 free throws made as can 

be seen in table 2. 

 
            Table 2. Standard definition of classification 

 
Based on this definition, a classification is made with respect to each of the variables, which yields the 

following results from the analysis carried out with respect to the height of the athletes, which shows a 

higher effectiveness in athletes with greater stat- ure, and establishes a relationship between those who 

meet the denomination of effec- tiveness (Low/Regular/High) for every 5 athletes as shown in table 3. 

     Table 3. Analysis of the height variable by classification 

 



 

In the same way, analyses were performed with respect to the other variables corre- sponding to upper 

limb extension such as elbow-shoulder length, forearm length, and arm length. These variables do not 

yield results that indicate a direct correlation with respect to the effectiveness of. As described in table 

4. 

 
        Table 4. Analysis of the elbow/shoulder length variable by classification 

 
In addition, a classification analysis was performed for the biomechanical variables es- tablished for the 

study, such as the angle formed between the arm/forearm, and wrist flexion. This can be seen in table 5 

and table 6. 

 
        Table 5. Result of analysis by classification of the arm/forearm angle 

 
         Table 6. Result of analysis by classification of the wrist angle 

 

4 Conclusions 

The results obtained from the analysis allow us to infer that athletes with a greater height tend to have 

better effectiveness in terms of free-throw shooting, however, it is perhaps the anthropometric factor 

that has more impact in relation to the effectiveness and efficiency of the technique, because the 

anthropometric measurements of upper limbs do not show such a direct relationship and represent only 

a characterization of the athlete. 

 
The biomechanical variables analyzed, such as the initial and final angles of the wrist, arm and forearm 

at the moment of executing the technique, have a direct relationship with the effectiveness of the throw, 

that is, if the technique is effective it is reflected in the behavior of these variables through the angles, 

this allows us to demonstrate the displacement of the upper limbs during the execution of the technique 

and subsequent scores. 
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Abstract. The availability of large amounts of real estate data on the internet presents a great 

opportunity for analysts and statisticians to derive insights. However, ensuring the quality of the 

data can be chal- lenging due to the presence of duplicate listings. This study proposes a duplicate 

detection strategy for a real estate knowledge graph contain- ing listings scraped from different 

web pages. The presented approach involves using Duke to discover the implicit owl: sameAs 

links between records, which achieved a precision of 66.8%, a recall of 70.4%, and an F- measure 

of 68.6%. Although many strategies are based on using a single metric function to compare 

records, it was found that segmenting this comparison according to the attributes compared and 

giving each seg- ment a different weight on the matching result is a successful method for solving 

this problem. The strategy was evaluated through a ground truth dataset created by domain experts, 

which consisted of a real estate list- ing knowledge graph with duplicate and unique entities. This 

approach effectively cleaned the knowledge graph of noisy data and can be use- ful for making 

accurate statistical analyses in real estate domains. The suggested approach can be used to create 

a real estate observatory that analyses real estate listings knowledge from different sources to generate 

useful statistics. Analysts can use this tool to extract valuable informa- tion and make data-driven 

decisions in the real estate market. 

 

Keywords:  Duplicate detection · Knowledge base · Real estate listings 

 
1 Introduction 

The sheer volume of online information poses advantages and disadvantages when extracting insights 
from it. While more data can provide new ways of measuring and understanding the domain, poor-
quality data can lead to inaccu- rate conclusions and bad decision-making [3]. Therefore, prioritizing 
data quality over quantity is crucial when managing a large knowledge base. For this reason, duplicate 
detection is a key task during the preprocessing stage of information. 

 

Over the years, many researchers have proposed strategies to detect duplicate records [1,9]. Still, 
their effectiveness varies depending on factors such as the amount of knowledge, the type of 
information, and the domain it belongs to. This paper evaluates the performance of a duplicate 
detection strategy based on a Bayesian Classifier over a real estate listings knowledge base built from 
records extracted from different websites. 

 

Duplicate detection, often called record linkage, entity resolution, and data deduplication, is the 
process of identifying different records that refer to the same entity [5]. Such a problem is not trivial, 
as it involves some challenging steps, from the careful selection of record pairs to be compared to 
the method of comparison of these records and the final linking process. Removing duplicate records 
from a knowledge base is critical for ensuring reliable and trustworthy data [10], as their presence can 
impair statistical analysis and undermine their results. 
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Numerous tools and strategies have been proposed to address duplicate de- tection. For instance, 
vectorization techniques [13] and fuzzy matching [7] have been suggested to identify potential matches. 
Likewise, both machine learning models [2] and rule-based systems [11] have been explored to compare 
potentially matching records. Finally, comprehensive frameworks that automate all aspects of instance 
matching have also been developed [15]. However, the success of these methods heavily relies on their 
adaptability to the specific char- acteristics of each domain, and the selection of an appropriate method can 
be influenced by factors such as the size of the dataset, the data quality, the nature of the matching 
functions, and the requirements of the application. 
 

Specifically, in real estate listings, the challenges of deduplication intensify further. The real state 
market involves having the same building appear in mul- tiple listings. This can happen if, for example, 
more than one real estate agent offers the building, and each of the agents publishes it in separate 
listings on the same site. The same logic can apply when the agents publish the same build- ing on 
different sites. Additionally, completely different listings can have similar descriptions due to 
templates used by real estate agents or websites. The geo- graphic coordinates of the offered properties 
can also pose challenges, depending on who publishes them and how. On top of that, naming 
conventions can vary across sources, making it difficult to identify duplicates without a comprehensive 
approach that considers all relevant attributes of each listing. 

 

This research aims to assess the efficacy of a duplicate detection strategy that leverages Bayes’ 
Theorem to aggregate probabilities, applied to a knowledge base of real estate listings. The performance 
of this approach is evaluated using the precision, recall, and F-measure metrics, and an unbiased test 
is ensured by using a knowledge base with a manually curated ground truth dataset. 

 

The remainder of this paper is organized as follows. Section 2 provides an overview of related 
work in the field of duplicate detection. Section 3 defines the problem of duplicate detection and 
outlines the challenges specific to real estate listings. Section 4 describes the knowledge graph used in 
the study, including its sources and characteristics. In Section 5, the paper presents the metrics used 
to evaluate the effectiveness of our duplicate detection strategy. Section 6 describes in detail the 
duplicate detection tool used in this study. Section 7 presents the results of the evaluation. Finally, in 
Section 8 the paper concludes the evaluation and provides insights into the relative strengths and 
weaknesses of the different approaches while discussing potential areas for future work. 

 

2 Related Work 

This section provides an overview of the related work in the area of duplicate de- tection. Several works 
have surveyed the literature on duplicate detection tools, such as Elmangarmid et al. [5] in the context 
of databases, Assi et al. [1] with their survey on instance matching systems, and Huaman et al. [9] 
with their review of the state-of-the-art for duplicate detection in knowledge graphs. 

 
Niu et al. [14] conducted a thorough analysis of the literature on duplicate record detection, 

covering various techniques, algorithms, and tools used to de- tect duplicate records in databases. 
They also discussed common errors that can make duplicate matching difficult and presented 
methods for improving effi- ciency and scalability in approximate duplicate detection algorithms. 
Zong et al. [16] proposed an approach for deduplication that involves extracting semantic information 
from the material record names and representing it in a form that allows for effective comparisons to 
be made. 

 
Manku et al. [12] developed a near-duplicate detection system for a multi- billion-page repository, 

demonstrating the applicability of Charikar’s fingerprint- ing technique for this goal, and evaluating it 
over real data to confirm the prac- ticality of their design. 

 
Dong et al. [4] studied how to improve truth discovery by detecting de- pendence between 

sources and analysing the accuracy of sources. They devel- oped Bayesian models that discover 
copiers by analysing values shared between sources, and the results of their models can be considered 
as a probabilistic database, where each object is associated with a probability distribution of var- ious 
values in the underlying domain. Experimental results showed that their algorithms can significantly 
improve the accuracy of truth discovery and are scalable when there are numerous data sources. 

 

 



 

3 Problem Definition 

This section will explore the problem of detecting duplicates in knowledge graphs, examining its 
complexity and the common structure of potential solutions. Firstly, essential concepts related to 
knowledge representation and the definition of du- plicates will be introduced. 

 
A knowledge base is a collection of concepts related to a specific domain that can be stored in 

various formats, such as XML or RDF. These formats allow for the creation of a knowledge graph, 
which represents knowledge as a network of entities linked by relations, capturing their semantic 
relationships and enabling the discovery of new knowledge through implicit connections. Ontologies 
are a key component of knowledge bases, providing a formal and structured way of representing 
concepts and their relationships within a domain. They define the vocabulary and rules for describing 
entities and their relationships, allowing for interoperability between different knowledge bases and the 
sharing of knowledge across domains. 

 

Duplicates in knowledge graphs occur when two nodes representing the same entity have different 
identifiers. Nodes that share the same attributes but differ in their identifiers are called exact duplicates. 
On the other hand, nodes that differ in some or all of their attributes but still refer to the same entity, 
are called near-exact or fuzzy duplicates. For example, consider the two nodes shown in Figure 1. 
Despite having identical attributes (e.g., title, location, price), they have different identifiers. Similarly, 
in Figure 2, the nodes show some attribute differences (e.g., title, price), but still refer to the same real 
estate. To capture this fact, it is important to establish an owl: sameAs relationship between these 
nodes as well, indicating they both represent the same entity. All these duplicates should be linked 
through the owl: sameAs relationship to indicate that they describe the same entity, forming the basis 
for detecting duplicates in knowledge graphs. 

 

 

Fig. 1. Exact duplicates in a knowledge graph. 

 
The problem of duplicate detection has different names depending on the context, such as 

record matching, record linkage, deduplication, entity resolution, and instance matching. Instance 
matching (IM) aims to discover duplicated entities between two knowledge graphs. Assi et. al [1] 
defined it as follows: 



 

 

Fig. 2. Fuzzy duplicates in a knowledge graph. 

 
Definition 1 (Instance matching). Given two sets of instances S and T belonging to two KBs 
(KB1 and KB2), the aim of IM is to discover the set M of identity links owl: sameAs, according 
to a chosen identity criterion, which are not already defined in the KBs.  Formally, M = {(i1, i2) | 

(i1, i2) ∈ S × T, ⟨i1, owl: sameAs, i2⟩, ⟨i1, owl: sameAs, i2⟩ ∈/ KB1 ∪ KB2}. 

To detect duplicates within a knowledge graph, duplicate detection can be defined as an instance 
matching problem where the graph is compared to itself, i.e., where KG1 = KG2. 

Detecting duplicates in knowledge graphs is complex and depends on the size of the graph and the 
nature of the duplicates. Detecting duplicates efficiently involves four steps: preprocessing, blocking, 
matching, and clustering. Prepro- cessing cleans and normalizes the data to remove syntactical and 
formatting differences. Blocking divides, the data into smaller subsets to reduce the search space. 
Matching compares the attributes of candidate duplicates and determines whether they refer to the same 
entity. Clustering groups together duplicates that refer to the same entity. 

Detecting and resolving duplicates is crucial to ensure trustworthy and reli- able data in knowledge 
graphs. By improving the accuracy and effectiveness of duplicate detection in knowledge graphs, 
more informed decisions can be made and better outcomes can be achieved. 

 

4 Knowledge Graph 
 

This section will discuss the knowledge graph used in the context of the duplicate detection system for 
real estate listings. 
 

The knowledge graph is a critical component of the duplicate detection sys- tem, as it stores 
and organizes real estate listings from various sources and captures the semantic relationships 
between them. The real estate listings in the knowledge graph come from different websites and 
agents, resulting in a high level of heterogeneity in the information. This heterogeneity can make 
it chal- lenging to detect duplicates due to the differences in data format and structure. 

 
 
 



 

The knowledge base is stored in two different formats, CSV and RDF. CSV is a simple tabular 
format that is easy to work with, while RDF is a more complex graph-based format that allows for 
semantic relationships to be captured. The choice of format depends on the specific requirements of 
the duplicate detection strategy being evaluated. 

 
The schema defines the variables used in the CSV and ensures that all listings have a consistent 

set of attributes. Additionally, an ontology is used to create the RDF graph and define relationships 
between the entities in the knowledge graph. The ontology is derived from established vocabularies 
and ontologies, such as GoodRelations1, Schema.org2, FOAF3, and RealEstateCore4 [8]. These 
resources provide a rich set of definitions and relationships leveraged to de- velop the knowledge 
graph. Specifically, entities such as RealEstateListing, RealEstate, and Agent are defined within 
the ontology, along with their corre- sponding relationships. 

 
The attributes for the real estate listings include price, location, number of bedrooms, and square 

meters. These variables are standardized across all listings to facilitate comparison and detection of 
duplicates. The ontology, on the other hand, defines the relationships between entities in the graph, 
such as the relationship between a property and its location or between a property and its agent. 

 
The knowledge graph example depicted in Figure 3 provides an illustration of how the ontology can 
be effectively used to capture the semantic relationships between different entities in real estate listings. 
For example, the graph demon- strates how a particular real estate listing can be associated with a 
specific real estate agency, such as John’s Real Estate Agency.  Additionally, the listing can have a 
relationship with its address, which is represented by the Feature entity. If two listings are advertising 
real estate located at the same address, they would both share a relationship with that instance. By 
effectively capturing and representing these semantic relationships, the knowledge graph plays a 
critical role in identifying potential duplicates by comparing not only the attributes of the listings 
themselves but also the context in which they exist. 

 
1 GoodRelations: 
2 Schema.org: 
3 FOAF: 
4 RealEstateCore: 

 

 

Fig. 3. Example knowledge graph featuring a real estate listing. 

 

 

https://realestatecore.io/ 
http://xmlns.com/foaf/0.1/ 

https://schema.org/ 
http://purl.org/goodrelations/ 

https://realestatecore.io/
http://xmlns.com/foaf/0.1/
https://schema.org/
http://purl.org/goodrelations/
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5 Metrics 

This section defines the metrics used to evaluate the performance of duplicate detection algorithms. 
It will explain the insights provided by each metric and how they will be calculated. 

Duplicate detection is a binary classification problem by definition, where the algorithm is 
provided with a pair of records and must classify them as either a match or a non-match. Each of the 
classifications done by the algorithm falls into one of the following categories: 

– True Positive (TP): the algorithm correctly identifies a match between two records. 

– False Positive (FP): the algorithm incorrectly identifies a match between two records. 

– True Negative (TN): the algorithm correctly identifies that two records are not a match. 

– False Negative (FN): the algorithm incorrectly identifies that two records are not a match. 
 

The number of matches in each category will determine how well the algo- rithm performs overall. 
Three metrics will be used for evaluation: precision, recall, and F-measure [6]. Precision is the 

fraction of true positive results among all positive results, thus measuring how accurate the algorithm 
is at classifying a pair of records as a match. It is defined as: 
 

Precision = 
T

P 

TP + 

FP 

 

(1) 

Recall, on the other hand, is the proportion of true positives among all true positives. It is useful to 
describe how comprehensive the algorithm is in detecting duplicate pairs. 

 

Recall = 
TP 

 
 

TP + 

FN 

(2) 

For example, if a deduplication tool measures Recall = 0.3 and Precision = 0.9, then it means 
it is 90% accurate in its detection of duplicate records, but only identifies 30% of all duplicate 
records in the database. 

 

The F-measure is a way to combine precision and recall into a single metric, 
defined as: 

F-measure = 2 
Precision ∗ 

Recall 
Precision + Recall 

(3) 

 

6 Bayesian Approach 

The following section presents the Bayesian strategy employed for duplicate detection, along with the 
tool chosen to implement the pipeline. Each component of the classification pipeline is described in 
detail, specifying how they contribute to solving the problem. 

Many existing tools for record comparison in duplicate detection often rely on a single similarity 
function and treat all attributes uniformly as strings or character vectors. However, the evaluated 
approach suggests a departure from this conventional method by using a segmented matching process. 
This strategy advocates for segmenting the comparison based on the attributes of the listings being 
evaluated, assigning distinct weights to each segment to obtain an overall matching result. 

 
 
 
 
 
 



 

 
To determine whether two listings are duplicates, the approach matches their respective attributes. 

Then, the two values of each attribute get compared to calculate a similarity score, which is assigned 
to that attribute. Finally, these scores are combined using Bayes’ Theorem to generate an overall 
similarity score that represents the similarity between the two records. This approach allows for the 
computation of a probability, based on the available evidence, indicating the likelihood that the 
records are duplicates. By comparing this probability to a similarity threshold specified by the user, 
the determination of a match or non-match between the records can be made. 

 
By adopting this approach, a more nuanced and comprehensive evaluation of record similarity is 

achieved, enabling the generation of probabilistic evidence to support the duplicate detection process. 
This methodology empowers users with greater control over the threshold for considering records as 
duplicates. 

 
6.1 Duke 

Duke5 is a powerful and versatile entity resolution engine written in Java. Al- though it was developed 
as part of the document archive system Sesam [7], Duke is domain-agnostic, meaning it can be 
used with data from any domain and structure. 

 
While Duke operates on records as the data entities for deduplication, its out- put consists of links 

that represent owl: sameAs connections between duplicated records. Duke’s duplicate detection 
process involves three steps, as described below. 

 
First, Duke loads each record in the knowledge base and preprocesses its attributes using Cleaners. 

These Java objects implement the Cleaner inter- face and standardize the data by performing 
operations such as removing extra spaces, converting cases, and removing stop words. 

 
Next, Duke employs a Database implementation to index each record. This allows it to call the 

function findCandidateMatches(record) for each one of the records, and match them with their most 
likely pair according to the index criterion. 

 
After the blocking step, Duke matches each record pair by comparing their attributes using a 

Comparator. Duke’s Comparator interface allows for the def- inition of custom comparison functions 
that assign similarity scores to record attributes, which are then aggregated into an overall score that 
represents the similarity between two records. Duke comes with several built-in comparators, 
including string distance measures like Jaro-Winkler and Levenshtein, and token- based measures like 
the Dice coefficient and Jackard index. As with the other interfaces, Duke’s Comparator interface can 
be extended to include custom com- parison functions that consider domain-specific knowledge and 
characteristics. 

 
To determine whether two records are duplicates, Duke computes a similarity score between them 

using the approach described for matching. This similarity score represents the likelihood of the 
records being duplicates. Subsequently, Duke compares the resulting probability with a user-defined 
threshold. If the probability exceeds the threshold, the records are classified as duplicates. 

 
6.2 Configuration and Similarity Strategies 

Detecting duplicates with this Bayesian approach involves employing a combi- nation of similarity 
functions that consider the nature of the attributes being compared. Different similarity functions are 
used depending on the attribute type to ensure accurate matching. For instance, when comparing 
long strings like descriptions, the Levenshtein distance metric proves to be effective. This metric 
measures the number of character replacements required to transform one text into another. In the 
context of the real estate knowledge graph, each listing comprises several semantic properties associated 
with some real estate, such as the description, number of bedrooms, and location. The Bayesian ap- 
proach leverages the concept of semantic similarity by composing the syntactic similarities among each 
specific property. This enables a comprehensive evalu- ation of the complex listings by integrating the 
results of individual attribute comparisons. 

 

 

https://github.com/larsga/Duke/


 

In configuring the real estate deduplication strategy, an essential component is the utilization of a 
Lucene6 database during the blocking step. This step involves executing highly efficient full-text 
queries to identify potential duplicate candidates. Lucene’s indexing and searching capabilities enable 
the strategy to effectively partition and search through the data, aiding in the identification of records 
with similar textual information. 

 

In the preprocessing stage, the default cleaners were applied, primarily fo- cusing on tasks such as 
removing excess spaces and converting text to lowercase. This preparation step ensures consistent and 
standardized data for further analysis. 

 

During the matching process, a combination of specialized comparators was employed to handle 
different types of data. For long strings of text, such as descriptions or addresses, the Levenshtein 
comparator was utilized to measure the similarity between records. Shorter strings like district names 
were evalu- ated using the Jaro-Winkler comparator. To handle numerical attributes such as surface 
area and the number of rooms, dedicated numerical comparators were employed. These comparators 
use the ratio between the largest and smallest numbers, thus taking into account the numerical 
significance and proportional- ity of the attributes. Furthermore, a geolocation comparator was 
employed to assess the distance between two coordinates. If the distance exceeded 100 meters, the records 
were deemed completely apart, indicating a significant spatial sepa- ration. The specific values for the 
configuration are described in Table 1, which also shows the range of the similarity threshold selected 
for each variable. These represent the probability of a pair of records being duplicates, given that the 
values for that attribute are exactly the same or completely different, according to the comparator used. 
For instance, given that the titles of two real estate listings are exactly the same, the probability that 
the listings refer to the same entity is 70%. Similarly, if the titles are completely different, that 
probability reduces to 19%. The probabilities calculated for each attribute are the ones that get reduced 
to a single number using Bayes’ Theorem. 

 

The ranges for each attribute were selected based on how helpful they are in distinguishing 
between listings. For instance, if an attribute such as the title or price is very informative, it was 
given a wider range. This means that if two listings have the same value for that attribute, they are 
likely to be the same, and if they have very different values, they are likely to be different listings. 

In the Bayesian approach used, probabilities closer to 0 or 1 are considered more important than 
those closer to 0.5. For example, the fact that two listings have the same covered surface value does 
not provide much information to deter- mine if they are referring to the same or a different entity. 
However, if they have completely different covered surface values, they are more likely to be different 
listings. For that reason, the similarity threshold for the covered surface ranges from 0.09, which means 
that the probability of two listings being the same is 9%, to 0.55, which means the algorithm should 
not give it much importance. This range is set based on the degree of impact each attribute has on the 
similarity calculation. 

 

https://lucene.apache.org/


 

Table 1. Configuration used to detect duplicates in the knowledge graph. 
 

Attributes Comparat
or 

Min. similarity 
threshold 

Max. similarity 
threshold 

Title Levensht
ein 

0.19 0.90 

Description Levensht
ein 

0.39 0.70 

Price Numeric 0.05 0.80 

Maintenance fee Numeric 0.05 0.60 

Property type Exact 0.10 0.56 

Age Exact 0.07 0.50 

Coordinates Geopositi
on 

0.20 0.80 

Address Levensht
ein 

0.09 0.90 

District Jaro-
Winkler 

0.39 0.51 

Total surface Numeric 0.10 0.67 

Covered surface Numeric 0.09 0.55 

Land surface Numeric 0.07 0.60 

Amount of rooms Exact 0.10 0.61 

Amount of 
bathrooms 

Exact 0.17 0.51 

Amount of garages Exact 0.10 0.60 

Amount of 
bedrooms 

Exact 0.10 0.60 

 

7 Evaluation 
 
This section will evaluate the performance of the duplicate detection strategy presented previously over a 
real estate listing knowledge base. The creation of a ground truth dataset using expert labelling will be 
explained first. Then, the results of the evaluation will be presented, followed by a discussion of the per- 
formances achieved by the Bayesian strategy. 

 

7.1 Ground Truth Dataset Generation 
 

The term ground truth refers to a dataset that contains reliable information used as a standard for 
evaluating different algorithms. The ground truth dataset used in this study was generated to measure 
the performance of the duplicate detection strategy presented earlier. It comprises two separate files: a 
knowledge base that contains all the information about each real estate listing, and a link file that 
specifies which listings are duplicates of one another. 
 

To create this ground truth dataset, a team of experts began by using a web scraping tool to generate 
a knowledge base of real estate listings. To minimize the risk of missing any duplicates, the dataset 
was divided into smaller subparts based on the listings’ proximity, as determined by their latitude and 
longitude. The experts manually reviewed each subpart to identify duplicates, comparing various 
attributes such as title, description, price, number of bedrooms, age, type of property, and address. They 
recorded the duplicates found in a spreadsheet, resulting in 3688 rows, each representing a set of 
listings that were duplicates of each other. Each set may contain two or more listings since multiple 
listings can represent the same property. The experts then removed any listings that were not labelled 
on the spreadsheet, resulting in a smaller knowledge base of 9333 listings. 

 
To create the ground truth dataset, a script was developed to randomize the spreadsheet and split 

it in half. One half represented duplicates, while the other half represented non-duplicates. The first 
half was used to create a new knowledge base containing listings known to be duplicated, and the link 
file recorded which listings were duplicates of each other. For the second half, one random listing was 
selected from each set to be part of the new knowledge base, while the other listings were deleted. This 
ensured that the selected listings had no known duplicates in the new database. 

 
 



 

7.2 Results 

The performance of the duplicate detection strategy was evaluated using the ground truth dataset described 
above. Duke’s output was compared with the links file in the ground truth dataset, and precision, 
recall, and F-measure were used as performance metrics. 

The ground truth file contained 6543 records, and our strategy was able to find 3139 out of 4455 
correct links, resulting in a recall of approximately 70.4%. However, it’s important to note that the 
strategy also found 1554 links that were not in the ground truth, resulting in a precision of only 
66.8%. Overall, that leads to an F-measure of 68.6%. 

This finding is interesting and could be attributed to various factors. For instance, if the real 
estate listings were published by the same agency, it’s pos- sible that they used text templates for the 
description and title of the listing, leading to a higher number of false positives. In this case, it may be 
worth evaluating a different configuration with lower weights on these variables. An- other approach 
could be to use a deduplication strategy that’s more flexible and doesn’t rely solely on Bayesian 
classification, which assumes that the probabili- ties given by each variable are independent. For 
example, such a strategy could assign a smaller weight to the description variable, since listings 
published by the same agent are likely to have similar descriptions. 

Regarding the coordinates of the listings, it was found that real estate agents may not use the actual 
latitude and longitude of the property, either marking a point nearby or using the location of the 
agency itself. This can lead to many records having similar coordinate values, although they refer to 
different prop- erties. Therefore, the fact that two coordinates are different or the same doesn’t 
necessarily confirm or discard a match, respectively. 

However, it cannot be confirmed that missed duplicates are actually wrong, as it is also possible 
that the strategy was able to find duplicate listings that the experts who created the ground truth 
dataset overlooked. Although this file can serve as a representative sample of the larger real estate 
listings knowledge base, identifying this many duplicates can be challenging, which may have led to 
errors in the ground truth dataset. This underscores the importance of refining the duplicate detection 
strategy for this domain to improve the accuracy of the results. 

8 Conclusions and Future Work 
 
This study assessed a duplicate detection strategy applied to a real estate knowl- edge graph compiled 
from various sources. The approach involved computing a probability score indicating the likelihood 
of two records being duplicates, al- lowing for the identification of implicit owl: sameAs links between 
them. The evaluation of this approach resulted in a precision of 66.8%, recall of 70.4%, and F-measure 
of 68.6%. By segmenting the record comparison process based on the considered attributes and 
assigning weights to each segment, the strategy effec- tively addressed the challenge of duplicate 
detection. Furthermore, the approach demonstrated its ability to cleanse the knowledge graph by 
eliminating noisy data, thereby enhancing the quality and reliability of the real estate information 
available for analysis within the domain. 

The strategy was evaluated by employing a ground truth dataset created by a domain expert, 
which consisted of a real estate listing knowledge graph with duplicate and unique entities, as well as 
a links file that identified the missing owl: sameAs links in the dataset. 

In the future, alternative configurations will be explored to enhance the over- all accuracy of the 
presented approach and to identify more duplicates. Addition- ally, other techniques for detecting 
duplicate real estate listings, such as graph structural analysis, window sliding, graph embedding, and 
machine learning- driven solutions, will be experimented with. 
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Abstract. Scrum is one of the most popular agile methodologies for software development, and its use in 

software development teams has been increasing in recent years. This increased use of Scrum is due in part 

to the benefits it offers, such as greater flexibility, greater collaboration among team members, and greater 

ability to adapt to changing project requirements. 

 

Scrum is based on collaborative work among team members to achieve project goals, since team members 

are expected to work together interactively and col- laboratively to achieve these goals. Due to the above, 

collaboration issues ac- quire a relevant role, since they can have a significant impact on the Scrum adoption 

process. This article presents the collaboration problems encountered in software development teams 

during the Scrum adoption process identified through semi-structured interviews conducted with leaders of 

software devel- opment teams adopting Scrum. 

 

Keywords: Scrum, Adoption, Collaboration, Issues. 

 

1 Introduction 
 

Agile methodologies are a software product development approach characterized by its flexibility [1] 

[2]. One of the most used agile methodologies is Scrum [3], which is a framework for the agile management 

of software projects; the use of agile methodologies and specifically Scrum has become more and more 

frequent in small software development organizations [4] [5]. However, the lack of understanding of Scrum 

during its adoption has led to multiple drawbacks or obstacles [4], even when the team has received training 

in this framework [6]. Due to the above, the scientific community has tried to establish the determining 

factors in the adoption of Scrum [7], in order to serve as support in an adoption initiative. 

 
Among the critical factors associated with Scrum adoption difficulties are those re- lated to human 

behavior (personality, beliefs, culture, etc.), hereinafter the person factor [8] [7]; which is critical in the 

agile context considering that one of its princi- ples promulgates: "Individuals and their interactions, about 

processes and tools. This implies that great importance should be given to factors such as communication, 

in- teraction, integration, organizational culture, companionship and collaboration [9]. 

 
Particularly, collaboration is an important factor in software development, since it is an effective means 

to achieve business objectives and increase performance, for this reason, collaborative practices acquire 

great value today for the software industry. Collaboration issues in software development teams can have 

a significant impact on the Scrum adoption process. In Scrum, collaboration is critical to team success, as 

team members are expected to work together interactively and collaboratively to achieve project goals [7]. 

If there are team collaboration issues, this can affect the effectiveness of Scrum, as team members may find 

it difficult to work together and achieve project goals. For example, if there is a lack of communication in 

the team, there can be coordination and cooperation problems, which can delay the develop- ment process. 

Similarly, if team members are not committed to the Scrum process, there may be a lack of motivation and 

enthusiasm, which can affect the quality of work and customer satisfaction. Therefore, it is important to 

address team collabora- tion issues to ensure a successful Scrum adoption. 

 

 

 

 

 



 

Due to the above, there is a need to understand and identify the collaboration issues faced by software 

development teams during the adoption of Scrum. 

 
This article presents in section 2 a state of the art and related works, in section 3 presents a study for the 

identification of collaboration factors that affect the adoption of Scrum and in section 4 the conclusions and 

future work. 

 
2 Background 

 
2.1 Agile methods 

Agile methods are a set of techniques for project management and software devel- opment. They 

emerged as an effort to improve perceived and real weaknesses of con- ventional software engineering [8], 

but have also been extended to other types of projects. Agile methods comply with a number of principles 

and values stated in the agile manifesto [8]. In addition, agile methods are attentive to the project 

environment and stakeholders, offer a more open working environment and a much more flexible frame- 

work [1] [2] 

 
Scrum 

Scrum is an agile project management methodology specifically referred to soft- ware engineering [3]. 

Since it has a flexible adaptation to change, it is recommended for use in complex projects with changing 

or poorly defined requirements, where early and highly complex deliverables are needed. Scrum focuses 

on how the team members should work so that the system is flexible and adapts to constantly changing 

conditions, therefore, its operation is based on their roles, events, artifacts and associ- ated rules. 

 

Scrum adoption 

 

Scrum adoption refers to the process of implementing and using the Scrum agile methodology in a 

software development team [10]. Scrum adoption may involve ma- king changes to the organizational 

culture, training team members, implementing new tools and processes, and managing change at the 

organizational level [10]. 

 
The adoption of Scrum gives greater importance to people and their relationships, i.e., adoption must be 

a voluntary and conscious decision to internalize not only the Scrum process and methodology, but also the 

agile values and principles, so that the team's thinking changes, and to influence change in the 

organizational culture. Conse- quently, adoption generates a shared vision of the process, the agile values 

and princi- ples, and the organizational culture. 

 

2.2 Collaboration 

Collaboration is working together to achieve a task or objective that would not be achieved individually 

under the same time, effort and cost constraints [11]. A collabo- rative team is a group of people with 

complementary skills who share tasks, re- sources, responsibilities and leadership, to achieve a common 

understanding that al- lows them to achieve a common goal [12], which is achieved if and only if all mem- 

bers achieve their individual goal [13]. 

 
Achieving collaboration in software engineering teams includes (1) adequate communication of 

requirements, design decisions, tasks, changes, among others; (2) group awareness of what each participant 

is doing and the current status of the pro- ject, their availability and knowledge; and (3) appropriate 

interactions to coordinate and perform tasks [14]. 

 

 

 

 

 

 



 

2.3 Existing work 

L. V. Araujo and A. N. Castrillón [15] conducted a study of the main factors, pro- blems, challenges, 

risks and situations that affect the adoption of Scrum through inter- views with groups of experts in order to 

make a roadmap for the adoption of Scrum. 

 
N. Khan, N. Ikram, and S. Imtiaz [7] focuses on the common problem of software development teams 

of having a large number of items in their backlog, also known as backlog. The article presents Scrum as a 

methodology that can help teams solve this problem and improve software development efficiency. The 

authors describe how Scrum helps teams prioritize and organize their backlog, and how teams can work 

together more effectively to achieve project goals. In addition, the author highlights the importance of 

communication and collaboration in the Scrum implementation process. The article concludes that adopting 

Scrum can be an effective solution to backlog problems and can improve the productivity and quality of 

the developed software. Overall, they propose a solution to backlog problems during Scrum adop- tion. The 

study focuses on a development team, and applies interviews for infor- mation gathering, in addition, it 

uses notes and project management tools for backlog monitoring. 

 
Irum Inayat and Siti Salwah [16], propose a framework to study requirements- driven collaboration in 

distributed agile teams and determine the impact of their col- laboration patterns during iteration, defining 

collaboration in terms of communication as information sharing among team members and awareness of 

each other's knowledge. The authors conducted two case studies on agile teams, whose infor- mation was 

collected through questionnaires, semi-structured interviews and observa- tion. Furthermore, the authors 

conclude that the proposed framework may be useful for researching and im- proving collaboration in the 

future. Overall, the article pro- vides valuable insight into collaboration in agile teams and how to improve 

it to achieve success in agile projects. 

 
Batra, Weidong and Mingyu [17] explore the concept of collaboration in the con- text of agile software 

development. The authors define collaboration as an interactive process in which team members work 

together to achieve common goals and identify four key dimensions of collaboration in agile software 

development: communication, coordination, cooperation, and commitment. Each dimension is examined 

in detail, and factors that can affect collaboration in each area are highlighted. The authors also describe 

the benefits of collaboration in agile software development, including in- creased efficiency, improved 

product quality, and increased customer satisfaction. The authors note that there is little research examining 

the nature and dimensions of collaboration in the context of agile software development. Interview data 

collected from five software development outsourcing providers in China were used to develop this paper. 

 

3 Qualitative Study on the collaborative aspects taken into account by 

development teams during Scrum adoption 

In many organizations, drawbacks have been found when adopting Scrum as a framework in their 

projects [4], these are related to factors associated with human behavior such as culture, organizational, 

interaction, companionship, communication. etc [10]. Next, the main problems and situations that arise 

during the adoption of Scrum are consolidated according to the empirical perspective of work team leaders. 

These problems will make it possible to identify the collaborative aspects that the team recognizes and 

which of them represent weaknesses in both the collaborative factors and the methodology. 

 
3.1 Design 

 
Research question: What are the collaborative aspects that software companies iden- tify during Scrum 

adoption and how well do they cover collaboration-related fea- tures? 

 

 

 

 



 

Persons 

The interviews are focused on systems engineers or similar, development team leaders in the context of 

the agile Scrum methodology in its adoption phase corre- sponding to small software development 

companies in the department of Cauca, Co- lombia. 

 
At the time of carrying out this study, it was found that in the department of Cauca there are 95 software 

development companies, 36 of them are small software devel- opment companies, when contacting these 

companies, it was possible to determine that only 7 have equipment that is in process. of Scrum adoption, 

of which 2 of them are in training and stated that they have no experience to report, for which only 5 

companies can be studied. However, only 4 companies were interested in participat- ing in this study and 

sharing their experience in adopting Scrum [18]. 

 

Table 1: Software development companies in the department of Cauca 
 

Software development companies 95 

Small software development companies 36 

Small software   development   
companies   with 
Scrum adopter teams 

7 

Small software   development   
companies   with 
Scrum adopter teams with experience 
to report 

5 

 

3.2 Data collection method 

The method of data collection in this study was semi-structured interview. Semi- structured interviews are 

an intermediate approach between standardized, mostly closed- ended surveys of individuals and free-

participation sessions, with groups, are the semi- structured interviews [19]. 

 
The semi-structured interview is conducted conversationally with one respondent at a time, employing a 

combination of closed-ended and open-ended questions, often ac- companied by backward follow-up 

questions (why and how). The dialogue can zigzag around agenda items, rather than rigidly adhering to 

literal questions as in a standardized survey, and can delve into entirely unanticipated issues. Semi-

structured inter- views are relaxed, engaging and, being face-to-face, can be longer than telephone surveys, 

although they last as long as focus groups. One hour is considered a reasona- ble maximum length for a 

structured interview to minimize fatigue for both inter- viewer and interviewee. 

 
The practical steps for designing and conducting semi-structured interviews are: se- lecting and recruiting 

respondents, drafting the questions and the interview guide, applying the recommended techniques for this 

type of interview, and analyzing the information collected. 

 

Questions 

 

The questionnaire of this semi-structured interview was applied to two experts who participated as judges 

in the content validation and presented their opinion, which allowed refining the questions in order to obtain 

the most relevant information for this study. The interview consisted of 22 questions, divided into four 

categories: Scrum (3 questions), interaction (6 questions), communication (5 questions) and awareness (8 

questions). 

 

 

 

 

 

 



 

S c r u m
 

1. How long have you been using the Scrum agile methodology? 

2. What were the main problem(s) you encountered during the 

adoption of Scrum? 

3. What problems do you see persisting from adoption to the present? 

In
te

ra
ct

io
n

 

1. Could you describe how the team carries out its daily activities? 

2. Could you describe how you conduct the meetings? 

3. What benefits do you find in the way the activities are being 

developed? 

4. Could you tell us about the problems related to the interaction among 

the participants during the development of the activities? What do 

you think are the causes? 

5. Could you please detail the procedure to follow when encountering 

and reporting a problem? 

6. On a scale of 1-5 with 1 being very little and 5 being very much, how 

do you consider the interaction between the team participants? 

C
o
m

m
u
n
ic

at
io

n
 

1. Which digital channels and media do you use for communication? 

Which are the most indispensable? 

2. What benefits do you find in the way your team's 

communications are going? What are its strengths? 

3. What do you consider to be the most frequent problems during 

commu- nication between participants? 

4. What are the most common communication problems during 

meetings? What do you think are the causes? 

5. On a scale of 1-5 with 1 being very little and 5 being very much. 

How do you consider the team's communication to be? Why? 

A
w

ar
en

es
s 

1. How does the team achieve a shared and ongoing understanding of 

the problem, the product and progress of the project for the entire 

team? 

2. How do you know at this point what the status of the project is and 

what issue each team member is currently resolving? 

3. What are your responsibilities and those of your colleagues in 

software projects? 

4. To what extent do you feel responsible for the success or failure of 

the product? Why? 

5. Do you consider that each team member is responsible for the success 

or failure of the product? Why? 

6. On a scale of 1-5 with 1 being very little and 5 being very much. How 

do you consider your ongoing knowledge of the product's state of 

progress and the current tasks that team members are addressing? 

7. Could you describe problems related to unfamiliarity with aspects 

related to the product, the project or the work of the team members? 

8. Could you describe some strategies for solving the problems 

identified in your work team during this interview? 



 

Participants 

The participants were four leaders of development teams belonging to small software development 

companies in the department of Cauca (Colombia), with ages between 36 - 51 years old, who voluntarily 

agreed to participate in the interview to deepen the collaborative aspects of Scrum during its adoption phase. 

 
Regarding the gender of the participants, it can be highlighted that despite the fact that the study included a 

female participant, said participant is the leader of a larger team (15 people) and tends to behave as two 

teams (8 and 7 people). 

 

 
Table 1: Participant information 

 

 
Leader 1 

Age 38 

Genre Male 

Years of 
experience 

10 

Equipment size 9 people 

 
Leader 2 

Age 51 

Genre Male 

Years of 
experience 

More than 20 

Equipment size 4 persons 

 
Leader 3 

Age 45 

Genre Male 

Years of 
experience 

13 

Equipment size 7 people 

3.3 Results and data analysis 

The WEFT QDA software tool [20], a qualitative research tool used for the analysis of textual data such 

as interview transcripts, documents and field notes, was used for the analysis of the interviews. This tool is 

free to use and has a public domain license and is available for Windows and Linux. 

 
This tool allows: 1) to save the data in an organized way based on categories defined by the researcher; 2) 

to search and classify the data (interview transcription) in analyt- ical categories established by the 

researcher; 3) to establish relationships from the data through searches, 4) to visualize the searches in the 

form of texts or double-entry tables [19]. Once the information from the interviews was integrated into the 

tool, 4 categories of analysis were generated (Interaction, Communication, Awareness and Scrum) that 

generate a linearity between the objectives of this article and the analysis of results. 

 

 
Leader 4 

Age 36 

Genre Female 

Years of 
experience 

7 

 

Equipment size 

15 people: 

Team divided 

into two, 8 -7 

people 



 

 

 
The WEFT QDA tool classified text fragments into 4 categories: 

- Interaction: Aspects related to interaction in the work team are addressed and analyzed, either with the 

customer or among members of the same team from the Scrum perspective. 

- Communication: The tools, techniques and/or communication channels used by the work team to have a 

constant communication among them from the Scrum perspective are analyzed. 

- Awareness: Aspects related to project awareness, roles and/or responsibilities within the project are 

addressed and analyzed from a Scrum perspective. 

- Scrum: It deals with the Scrum methodology that could not be included in any of the previous categories. 
 

The first three categories represent Collaboration, since, as mentioned above, they are necessary 

for an activity to be collaborative. This classification presented the fol- lowing results: Table 2: 

Text fragments by category 

 
Category Number of text fragments 

Interaction 19 

Communication 40 

Awareness 66 

Scrum 13 

Total 138 

 
As a result of the interview, a list of activities was identified and grouped by fre- quency, i.e., how many 

teams coincided in mentioning the activity (1, 2, 3 or 4), and the activities developed by the teams were 

associated to collaborative activities and to events or Scrum elements in order to identify activities within 

the methodology where the problems specified by the participants may occur. 

 
The number of activities obtained in each category and the number of activities by frequency are 

presented below. 

 

Table 3: Activities vs. Frequency Collaboration 

 

Categ

ory 

Number of 

activities 

Frequency by activity 

Interac

tion 
3 3 Activities with frequency 

4 

Comm

unicati

on 

5 
4 Activities with frequency 
3 
1 Activity with frequency 2 

 

Aware

ness 

 

6 
3 Activities with frequency 
4 
2 Activities with frequency 
3 
1 Activity with frequency 1 



 

 

Table 4: Activities vs. Scrum Frequency 

 

Categ

ory 

Number of 

activities 

Frequency by activity 

Interac
tion 

1 1 Frequent activity 4 

Comm
unicati

on 

2 2 Activities with frequency 

4 

 

Aware

ness 

5 
2 Activities with frequency 4 

3 Activities with frequency 2 

 
The activities with the highest incidence (frequency 4) reveal potential problems or risk factors present 

during adoption that may occur frequently in Scrum adopting teams. On the other hand, activities with 

lower incidence (frequency 1) reveal less common problems or risk factors. 

 
Participants explicitly identified some of the potential problems they encountered during Scrum adoption 

based on their experience. Most of these potential problems are associated with the person factor 

evidenced by culture, beliefs, language, person- ality, and attitude. 

 
For this work, risk is defined as the different factors that affect the correct adoption of Scrum. The main 

risks identified in this study were found from the text fragments (explicit statements of the participants) and 

in the associated activities. Below is the list of risks: 

- Individual work thinking: some individuals prefer to work alone or develop their activities without 

relating to the work team. 

- Downplaying the purpose of each Scrum event (lack of awareness): They do not know the purpose of 

the events and how they impact the process. 

- Lack of participation or absence during sessions: Some team members do not wish to participate during 

sessions so they avoid being present, do not pay at- tention and/or present little or no participation. 

- The person factor can affect the adoption process: the process can be affected by a person's personality, 

character, customs, beliefs, etc. 

- Absence of collective ownership of information: team members are unaware of the progress of the 

process and the activities carried out by other team members. 

- Lack of effective communication: Communication through multiple messag- ing tools or channels can 

lead to loss of information or confusion. 

- Lack of cooperation and constant communication with the client: The custom- er is taken into account 

only at the end of the process. 

- Lack of discipline in daily meetings: Meetings are extended, the objective is not met, the progress of 

the process is not clear. 

- Lack of constant customer participation: The customer loses or has no interest so does not get involved 

in the process. 

- Lack of understanding of agile values: team members have different under- standing of agile values. 

- Lack of understanding of meeting objectives: team members do not have the same perception of the 

purpose of Scrum meetings. 

 
4 Conclusions and future work 
 
Scrum is a popular agile project management methodology used in software devel- opment and other 

complex projects. Although Scrum focuses on collaboration among team members, there are several 

collaboration issues that can arise. The semi- structured interviews conducted provide insight into the 

potential issues that Scrum adopter teams from small software development organizations face during their 

adop- tion process regarding collaboration. 

 

 



 

- A person who wants to work individually, with little or no interaction with other team members, and who 

is reluctant to change this behavior can threaten the adoption of Scrum, since individual attitudes are 

detrimental to teamwork and project development. 

- The use of several communication channels does not guarantee good commu- nication and can lead to 

confusion or information not being taken into account in a timely manner. Tools such as Skype, google, 

even WhatsApp, allow con- stant communication between team members. However, these tools do not of- 

fer a guide to manage communications. 

- Team members have different understandings of agile events and values, 

which hinders the participation of some team members and in turn creates an absence of a shared 

understanding of the problem, the product, and the pro- gress of the project. 

- Some teams incorporate artifacts from traditional methodologies that they con- sider indispensable to the 

project, leading to an adaptation of these artifacts to the agile methodology. Teams are applying a modified 

adoption. 

- The person factor, i.e., culture, beliefs, ethnicity, language, personality, atti- tude, etc. can affect the 

adoption process. 

- Teams see the need for Scrum training of its members for a better adoption of the methodology. However, 

the adoption must be a voluntary and conscious decision to internalize not only the Scrum process and 

methodology, but also the agile values and principles, so that the team's thinking changes, and influ- ence 

the change in the organizational culture. 
 

In conclusion, collaboration issues in software development teams directly impact the Scrum adoption 

process, as they can cause team members to lose confidence in the Scrum process, which can make them 

reluctant to adopt the methodology in the fu- ture. In addition, they weaken one of the pillars of the 

methodology and hinder the adoption process, the identification of potential problems during the adoption 

process can be considered an alert that shallow adoption may result, although Scrum is adapt- able, it 

requires commitment from all team members and a shared understanding of the process, so it is important 

to proactively address potential collaboration issues to ensure the successful adoption of Scrum. 

 
As future work, it is planned to interview more software development companies adopting Scrum in 

order to identify more potential problems in a national and interna- tional context. Based on the previously 

identified problems, a series of recommenda- tions will be made to strengthen collaboration during the 

adoption of Scrum and a case study to validate these recommendations. This in order to provide tools to 

Scrum adopter teams to mitigate the potential problems reported in this work. 
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Abstract. This study aims to draw the main concepts in the literature concerning strategic decision 

support systems (SDSS) which have become widely incorporated in many specialized areas like logistics, 

medical, transport, trade, education...etc. However, this paper reports a literature review on decision 

support systems (DSS) for strategic crisis management. The paper deals with SDSS technologies to 

benefit from their advantages and integrates them into crisis management tasks. Moreover, managing a 

crisis effectively is an important component of deciding the level of crisis responsibility. In this paper 

we define a methodology to analyse a literature review. This analysis allows us to define four criteria to 

distinguish which SDSS is better. 

 
Keywords: Strategic Decision Support Systems, Crisis Management, Strategic planning, Strategic 

management. 

 

1 Introduction 

 
Crisis management is described as the process by which different organizations and firms deal with a 

sudden emergency situation. The covid-19 crisis that began in early 2020 is a better example for now of 

crisis management. It has caused the most sudden and deepest global recession since the Second World 

War. Since this period, there exists a growing body of literature on crisis management. For instance, [1] 

presents a report that defines a thorough comparison and in-depth analysis of the emergency and recovery 

plans announced by European countries. 

 

Our methodology is composed of two steps: first defining the research question consist of analysing 

the literature review for strategic decision support systems before classifying them and determining 

which SDSS will be better in similar situations. Although, strategic DSS is based to many DSS features. 

Some researchers have adopted a decision support system in their own activities in order to improve some 

technical aspects. However, other surveys have developed Strategical decision Support Systems. Despite 

the SDSS deployment complexity, previous research in several fields highlight the benefits of using SDSS 

such as industrial [2], supply chain management [3], medical domain [4], logistics management [5,6] 

especially in transport [7], crisis management [8]. The survey [9] provides some preliminary empirical 

evidence on what the most promising crisis strategies are to manage the COVID-19 crisis. 

 
This article is divided into four main parts. The first part is devoted to discussing a comprehensive 

methodology for literature review. The second part is dedicated to outline a brief description of the most 

important studies in SDSS technologies. Third part is dedicated to analyze and classify the selected 

literature. The last part summarizes the paper and offers further insights for future studies. 
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2 Research Methodology 

 
In this section we describe the research methodology adopted to collect conferences and journals articles 

that includes Strategic Decision support systems as keywords. However, we have used an advanced 

search for articles related to SDSS that appeared only in these 4 data sources: Web of knowledge, Science 

direct, Scopus and Google scholar by using the following keywords as important search criteria : ”SDSS”, 

“Strategic Decision Support Systems”, “Crisis management”, “SDSS architecture”, “Strategic 

Management models”, ”Strategic planning models”. 

 

After that, we have filtered the papers to retain only those in English related to the SDSSs fields. Then, 

we scanned titles and abstract for each selected paper. Finally, we reviewed their citations and references. 

 

Figure 1 shows an overview of the used searching and selecting papers methodology to demonstrate 

the various search efforts that are carried out. Furthermore, some findings papers are presented in this 

present study and the rest in an extension paper. 

 

 

Fig. 1. Searching and selecting papers methodology. 

 

 



 

3 Strategic Decision Support Systems 

Decision support systems (DSS) are an important application of management information systems which apply 

different decision rules and models. [10] Consider a DSS as “an interactive and adaptable Computer Based 

Information System which helps non-organized management problems”. 

 

Strategic DSS provide more explanatory information than DSS by explaining concepts and simulating thinking. 

According to [11] strategy has also been viewed as consisting of three processes: strategic planning [12], strategic 

thinking [13], and opportunistic decision making [14]. 

 

On the one hand, the technical aspects of DSS are widely considered by several surveys but strategic ones are 

very neglected. In fact, the combination of strategic actions with DSS is very promising and their literature is large 

and varies according to the SDSSs functionality. Although, without strategic methods the decision falters to achieve 

organizational goals. 

On the other hand, previous research deals with the benefits of strategic DSS in many specialized areas (supply 

chain and logistics [15], the agrifood industry [16] ....). For instance, in order to achieve effective decision making 

in Logistics [15] proposes a strategic DSS framework which combines both the strategic management process and 

the Strategic Information Systems Planning (SISP) process. Another area of logistics where strategic DSS are used 

to handle storage systems based on the estimation of parameters is costs for racks and storage equipment [17]. 

Regarding [15] the existing strategic actions included in DSS are summarized in Table1. 

 

    Table. 1. The existing strategic actions including in DSS [15]. 

 

Strategic Actions including in DSS References 

Identification of environmental trends, internal trends 

and performance trends 

[18] 

Planning responses to the issues 

Assessing the impact and urgency of the issues, and 

prioritizing the issues 

Evaluation [19] 

Culture Analysis 

EnvironmentAnalysis 

SWOT Analysis 

Strategy Operating Subsystem [20] 

Goal-setting Subsystem 

EnvironmentalAnalysisSubsystem 

 

4 Discussion 

 
After examination of the different selected SDSS that have been developed we could use a set of criteria to classify 

these systems: Single user based SDSS, Group user based SDSS, Methodology based SDSS and Software based 



 

SDSS. Among the selected paper in SDSS some of them are dealt in this survey and classified according to these 

criteria as below: 

 

     Table. 2. Surveys classification according to the generated criteria. 
 

Simple user based SDSS Group user based SDSS Methodology based 

SDSS 

Software based SDSS 

[21] [19] [2] [22] 

[23] [15] [24] [11] 

[26] [20] [28] [29] 

[30] [31] [15] [19] 

[32] [33] [34] [20] 

- [35] [17] [31] 

- [36] [36] [33] 

 

 

Based on this classification (See Table2), we can assume that SDSS methodology oriented are very largely 

covered. Then several SDSS software are designed and finally considering the low number of studies for Single 

decision makers, we can assume that SDSS is more a matter of Group of decision Makers rather than single 

Decision Maker. Furthermore, to make it very simple the application of all works indicated in this table will be 

described in detail in an extended study. 

 

5 Conclusion 

 
In this study, the existing literature on SDSS is reviewed and their comprehensive assessments are provided. 

Thus, managing a crisis efficiently is an important component for controlling and promptly preventing 

itsnegative consequences. In fact, to classify the selected literature four criteria have been introduced:   Single 

user based SDSS, Group user based SDSS, Methodology based SDSS, Software based SDSS. 

 

Based on this analysis, we can see that Strategic DSS is more a matter of group of decision Makers and that they 

are well supported more by methodologies rather than techniques. Otherwise, as future work, an extended paper 

of this work will include a detailed analysis of covid-19 pandemic management, will explain the different 

architecture of defined strategic DSS and we will demonstrate which SDSS is better to deal with each crisis. 
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Abstract. Collaborative location-based collecting systems (CLCS) is a particular case of 

collaborative systems where a community of users col- laboratively collects data associated with a 

geo-referenced location and timestamp. This paper proposes Rayuela as a framework to lever 

existing CLCS with adaptive game challenges through a cross-project approach. This tool allows 

incorporating a gamification engine in a transparent way to a set of CLCS-supported citizen 

science projects. The game challenges are generated and adapted considering the user’s profile, 

the project’s coverage goals, area priority configuration, and global system status. Additionally, 

the article describes a set of extension points to combine different challenge generation and 

challenge recommendation strategies. 
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1 Introduction 
 

Collaborative location-based collecting systems (CLCS) is a particular case of 
collaborative systems where a community of users collaboratively col- lects data associated 
with a geo-referenced location and timestamp. Partic- ularly, the citizen science collecting 
systems that convene users to collect location-based data with a scientific goal, can be seen as 
CLCS. The con- tributions of the volunteers are known as check-in tuples with the structure 

< position, timestamp, sample data >[5]. 

 

Examples of CLCS-supported citizen science projects are AppEar project [3], GeoVin [4], or 
iNaturalist [12]. The collection task could require a mobile de- vice to fulfill a survey form or 
capture multimedia (images, video, sound) being located in a specific area or point. In addition, 
this may need to be done at a particular time or time interval. 

 
Citizen science projects depend on the sustained participation of many peo- ple, and 

gamification can facilitate the engagement and retention of users [10]. 
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Gamification is the application of game elements and mechanics (like points, badges, 
leaderboards, storytelling, etc) in contexts where people’s task is not simply to play [6]. 
Nevertheless, this paper will focus on game challenges, which are tasks or problems whose 
difficulty depends on the user’s skills, abilities, mo- tivation, and knowledge [11]; considering each 
collection task (or a set of them) as a game challenge and the areas of CLCS’s territory as a game 
board. In addition, the combination of the spatial and temporal constraints of the collection tasks 
builds up an idea of difficulty and reward that are considered game mechanics. Despite the 
advances in gamification research and its demonstrated benefits related to user engagement and 
activity, these benefits are considered context specific and not generalizable to all individuals [8]. 
The one-size-fits-all approach presents several limitations because of the users’ different 
motivations, personali- ties, needs, and playing styles [2, 9, 1]. Currently, the research stream on 
adaptive gamification is considering how to dynamically adapt the game elements and mechanics 
each user needs in each context. The gamification approach could be adapted to the community 
members and the project’s goals for better partici- 

pation and sustained user engagement. 

 

Assessing the impact of a given adaptive gamification strategy empirically presents several 
challenges. On the one hand, it is necessary to demonstrate that a scenario with adaptive 
gamification is better than one where gamification is not adaptive (and it is possibly also better 
than one without gamification). Therefore, the evaluation should develop two parallel case studies 
on a real-world CLCS. On the other hand, considering that CLCS can have support tools (digital 
or not), it is necessary to propose a mechanism that allows the application of an adaptive 
gamification approach transparently. Also, researchers need to agilely and with low effort change 
the key aspects of adaptive gamification to generate the various case studies (by tunning the 
challenge generation and the recommendation strategies). 

 

With this objective in mind, this article proposes Rayuela, an approach to adaptively 
gamify existing CLCS citizen science projects as an external appli- cation. Moreover, it can 
be set up with more than one existing CLCS project, thus consolidating a platform of gamified 
projects. In addition, it offers extension points so researchers can plug in new game challenges 
generation and recommen- dation strategies. It allows managers of citizen science projects to 
monitor the progress of game players and assess the impact of gamification in their projects. The 
following sections are organized as follows. In Section 2 the approach is presented and the uses 
cases are explained. Finally, Section 3 shares conclusions 

and future work. 

 

2 Approach 
 

An overview of the challenge-based adaptive gamification approach is provided by Figure 1. An 
existing citizen science project (gray box in the Figure) defines tasks for volunteers to complete, 
and is not yet gamified. The tasks are collec- tion tasks characterized by time and space restrictions. 
Volunteers complete the tasks using the tools provided by the citizen science project managers 
(gray ar- row), which can be a mobile application, a web application, or some non-digital 
technology. 



 

 

 
 

Fig. 1. Approach architecture 

 

Rayuela platform adds an adaptive gamification layer to the citizen science project. Using it, 
the volunteer enriches her participation in the project, partic- ularly by selecting in Rayuela the 
tasks to be completed and login them when finished. Playful activities are proposed to accomplish 
the project tasks based on criteria established by the project manager -who configures the spatial 
and temporal restrictions and task types-. In proposing activities, Rayuela also con- siders the 
profile of the volunteer (the history of solved and unsolved tasks and traveling behavior). 

 

Rayuela architecture has two main modules, the project setup, and the game engine. The first 
one stores the configuration provided by the project manager. The second one has the function of 
providing game challenges to the volunteer. Likewise, the game engine has 3 extensible 
components. Firstly, the user profile gathers all the explicit and implicit information about the 
user’s preferences, characteristics, and behavior. Secondly, the game challenge generator builds a 
set of game challenges by applying strategies based on the project manager configurations. Lastly, 
the game challenge recommender builds an ordered list of game challenges from the user’s 
profile and the project’s goals. 

 

These components can be seen as framework extensions. For instance, the generation of the 
challenges can be done manually by the manager of the gam- ified project or automatically, 
applying an exhaustive strategy or taking into account both the user’s historical behavior and 
the status of coverage of the project’s goals. Also, the recommendation of challenges can be 
approached with different strategies, more or less computationally demanding to consider more or 
fewer aspects of the information retrieved about the user. For example, a rec- ommendation system 
can consider multiple criteria, prioritizing tasks according to project goals, or also the 
spatiotemporal behavior of the user. 

 

The framework use cases are presented through the interaction among the users and the 
framework, considering two user roles: on the one hand, the project manager role and, on the other 
hand, the volunteer role. 



 

 

2.1 Project manager role interactions 

As was previously mentioned in Section 2, this role is in charge of configur- ing the project 
setup that relates to the needs and objectives of the project. Each gamified project’s manager 
must be able to describe the project, define task types (e.g. survey, photo or video capture, etc.), 
define work areas, define time constraints for tasks, and configure game challenges. Moreover, the 
defini- tion of these aspects is a precondition for the generation/configuration of game challenges 
(as seen in the bottom timeline of Figure 2). 

 
Project setup The setup of the adaptive gamified project needs the definition of the work areas, 
the time restriction and the task types. 

 
Game Challenges Generation The generation of game challenges can be ap- proached with 
different levels of suitability. The most straightforward approach is manual loading, with a choice 
of area, time restriction, type and the number of tasks. Another option is the exhaustive generation 
of game challenges result- ing from combining all areas, time restrictions, and task types. 
Moreover, other approaches related to the project’s coverage goals can be considered. A more 
complex approach can use as input, the coverage setting in terms of sample amount -by task type-
, and the area priority. 

 
 

 

Fig. 2. Rayuela swimlanes 

 

 

 

2.2 Volunteer role interactions 

By interacting with Rayuela the volunteer can browse a set of game challenges that were 
generated from the project setup and recommended based on her profile. By choosing one game 
challenge from the list, she commits to performing the tasks requested by the challenge, which are 
carried out externally using the citizen science project. Each completed task must be logged in 
Rayuela to show progress in the game. In addition, the volunteer can express her opinion about 
the challenge she completed by providing a score. 

 
The volunteer’s gamified experience is composed of the interactions described in volunteer’s 

swimlane of Figure 2. 
 
 
 
 

 



 

User’s registration and personalization The user registers to the applica- tion Rayuela and 
personalizes her profile. The profile personalization -the change of information, adjustments, or 
other parameters to a player’s personal prefer- ences, abilities, needs, or requirements [7]- is an 
important stage as it allows the user to take ownership of the platform. Her profile can include data 
about where she lives if she has a car, or how old she is. Personal information can be an input for 
the recommendation process. 

 
Subscription to a project The user can browse the active citizen science projects in the 
platform and join one of them to enable the game challenges assignment (see Screen (A) in 
Figure 3). This can be seen as she wants to play that project’s game. 

 
Game challenge recommendation The user is offered a set of game elements based on her game 
profile and spatiotemporal behavior in relation to the CLCS. CLCS needs to optimize volunteers’ 
work by combining the defined objectives for the CLCS with the completed tasks in the territory 
and the implicitly ex- pressed volunteers’ preferences. This recommendation stage can be seen as 
a multi-criteria recommendation since the game challenges list is built consider- ing, on the one 
hand, what is needed to achieve the project objectives and, on the other hand, the user’s behavior 
profile, preferences, and characteristics. See an example game challenge recommendation in Figure 
3 B. Each game challenge sets a goal for the user, expressed by an area, a time restriction, and 
a type and number of tasks. Also, the game challenge presents a difficulty level and a reward to 
the user. 

 
Game challenge assignment 

The user chooses a game challenge from the recommended list, that represents a commitment to 
perform a certain task in a specific area and a specific time interval. By choosing an element from 
the ordered list, the user expresses her preferences. The underlying idea is to derive the user’s 
preferences by having her choose a game element from a list sorted by the estimated user score. 
Asuming the example in Figure 3 (B), the user may select the third game challenge (with Area: 
Reserva El destino, time restriction: week days, task type: survey and 1 sample), which has the 
lowest score in the recommended list. This will trigger a profile update that will improve the 
recommendations. 
 

Check-in registration The user moves to a sampling area and completes the sampling task, 
generating a check-in tuple through the citizen science ap- plication. The user does a collection 
task (that can be of different types -e.g. completing a scientific survey, capturing photos or videos, 
among others- using an external application (see the upper swimlane in Figure 2) for a specific 
cit- izen science project. The user registers the newly generated check-in through the Rayuela 
application. This action must take the data from the mobile de- vice through the GPS and clock 
to ensure the user is located in the informed geographic coordinate and timestamp (as seen in 
Figure 3-C). 

Game status feedback The user receives feedback from the gamification layer regarding the state 
of the game. The recently completed check-in can contribute to the progress in more than one game 
challenge within the project, and therefore the registration of the check-in should compute the 
progress in all possible active game challenges. Users must be aware of their game progress by 
means of some kind of gamification resource, e.g. a progress bar (see Figure 3-D). 

Game challenge scoring The user can give explicit feedback about  a  com- pleted game element 
through a multi-criteria scoring device. When the user completes a challenge (see bottom challenge 
in Figure 3-D), the possibility of rating the game challenge is enabled in three ways: through a 
choice between like and dislike, through an overall score for the game challenge (single criteria 
rating) or through a detailed score in several criteria: the area, the time restric- tion, the number of 
samples, the difficulty or the obtained reward (multi-criteria rating). These expressed preferences 
must be used to update the user profile and contribute to better recommendations. 

 

 

 



 

| 

3 Conclusion and Future work 
 

Rayuela is a gamification platform that can be set up with several citizen sci- ence projects and is 
transparent to the collaboration tools they already have. It allows participating in more than one 
citizen science project, choosing among a project-specific list of generated and recommended game 
elements for the player, recording the completion of sampling tasks, and being aware of the progress 
in the game. 

Citizen science projects may apply adaptive gamification to have greater participation from the 
general public and reach a higher project efficiency. 

This tool allows incorporating a gamification engine in a transparent way to a set of CLCS-
supported citizen science projects. It also allows materializing a platform of gamified projects 
that has several advantages. On the one hand, people’s linkage for a project can be transferred to 
other projects, since people discover new projects through the platform. On the other hand, by 
joining a new project, the user does not start from scratch. This project capitalizes on the experience 
and knowledge the person acquired by participating in other projects. 

 

 
 

Fig. 3. Rayuela screens: gamified projects list (A), recommended challenges  for  user (B), check-in 

registration (C), and game layer feedback (D) 

 
The challenge-based gamification approach considered the user’s profile, the project’s coverage 

goals, area priority configuration, and global system status to adapt the game challenges. 

As further work, the inclusion of other game elements and mechanics will be analyzed. 
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Abstract Software requirements specifications are often written in nat- ural language, but 

extracting the main concepts from these documents can be challenging for computer agents. 

Named entity extraction is a task that involves recognizing entities in a text and linking 

them to a knowledge graph for disambiguation. In the domain of requirements engineering, 

applying this task can facilitate the representation and effi- cient management of complex 

information. This work compares different named entity extraction tools in the task of extracting 

entities from a requirements specification, considering technical aspects but also per- formance 

in terms of precision, recall, f1-score and accuracy. 
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1 Introduction 
 
Software Requirements Specifications (SRS) define in an unstructured way the requirements that 
a system should satisfy. Identifying and extracting the main concepts involved in a requirements 
specification could be useful for several auto- matic tasks, such as classification and categorization 
tasks [15]. However, com- puter agents are not able to process and immediately understand the 
content and information included in the natural language documents such as SRSs. Nev- ertheless, 
research lines introduced techniques to enable machines to convert text into information that can 
be processed automatically and to deal with the ambiguity of natural language [4,7]. 
 

Natural Language Processing (NLP) is a branch of Artificial Intelligence that enables 
computers to understand texts written in natural language[13,16]. NLP can be used to extract 
entities from a text using a specific technique called Named Entity Recognition  (NER),  which  
allows  recognition  and  classification of named entities in a text into predefined classes [13]. As 
natural language allows for multiple meanings of the same concept, once entities are detected, it is 
necessary to disambiguate them to determine their true meaning according to the context in which 
they occur. 
 

Knowledge Graphs (KG) allow structuring complex information in a proper format for 
computers [11]. Moreover, knowledge graphs are suitable for auto- matic data processing. Each 
node in the graph represent a unique concept, so linking a named entity in a text to its corresponding 
node enables meaning dis- ambiguation. Al-Moslmi et. al propose a pipeline for transforming texts 
into KGs [3]. This process is known as Named Entity Extraction (NEE) and involves three main 
tasks: Named Entity Recognition (NER), Named Entity Disambiguation (NED) and Named 
Entity Linking (NEL). 
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The aim of this paper is to compare various NEE tools applied to require- ments domain, 
considering core features (supported languages, KG used for link- ing and disambiguation 
technique), and their performance in requirements spe- cification analysis (measured in terms of 
precision, recall, f1-score and accuracy). This paper is organized as follows. In Section 2, 
previous work in the liter- ature in this area is introduced. Then, Section 3 defines the evaluation 
method including the metrics, the tools to be compared, and the data used for the eval- uation. The 
results of the evaluation are described in Section 4. Finally, Section 

5 summarizes the paper’s conclusions and suggests some possible future work. 

 

2 Related Work 

Tedeschi et al. [21] evaluate NER-based strategies that help narrow down the performance gap 
between systems trained on limited data and those trained on massive corpora. This work is 
relevant to our study as it explores approaches for improving NER system performance. Checco et 
al. [6] develop a tool that de- tects named entities in fashion blogs and links them to a fashion 
ontology. While their focus is on a different domain, their work demonstrates the potential of en- 
tity extraction and linking techniques to discover domain-specific information. Hosseni and 
Bagheri [12] consider different entity linking techniques for detecting implicit entities, particularly 
in tweets. Given the potential ambiguity in require- ment specifications, their approach is valuable 
for detecting and disambiguating implicit references. Vychegzhanin and Kotelnikov[23] conduct a 
comparison of domain-independent NER tools, focusing on their characteristics and perform- ance 
in recognizing specific entity types on pre-trained news datasets. Rizzo and Troncy[19] propose a 
framework for evaluating NEE tools based on named entity detection, entity type detection, and 
entity disambiguation criteria. Abdallaha et al. [2] build a framework for evaluating entity 
extraction tools applied to texts from various domains. Their criteria consider generic, technical, 
and advanced features, as well as efficiency measures. 

 

3 Evaluation Method 

3.1 Metrics 

Core features Following Abdallaha et al. [2], we considered the following core features to evaluate 
the tools: supported language, disambiguation technique, and knowledge graph used. 

 

The “language” feature specifies supported languages, crucial for multicul- tural requirements, 
as precise terminology may not translate well into inter- mediate languages. The “disambiguation 
technique” determines entity disam- biguation based on context, impacting accuracy and 
performance. The tool’s “knowledge graph”, such as DBpedia and Wikidata, is essential for entity 
link- ing. 

Performance   According to 4 parameters are used for evaluating the performance: precision, 

recall, f1-score and accuracy. 

Precision assesses the model’s ability to accurately identify entities by con- sidering both true 
positives and false positives. Recall measures the model’s cap- ability to identify all correct entities, 
with false negatives representing missed entities. The F1-score balances precision and recall. 
Accuracy verifies if the linked resource is contextually correct for the named entity. 

 

 

 

 

 

 

 

 

 

 



 

3.2 Data 

To choose the tools, a systematic review was conducted to gather various Named Entity Extraction 
(NEE) tools from studies in a similar domain as this work. Ad- ditionally, we performed searches 
in public code repositories using the keywords named entity extraction, named entity linking, and 
named entity disambiguation to identify additional tools. Once collected, we began narrowing 
down the num- ber of tools due to various reasons, such as tools no longer being hosted, unavail- 
able source code, or limited entity recognition in the specific domain of applica- tion. 
Consequently, the tools we will analyze are those that are freely available, support the English 
language, and have shown promising results in preliminary testing using different small-scale 
requirement datasets (i.e., high entity detec- tion rates). The selected tools for this work are: 
Wikifier [5], DBpedia Spotlight [17], Babelfy[18], TagMe [10] and Spacy. 

 
The following text was used as input for the tools, which it was written by a functional 

analyst, and describes a functional requirement that involves various technical concepts related 
to the named entity extraction pipeline: As a news agency, we want to automatically extract 
and disambiguate mentions of places, people, and organizations from newspapers. When a 
new article is submitted, the system should identify all named entities in the text and link 
them to their corresponding entities in a knowledge graph such as DBpedia or Wikidata. The 
system should use contextual information such as the surrounding words and the sentence 
structure to disambiguate entities that have multiple possible meanings. The system should also 
be able to handle entity coreference, where different mentions in the text refer to the same entity. 
The disambiguated entities should be stored in a structured format, such as RDF or JSON,  for 
further processing and analysis. The system should be scalable and able to handle a large volume 
of articles in real-time. The accuracy of the system should be evaluated against a manually 
labeled dataset to ensure high precision and recall. An expert analysis can be performed on this 

data to determine which entities should be automatically detected. It is called ground truth 
dataset because it contains the entities expected to be found by the evaluated tools, and is defined 

as follows: news agency, places, persons, organization, article, system, named en- tity, newspapers, 
knowledge graph, DBpedia, Wikidata, contextual information, sentence structure, meanings, 
coreference, RDF, JSON, dataset, accuracy, ana- lysis, precision, recall A table with expected 
entities for each named entity is shown in this document. 

 

4 Results 
 
Table 2 compares the core features of the tools mentioned in Section 3. Since all the tools support 
several languages, Babelfy is the one with the most cov- erage. NER performance may differ in 
each language, as each uses a different model. They use machine learning approaches for 
disambiguation phase, each approach has its owns advantages and disadvantages. The evaluated 
tools can link mentions to Wikidata, DBpedia or BabelNet. As these graphs do not de- scribe 
specific concepts from the domain of software requirements, some named entities are likely to 
remain unlink. The importance of BabelNet is that it in- cludes lexical resources, which provide a 
foundation of structured knowledge, so using lexical and semantic knowledge could improve 
disambiguation tasks. 

Table 3 compares the performance of the tools. DBpedia Spotlight achieves perfect precision 
and accuracy scores, but it has a low recall, indicating that it recognized fewer entities compared 
to the ground truth. On the other hand, Ba- belfy recognized a high number of entities but suffered 
from low precision due to overfitting, detecting irrelevant concepts unrelated to the requirements 
domain. TagMe and Spacy kept a good balance in all their measures: they recognized al- most all 
the expected words with a precision higher than 65%. Wikifier performs well in entity detection 
but has a lower recall compared to the aforementioned tools. TagMe obtained the higher results for 
the used data, but Spacy was so close: it has similar values for accuracy and precision, keeping the 
same recall. So we can say that even if TagMe had a good performance in requirement domain, 
better results could be obtained using an specific-domain knowledge graph for training Spacy. 

 

 

 

https://docs.google.com/document/d/1Lhbo5tBlDgCfIg8jdNhfSwZdVdIgmKCq3Qv10fX5zyU/edit?usp=drive_link


 

5 Conclusions 
 
The domain of requirements is highly ambiguous and complex. In order to enable automatic 
processing of requirement specifications, techniques such as knowledge graphs can be employed. 
Linking a concept to a knowledge graph allows for dis- ambiguation of its meaning, and entity 
extraction tools can be used for this pur- pose. Evaluation results exhibit considerable variability 
in accuracy, precision, and recall. While precision and recall are useful metrics, accuracy is critical 
in determining whether the tool is performing correctly. 
 

It is possible that the combination of different tools can improve results and provide greater 
accuracy in identifying requirement entities. Moreover, using a KG specific for requirements 
domain could help to solve the problem about those unrecognized entities due there is not an entry 
in a general-purpose KG. 

 

This evaluation may be applied to different domains to determine whether the tools have the same 
ability to recognize entities as they do in the requirements domain. The next step could be to detect 
relationships between the identified entities in order to build a knowledge graph. A more specific 
study could be performed using massive datasets of the requirement domain, what it would re- 
quire techniques for annotating massive data. In addition, automatic techniques should be 
considered to properly choose the expected entities for each of the knowledge graphs to be 
evaluated. 



 

 

 

        Table 2. Core features comparison results 
Tool Language Disambiguation technique Knowledge graph 

DBpedia  

Spot- 

light 

Among    the    supported    lan- 

guages are German, English, 

Spanish, French, Italian, and 

Portuguese. The full list can be 

found at [9] 

They modeled DBpedia resource occurrences in a Vector Space Model 

(VSM) using a variant of the TF-IDF algorithm to weigh words based 

on their ability to distinguish between candidates for a given surface 

form. Therefore, they use cosine similarity to compare the similarity 

between context vectors and the context surrounding the surface form. In 

an improved version [8], they use a generative model to calculate the 

probability that a candidate is correct for a mention, which improves 

disambiguation accuracy, as well as time performance and required 

space 

DBpedia 

Wikifier It  supports  around  100  lan- 

guages among which are 

German, English, Spanish, 

French, Italian, Portuguese, and 

Chinese. 

They build a bipartite graph where each node on the left represents 

mentions and each node on the right represents Wikipedia entries for 

those mentions. The graph is augmented by edges between concepts 

based on their semantic relatedness. They use the graph to calculate the 

PageRank score for each vertex, and after some iterations, they obtain the 

relevant concepts for each mention. A threshold value can be specified 

by the user to discard all candidates that were scored below that value. 

The entities are linked to wiki- 

pedia pages, although the ser- 

vice includes information from 

the Wikidata ID and DBpedia 

URI in the response. 

Babelfy Provides  support  for  271  lan- 

guages [1], including English 

They build a directed graph which relates mentions in the text with 

their Babel candidate They construct a graph that relates mentions in 

the text to their possible candidates in Babel, also linking those 

candidates that are semantically similar. In this way, all possible in- 

terpretations are obtained for each mention, and the heuristic of the 

densest subgraph is applied to obtain the best candidate for a men- tion 

(based on lexical and semantic coherence), and thus arrive at the most 

coherent semantic interpretation. 

BabelNet 

TagMe English, Italian and German They apply a voting scheme where the goal is to reach a “collect- 

ive agreement” on the real meaning of some mentions. To select the 

best candidate, they tested two algorithms: Disambiguation by Clas- 

sifier (DC), which computes the probability of correct disambiguation 

for every candidate of a mention and then selects the best one; and 

Disambiguation by Threshold (DT), which selects the top n-best can- 

didates. Then other works improved that initial version by topical 

classification and clustering [22] [20]. 

Entities are linked to a 

Wiki- 

pedia page, but Wikidata URIs 

could be inferred from them 

Spacy English, although a model can 

be trained to recognize other 

languages 

Starting from a defined knowledge graph, candidates for entities can 

be generated. Then, a machine learning model selects the most suit- able 

candidate. The power of Spacy lies in the fact that each compon- ent is 

customizable, allowing the user to improve accuracy by com- bining 

techniques for candidate generation and scoring. 

It  allows  configuring  the  de- 

sired knowledge graph, al- 

though in this work, an imple- 

mentation with Wikidata was 

used. 
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          Table 3. Performance evaluation results 

Tool Accurac

y 

Precision Recall F1-score 

DBpedia Spotlight 1 1 0.27 0.42 

Wikifier 0.85 0.66 0.63 0.65 

Babelfy 0.9 0.39 0.95 0.55 

TagMe 0.75 0.71 0.9 0.80 

Spacy 0.68 0.66 0.9 0.76 
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Abstract 

Agriculture is one of the fundamental pillars of any worldwide population, and the proper 

management of information allows timely decisions to move any company forward. National and 

departmental government agencies support agricultural sectors that emerge as an excellent 

opportunity to increase production levels and product commercialization [1], such as the Hass 

avocado (Persea americana Mill) crop. One of the challenges facing this type of crop is to find 

potential planting and productivity zones to contribute to technological developments in the 

agricul- tural sector, benefiting the Hass avocado growers of the department of Risaralda. 

Therefore, this study proposes the formulation of a model to determine current and potential 

cultivation areas of Hass avocado (Persea americana Mill) in the department, based on 

edaphoclimatic variables and fruit quality, taking advan- tage of current trends in precision 

agriculture, including techniques derived from Machine Learning, such as the use of 

Supervised Learning algorithms, among which is Random Forest. 

 
Keywords: Persea americana Mill, Machine Learning, Random Forest, potential crop 
areas 

 

1 Introduction 

Food security has become a pressing challenge due to rapid population growth, climate change and 
water scarcity, especially in developing countries [2]. Nowadays, modifica- tions and adaptations 
are made in agricultural practices to improve soil fertility and the different climatic changes that 
are currently occurring. Therefore, it is necessary to evaluate the environmental impacts of 
agriculture in terms of water, nutrients (soil) and atmospheric components [3]. 

 

Avocado (Persea americana Mill) Hass variety is the most common commercial avo- cado crop 
in the world due to the number of essential nutrients and important phytochemicals [4]. This fruit 
is grown in Colombia, where the Hass avocado pro- duction system has recently increased due 
to the excellent economic opportunities and the high unsatisfied domestic demand [5]. The Hass 
avocado-producing depart- ments are Tolima, Antioquia, Caldas, Santander, Bolivar, Quind´ıo, 
Cesar, Valle del Cauca, Risaralda, and Cundinamarca; in Risaralda, avocado is grown in 13 of the 
14 municipalities [6]. To address the problems of avocado cultivation, information and 
communication technology (ICT) approaches are adopted, such as precision agricul- ture or real-
time crop data collection [7]. In this sense, ICT topics for the agricultural sector include procedures 
for the digital management of geographic information on crops, decision-making systems for 
mechanizing processes based on georeferencing, and epidemiological early warning information 
systems, among others [7] [8]. 

 

 

 

 

 

 



 

However, difficulties are observed with crop management given the variability in soil and 
edaphoclimatic conditions of the department. This situation causes effects such as heterogeneity 
of fruit quality, besides the lack of scientific work to understand the behavior of the crop in the 
region. This study proposes to formulate a model to deter- mine current and potential zones of Hass 
avocado (Persea americana Mill) cultivation in the department of Risaralda, based on 
edaphoclimatic variables and fruit quality, using the current trends of precision agriculture and 
machine learning, to contribute to technological developments in the agricultural sector, benefiting 
the Hass avocado growers of the department. 
 

2 Bibliographic Review 

Machine learning (ML) is an important decision support tool in fields such as crop yield prediction, 
including supporting decisions on what agricultural products to grow and what to do during the crop 
growing season; therefore, several machine learning algorithms have been applied to support research 
aimed at crop yield prediction or suggestion, where the most commonly used characteristics are 
temperature, precipi- tation and soil type [9]; In that sense, the different uses of the data obtained from the 
soil, such as the selection of the dataset for training, as well as the choice of soil envi- ronmental covariates, 
could boost the accuracy of automatic learning techniques [10]. One of the tools used within automatic 
learning are the crop-oriented recommendation systems where, based on provided variables, a model is 
created to predict or suggest which crop can be cultivated; to establish this, the models use historical data, 
such as climatic data (temperature, humidity, pH, rainfall) and fertilizer values (nitrogen, potassium, 
phosphorus) [11]. Machine learning employs methods such as supporting processes in charge of data 
analysis [12]. In [13] it is mentioned that different Artifi- cial Intelligence techniques have been proposed 
and among these techniques that are part of Precision Agriculture, more specifically in the fields of crop 
recommendation systems, it is observed that algorithms such as k nearest neighbors (KNN), similarity- 
based models, set-based models, neural networks, among others, are included. These algorithms consider 
several external characteristics, such as meteorological data, and others, such as the soil profile, to provide 
the best recommendations, by examining the data, the most important attributes are obtained using 
techniques such as principal component analysis (PCA) and linear discrimination analysis (LDA). These 
extracted features are used to train models such as Na¨ıve-Bayes (NBC), Random Forest, KNN; using 
training data and the performance is evaluated on test data using techniques such as cross-validation, 
RMSE or accuracy. Reliable predictions of crop yields are dif- ficult for the development of agriculture; 
crop production varies according to different climatic conditions, having conditions such as dry periods 
and increasing tempera- tures; these forces strengthen the need for analysis of crop production in different 
climatic conditions, in this sense, [14] analyzes the automatic learning method, the Random Forest 
supervised algorithm can analyze the growth of crops concerning the current climatic conditions and 
biophysical change. Similarly, in [10], the ability of the Random Forest algorithm to predict soil classes 
from different training data sets and extrapolate such information to a similar area was evaluated. 

 

Another aspect to consider is the usage of automatic learning models/algorithms and their possible 
applications to geospatial data, where special attention is given to the models used that are based 
on artificial neural networks (multilayer perceptron, general regression neural networks, self-
organizing maps), statistical learning theory (support vector machines) [15], geo-statistical 
echniques such as Ordinary Kriging [16], or algo- rithms such as Random Forest Spatial 
Interpolation (RFSI) [17]. 

 

Obtaining the visualization of different crops and their associated characteristics, high resolution 
yield maps are used, which are an essential tool in modern agriculture, and these are obtained by 
spatial interpolation, however, spatial interpolation is  gener- ally performed using methods that can 
be computationally demanding [18]; therefore, some works have been carried out to explicitly take 
into account the spatial compo- nent in machine learning, where observations on the prediction 
location are included, performed using Random Forest Spatial Interpolation, comparing it with 
determinis- tic interpolation methods, such as ordinary kriging, regression kriging, Random Forest 
and Random Forest for spatial prediction (RFsp) where it is observed that in the case studies of 
precipitation and temperature, RFSI mostly outperformed regression kriging, inverse distance 
weighting, Random Forest and RFsp, moreover, RFSI was substantially faster than RFsp, mainly 
when the training data set was large and high resolution prediction maps were made [17]. 

 

 

 

 



 

3 Methodology 

This study aims to formulate a recommendation model based on the Random Forest algorithm 
complemented with Random Forest Spatial Interpolation (a methodology for spatial interpolation 
used in Machine Learning) involving three data sources: cli- matic and edaphic variables and fruit 
quality. Considering the formulated model, developing an information system that allows 
establishing current and potential fruit production zones is proposed in the Department of 
Risaralda, based on edaphoclimatic and fruit quality variables, thanks to the ongoing execution of 
the project ”Develop- ment of an information system to determine current and potential zones for 
avocado (Persea americana Mill) Hass variety crops in the Department of Risaralda, based on 
edaphoclimatic and fruit quality variables (contract 424-201 MinCiencias)”1. 
 

3.1 Description of the Data Set 

Sampling will be conducted for a study of soils, fruit quality and climatic data collec- tion in 
Hass avocado-producing farms in the municipalities of Pereira, Dosquebradas, Santa Rosa de Cabal, 
Marsella, Ap ı́a, Beĺen de Umbŕ ıa, Guática and  Quinch́ıa.  For the data collection of the first data set 
(dataset), seven (7) LynkBOX CLIMA PLUS climate stations have been installed in the different 
farms located in the municipalities selected for the study, allowing the recording of data on climate 
variables Tempera- ture (°C), Relative humidity (%), Precipitation (mm), Solar radiation 
(W/m2), Wind direction and Wind speed, and the building variables humidity, soil temperature 
and electrical conductivity, which will be recorded for one year long. The second set of data will be 
based on a soil fertility analysis, where the parameters, pH, organic matter, elemental analysis 
(K, Ca, Mg and Na), and phosphorus (P) will be evaluated accord- ing to Colombian technical 
standards NTC 5264, 5403, 5349 and 5350, respectively. Additionally, in the third set of data, 
variables such as nitrogen content will be calcu- lated based on organic matter content, 
aluminum using the KCI IM-EAA volumetric technique and texture to the touch Bouyoucos 
with sodium pyrophosphate - USDA triangular diagram classification - Cl (clayey), L 
(loamy), S (sandy). 
 

3.2 Data Preparation 

It will be considered the generated datasets presented in a different format, as observed in the datasets 
described above; for this reason, it is imperative to clean and normalize the data for subsequent use 
with the algorithms. Techniques from the Random Forest algorithm [19] will be used for missing 
data. A data scaling or normalization process is also conducted to convert the dates and times of 
the different data sources. 
 

3.3 Random Forest Spatial Interpolation 

When the data sets are configured, the prediction process will be carried out, which is framed in 
the use of the Random Forest Spatial Interpolation algorithm, using the local spatial information, it 
is to say, spatial variables to select the spatial dependencies and the complex spatial patterns that 
are presented [20]; a first training of the data will be done using the algorithm Random Forest, 
since being an algorithm based on decision trees, a prediction is made through a series of 
partitioning rules; the spatial correlation between the data obtained is not included in Random 
Forest standard, it will be taken into account that the nearby data contain information about a 
prediction location, for this purpose, additional spatial variables will be incorporated in the Random 
Forest model. 
 

1Project  supported  by  MinCiencias,  Gobernación  de  Risaralda,  and  Alcald́ıa  de  Pereira,  work  executed by  the  
research  groups  GIA  and  Oleoqúımica  of  Universidad  Tecnológica  de  Pereira 

 

3.4 Accuracy Evaluation 

The following accuracy metrics will be used to verify the predictions: coefficient of determination, 
Accuracy, mean absolute error (MAE) and root mean square error (RMSE) [17]. 

 

 

 

 



 

4 Final  Considerations 

The information system proposed in the execution of the project (contract 424-201 MinCiencias) 
will allow establishing by means of a suggestion if the current production areas of avocado 
cultivation are the most appropriate and to determine the potential areas of cultivation. 

 

References 

1. Perfetti, J.J., Bravo-Ureta, B.E., Garc´ıa, A., Pantoja, J., Delgado, M., Blanco, J., Jara, R., 
Moraga, C., Paredes, G., Naranjo, J., et al.: Adecuación de tierras y el  desarrollo  de  la  
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In:  Congresso Brasileiro  de Cadastro  Técnico Multifinalit ário-COBRAC (2018) 
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Abstract. 

 
A coffee farm is sustainable when it uses the system inputs (energy/materials) and transforms them into 

high quality beans, avoiding the loss of energy in waste and pollutants. The aim of the research is to 

evaluate sustainability in coffee ag- ricultural production systems, through multidimensional energy 

analysis (with the emergy tool). This research was conducted in the farm "La Angostura" in Popayán, 

Colombia, during the years 2018-2020. The results show that the farm achieved its best energy 

performance and was most sustainable in 2020, produc- ing 8750 kg/ha of cherry coffee, with the lowest 

Transformity (1.35E+06 seJ/J) and the highest Emergy Sustainability Index (0.97), for the three years 

analyzed. In addition, natural inputs contribute approximately 57% of total emergy, and those coming 

from the economy 43%. This study provides a precise analysis of the energy flows that interact in the 

system, the significant uses of energy and the sources of energy at each stage of the production process. 

This research provides a basis for the management and planning of the territory in relation to its agricul- 

tural strengths. 

 

Keywords: Sustainability, Agricultural coffee production system, Emergy Anal- ysis. 

 

1 Introduction. 
 

In 2016, Colombia was the third largest coffee producer in the world with approxi- mately 14 million 

bags (equivalent to 9.23% of world production), followed by Brazil and Vietnam [1]. These data 

consolidate coffee as the main agricultural product of the country and demonstrate its great contribution 

to the Colombian rural economy. The Cauca department is a region that stands out for its high-quality 

coffee and denomina- tion of origin; where the aim is to generate a product recognized as excellent at 

an international level [2]. 

 

Coffee is a common crop in the traditional farms of the department of Cauca. According Comité de Cafeteros 

del Cauca, the department occupies the fourth place nationally in coffee production, with 93.000 

families, 31 municipalities of the department of Cauca have 64% of the land for agricultural production 

to coffee cultivation [1]. A significant part of the department's coffee production is carried out on the 

"Popayán plateau", which includes the municipalities of Popayán, Piendamó, Morales, Cajibío, El 

Tambo and Timbío, with traditional and technified production systems. This research will be carried 

out at the "La Angostura" farm in the village Clarete Bajo of the Popayán city, where there is a traditional 

coffee plantation (small producers), with approximately 800 coffee trees of the Castillo variety. 
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In recent years, the agricultural sector of Cauca has focused on the development of strategies for the 

generation of value chain, with coffee being a key link, focusing on the production of specialty coffee 

[3], where the improvement of efficiency and sus- tainability constitutes an innovative and necessary 

bet for the growth of the productive chain. In addition to the importance of coffee in the region, and the 

scientific advances in this area, it is necessary to study the use of conceptual and methodological tools 

that allow the modeling of a productive chain in relation to its multidimensional energy flows (coming 

from the natural, social and economic systems) in order to have an inte- gral evaluation of the 

sustainability of coffee production systems [4]–[6]. 

 
A coffee farm is efficient when it uses the energy/materials input to the system and transforms them 

into high quality beans [7], [8], avoiding the loss of energy in waste and pollutants. The objective of 

this article is to model the stages of the production process and identify the multidimensional energy 

flows involved, such as: natural re- sources (sun, wind, rain, soil, etc.) and resources from the 

socioeconomic component (fertilizers, equipment and machinery, infrastructure, labor, technical 

services, etc.), in order to evaluate the sustainability of the farm. This paper uses the methodological tool 

proposed in [9], where the processes of the production chain are modeled and an Emergy evaluation is 

carried out to estimate the sustainability of the farm. The study's main contribution is to provide baseline 

information on the sustainability of the coffee farm and the most significant uses of resources (in energy 

terms). 

 
The article is organized as follows: section 2 presents the methodology (the general context of the 

research, the first modeling phase, and the Emergy tool to evaluate sus- tainability in agricultural 

systems); section 3 shows the main results of the research; and finally, the conclusions are presented. 

 
2 Methodology. 
 

2.1 Agricultural coffee production system description 

– “La Angostura” farm. 

The research was carried out taking as a reference the data provided by the Traditional Farm "La 

Angostura", located in the village Clarete Bajo, north of the city of Popayán, Cauca, Colombia, and has 

an area of 5.8 Hectares. This farm has a traditional polycul- ture of Castillo variety coffee, which is 

characterized for being one of the Colombian coffee varieties resistant to rust, and stands out for its 

aroma and citric acidity. The crop is planted in semi-shade, with bushes such as orange, mandarin, lemon, 

and “guamos” trees. Currently there are 800 coffee plants, it is a young coffee plantation (6 years old), 

and has a planting density equivalent to 5000 trees/ha. The geolocation of the farm (average elevation 

1800 m.a.s.l), the tropical climate of the region and the biodiversity favor coffee production. Three stages 

were identified on the farm: planting, harvesting, and processing, where the final product obtained is dry 

parchment coffee. The analysis of energy flows for the "La Angostura" farm was carried out for the years 

2018, 2019 and 2020, due to the unavailability of information from the owners. 

 
2.2 Phase 1: Modeling – ANSI/ISA 88 Standard. 

This tool allows modeling industrial processes, by describing equipment and proce- dures [9]. The ISA-

88 committee has published 5 parts of the standard. The Part 1: Models and Terminology, which seeks 

to model the production process in relation to the chronological procedures and associated resources, is 

very useful (Figure 1) [10]. Phase 1 is applied at each stage of an agricultural production system. This 

process mod- eling using ISA 88 helps to characterize reliably the energy flows (considering conven- tion 

proposed by Emergy Analysis) present in the agricultural production system. 



 

 

Fig. 1. Process modeling - ANSI/ISA 88 Standard. 

 

2.3 Phase 2: Emergy 

The emergy is defined as the available energy previously required, which has been used directly or 

indirectly in the transformations necessary to manufacture a product or ser- vice (Y = R + N + F, Figure 

2). The unit of measurement of emergy is solar emjoules (seJ). Energy flows are represented in three 

categories of resources: (i) R as renewable, 

(ii) N as non-renewable (R and N flows are provided by the environment) and (iii) F the inputs of the 

economy (provided by the market and flows coming from the econ- omy) [11]. Emergy is a quantitative 

tool, based on the law of conservation of energy, thermodynamics, systems theory and systems ecology 

[12], achieving an integral anal- ysis of the production system [13]. 

 
 

 

Fig. 2. Agricultural production system model, based on the Emergy analysis [14]. 

 

3 Results and Discussion. 
 

3.1. Stages modeling - production process. 

 
The unit procedure, operations, by-products flows, and phases of these stage are pre- sented in Figure 

3, and Table 1. 



 

 

Fig. 3. Operations and flows of plantation and harvesting stages. 

 

Table 1. Description of plantation and harvesting stages. 
 

Unit  Pro- 

cedure 

 
Operation 

 
Phase 

Procedure   

 Construction Building the germinator 

Seed germination 
Planting 1 Sowing seeds in germinator 

Shade Protecting seeds from sunlight 
 Irrigation 1 Keeping the germinator moist 
 Preparation Preparing substrate organic fertilize 
 Fill Filling coffee bags 

Coffee nursery Selection 1 Selecting seedbeds 

Plantation and 

harvesting cof- fee 

Transplant Transplanting seedbeds to bags 

Irrigation 2 Keeping bag soil moist 

Plot-spacing Establish planting density 

Plantation 
Tillage Digging holes for each seedling 

Selection 2 Select seedlings 
 Planting 2 Sowing the seedlings in the pits 

Fertilization and 

Pest/weeds Man- agement 

Fertilize growth Fertilizing coffee in growth 

Trimming Pruning coffee plants 

Fertilize 
production 

Fertilizing coffee in production 

Harvesting Harvesting Harvesting coffee beans 

 

3.2. Emergy Analysis. 

 
In order to identify the energy flows in a coffee agricultural system, it is necessary to characterize the 

stages that are carried out in this productive process. In this way, it is possible to detail the energy flows 

that are contributing to the system in each of these stages. This detailed inventory is shown in Appendix 

A, where all the energy flows involved in each stage of the production process are presented (for the 

year 2018). This table is designed according to Emergy's methodology. 

 
Figure 4 shows the energy contributions of nature to the farm (green bars) and the con- tribution of the 

economy (orange bars) for the year 2018. In general, it can be seen that most of the energy comes from 

non-renewable resources, mainly from energy provided by the soil (nature) and energy from labor 

(economy). The data in Table 2 show that the stage that demands the most energy resources is planting, 

with approximately 84% of total energy use, harvesting contributes 15% and the milling stage only 

contributes about 1%. 



 

 

 

Fig. 4. Emergy flows contributed by Nature (green) and the Economy (orange) (Re- newable and non-

Renewables), 2018. 

 
Table 2. Emergy contributions by stages of the production process, 2018-2020. 

 
Year Plantation Harvesti

ng 
Drying TOTAL 

Emergy 

2018 1.86E+16 3.38E+15 1.75E+

14 

2.21E+16 

2019 1,80E+16 3,02E+15 1,53E+
14 

2,11E+16 

2020 1,74E+16 3,24E+15 1,46E+
14 

2,08E+16 

 
The emergy for 2020 decreased by 0.13E+16 (SeJ) with respect to 2018, and 0.3 E+16 (SeJ) with 

reference to 2019, indicating that less energy was required for the operation of the productive system. In 

addition, it is important to know the significant energy uses in each stage of the productive process 

(Figure 5). The plantation is the one that con- sumes the most resources with 83.9%. The resources that 

contribute most energy are the soil, renewable natural resources (sun, wind, rain, etc.), and human labor. 

In the harvest stage, 15.2% of energy is consumed, and the resource that contributes most is human 

labor. And only 0.78% of energy is used at the milling stage, with human labor contributing the most. 

 

 
Fig. 4. Significant emergy use in each stage of the production process, 2018. 

Finally, different indicators were calculated to evaluate the sustainability, efficiency and productivity 

of the production farm (Table 3). 

 

 



 

Table 3. Emergy Indices. 
Indices Formula 2018 2019 2020 

Total emergy [Sej] 𝑌𝑐𝑜𝑓𝑓𝑒𝑒 = 𝑅 + 𝑁 + 𝐹 2.21E+1

6 

2.11E+

16 

2.08E+

16 
 𝑌𝑐𝑜𝑓𝑓𝑒𝑒 

𝑇 = 
𝐸

 

𝑇𝑜𝑡𝑎𝑙 𝑒𝑚𝑒𝑟𝑔𝑦 
= 
𝑃𝑟𝑜𝑑𝑢𝑐𝑡 𝑒𝑛𝑒𝑟𝑔𝑦 

1.79E+0

6 

1.50E+

06 

1.35E+

06 

Transformity [Sej/J]    

Emergy Yield Ratio 
𝑌𝑐𝑜𝑓𝑓𝑒𝑒 

𝐸𝑌𝑅 = 
𝐹

 
2.31 2.46 2.52 

 𝑁 + 𝐹𝑁 
𝐸𝐿𝑅 = 

𝑅 + 𝐹
 

𝑅 

𝐹𝑁 = 𝑀𝑁 + 𝑆𝑁 y 𝐹𝑅 = 
𝑀𝑅 + 𝑆𝑅 

2.77 2.66 2.61 

Environmental 

Loading Ratio 

   

Emergy Investment Ratio 𝐹 
𝐸𝐼𝑅 = 

𝑁 + 𝑅
 

0.76 0.68 0.66 

Emergy Sustainability Index 𝐸𝑌𝑅 
𝐸𝑆𝐼 = 

𝐸𝐿𝑅
 

0.83 0.93 0.97 

Productivity - cherry coffee 
kg/ha 

7500 8200 8750 

 
Comparing the three years analyzed, the “La Angostura” farm had its best environmen- tal and energy 

performance in 2020, with a production of 8750 kg/ha of cherry coffee, where the Transformity was the 

lowest, 1.35E+06 seJ/J, and the Emergy Sustainability Index (ESI) increased (0,97). This indicates that the 

decisions taken in recent years have led to a notable improvement in the efficiency and sustainability 

of the system. The Emery value decreased each year, demonstrating that the system was more energy 

ef- ficient in 2020 compared to 2018. 

 
4 Conclusions 
 
The sustainable development of the department of Cauca requires the planning of effi- cient agricultural 

production systems, where the management of resources and respect for nature are considered. For this 

purpose, the evaluation of the sustainability of a coffee farm was proposed, considering the energy flows 

that intervene in the processes of the productive chain. For this purpose, a systemic approach was 

considered, which would allow for an integral characterization of the components that interact in the 

sys- tem, and the multiple energy flows that intervene, such as: sun, wind, rain, soil, ferti- lizers, 

equipment, machinery, labor, etc. This modeling of the production chain was carried out by means of 

operations and flow modeling, process flow diagrams (PFD), using the ISA 88 standard, thus allowing 

a broad understanding of the coffee system. 

 
After having the inventory of all the energy flows involved in the system, the Emergy method was used, 

which helps to establish a model that indicates the energy footprint of a product, in this case coffee. 

Likewise, the tool provides a series of indicators that help to improve the decision-making processes of 

the coffee producing communities. 

 
The work was carried out in the traditional farm "La Angostura", located in the village of Clarete Bajo, 

in the city of Popayán, data from the years 2018, 2019, and 2020 were considered. For the three years 

analyzed, the planting stage is the one that consumes the most resources with approximately 84%. The 

resources that contribute the most energy are: soil, renewable natural resources (sun, wind, rain, etc.), 

and human labor; the harvest stage contributes approximately 15% of the energy, here the resource that 

contributes the most is human labor; and only 1% of the energy is used in the milling stage, with human 

labor contributing the most. 

 

 

 

 

 

 



 

Approximately 59% of the energy used by the farm comes from nature, of which 23% is from renewable 

sources and 36% from non-renewable sources. The economy con- tributes 41% of the energy, of which 

only 4% is from renewable sources and 37% from non-renewable sources. Energy for 2020 decreased by 

0.13E+16 (SeJ) compared to 2018, and 0.3 E+16 (SeJ) compared to 2019, indicating that less energy 

was required for coffee production on the farm. 

 
This work is an important basis that would help coffee growers in the region to make decisions regarding 

the management of their farms. Similarly, as a perspective it would be interesting to integrate this type of 

sustainability evaluation work with environmen- tal management issues and the obtaining of green seals. 

This last option would be in- teresting to explore, as it would allow the coffee producing communities 

to have a tool to "demonstrate" that they are carrying out sustainable processes and continuous 

improvement within their farms, allowing them to have easier access to this type of seals, also 

achieving a better positioning in the markets. 
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Appendix A. Emergy “La Angostura” farm, Popayán, Cauca, 2018. 

 

Item Description Class Annual flow (unit/year ha) Emergy per Unit 

(seJ/unit) 
Emergy 

(seJ/year ha) 

Refs. 

Plantation*  2 first years/30 

years 

Year of 

2018 

Total    

1 Solar insolation (J) R 2,72E+12 4,07E+13 4,34E+13 1,00E+00 4,34E+13 [15] 

2 Wind, kinetic energy (J) R 3,54E+06 5,31E+07 5,67E+07 2,52E+03 1,43E+11 [15] 

3 Rain, chemical energy 

(J) 

R 
4,01E+09 6,01E+10 6,41E+10 3,06E+04 1,96E+15 

[15] 

4 Rain, geopotential en- 

ergy (J) 

R 
8,65E+07 1,30E+09 1,38E+09 1,76E+04 2,44E+13 

[15] 

5 Evapotranspiration (J) R 4,52E+09 6,78E+10 7,23E+10 3,98E+04 2,88E+15 [16] 

6 Soil erosion (J) N 6,46E+09 9,68E+10 1,03E+11 7,40E+04 7,64E+15 [15] 

7 Nitrogen (g) F 3,33E+03 5,00E+04 5,33E+04 6,62E+09 3,53E+14 [17] 

8 Phosphate (g) F 6,67E+02 1,00E+04 1,07E+04 9,35E+09 9,97E+13 [17] 

9 Potassium (g) F 4,67E+03 7,00E+04 7,47E+04 9,32E+08 6,96E+13 [17] 

10 Urea (g) F 1,00E+04 1,50E+05 1,60E+05 6,62E+09 1,06E+15 [17] 

11 Cal (g) F 6,67E+02 1,00E+04 1,07E+04 1,68E+09 1,79E+13 [18] 

12 Organic fertilizer (J) 80% R 2,00E+03 6,00E+04 6,20E+04 3,87E+09 2,40E+14 [19] 



 

 

 

 

 

 

12 

13 Seeds (J) F 3,77E+05 0,00E+00 3,77E+05 5,85E+04 2,20E+10 [17] 

14 Machinery and equip- 

ment (g) 

F 
7,33E+01 1,10E+03 1,17E+03 6,70E+09 7,86E+12 

[20] 

15 Human Labor (USD) 10% FR 1,97E+01 1,66E+02 1,85E+02 2,25E+13 4,17E+15 [19] 

16 Pesticides and fungicides 

(g) 

F 
6,67E+00 1,00E+02 1,07E+02 1,48E+10 1,58E+12 

[21] 

 Total for plantation      1,86E+16  

         

Harvesting  Annual flow (unit/year ha) - 2018    

17 Machinery and equip- 

ment (J) 

F   
1,00E+02 6,70E+09 6,70E+11 

[20] 

18 Fuel and lubricants (J) F   7,90E+08 1,11E+05 8,78E+13 [18] 

19 Human Labor (USD) 10% FR   1,46E+02 2,25E+13 3,29E+15 [19] 

 Total for Harvesting      3,38E+15  

         

Drying 

20 Solar insolation (J) R   2,23E+12 1,00E+00 2,23E+12 [15] 

21 Wind, kinetic energy (J) R   5,31E+07 2,52E+03 1,34E+11 [15] 



 

 

 

 

 

 

 

22 Evaporation (g) R 3,72E+06 1,45E+05 5,39E+11 [22] 

23 Water (J) R 1,78E+07 8,60E+04 1,53E+12 [15] 

24 Drying yard or “paseras” 

(g) 

F 
7,06E-01 2,65E+13 1,87E+13 

[17] 

25 Machinery and equip- 

ment (USD) 

F 
2,23E+12 1,00E+00 2,23E+12 

[17] 

26 Human Labor (USD) 10% FR 5,66E+00 2,25E+13 1,27E+14 [19] 

27 Buildings (USD) F 5,08E-01 2,65E+13 1,35E+13 [18] 

28 Electricity (USD) F 3,44E-01 2,65E+13 9,12E+12 [17] 

29 Sacos Jute (USD) F 1,00E+02 2,31E+10 2,31E+12 [17] 

 Total for Drying    1,75E+14  

       

 (Y) Total Emergy    2,21E+16 Calculated 

in this 

study 

 

*The planting stage was carried out in 2013, where the energy flows are applied (items 1-16), however, this is an investment that is being 

made in the long term, in this study, and according to the indications of experts in coffee production, it is estimated that the crop can have 

a productive life of 30 years (Arcila et al., 2007b). For this reason, it is necessary to divide the energy applied in the first 2 years (where 

the crop had no production), between the 30 years of useful life. Similarly, each year (year analyzed in the 2018 table), it is necessary to 

perform the maintenance of the crop where energy flows must be added (items 1-16, except 13 seeds). This energy applied during the first 

2 years, which is a long-term investment, is only done for the plantation stage. 
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Abstract.  El proceso  de  desarrollo  tradicional  de  nuevos  f ármacos  es un camino largo, 

ineficiente y costoso. Afortunadamente, la reutilizacion de f ármacos representa una muy buena 

alternativa para superar las limitaciones  de  los m étodos  de  desarrollo tradicionales.  En este 

sentido,  los m étodos  computaciones  de  Grafos  de  Conocimiento  y  su  representaci ón vectorial  

(embeddings)  se  han  utilizado  en  el  campo  biom édico  para  la reutilizaci ón  de  farmacos  con  

gran  efectividad,  mejorando  los  resulta- dos  producidos  por  otras  t écnicas  tradicionales  de  

Machine  Learning. El presente trabajo propone un esquema para desarrollar un sistema de 

recomendaci ón  para  la  reutilizaci ón  de  f ármacos  utilizando  embeddings sobre Grafos de 

Conocimiento, con la flexibilidad suficiente para cen- trarse  en  mú ltiples  enfermedades  e  

incorporar  otros  tipos  de  modelos predictivos para identificar a los mejores. 
 

Keywords:  Machine Learning · Grafos de Conocimiento · Biotecnología 

 

1 Introducción 
 

El  proceso  de  desarrollo  tradicional  de  nuevos  fármacos  es  un  camino  largo  y costoso,  que  se  
estima  toma  en  promedio  14  años  y  cuesta  aproximadamente USD 1.8 mil millones para desarrollar 
un medicamento [7]. Afortunadamente existen  otros  métodos  más aptos  para  enfrentar  la  velocidad  
que  nos  plantea  la bioloǵıa  sobre  las  enfermedades.  La reutilización de fármacos es  el  proceso  de 
identificación  de  indicaciones  novedosas  para  fármacos  existentes,  y  representa una  muy  buena  
alternativa  para  superar  las  limitaciones  de  los  métodos  de  de- sarrollo  tradicionales,  reduciendo  
drásticamente  los  plazos,  las  tasas  de  fracaso y los costos de desarrollo. 

Los  enfoques  principales  para  la  reutilización  de  fármacos  se  clasifican  en métodos 
experimentales y computacionales [4], y el éxito de la reutilización está sujeto a cómo se combinan 
estos dos enfoques en colaboración. 

En particular, los Grafo de Conocimiento se han utilizado en el campo biomédico  para  la  
reutilización  de  fármacos  y  otras  actividades  como  la  pri- orización  de  genes  relevantes  en  
enfermedades  [5].  La  combinación  de  Grafos de Conocimiento y su representación vectorial 
(embeddings) propone una visión novedosa para enfrentar el desaf́ıo de reutilización de fármaco al 
establecer nodos y relaciones entre los datos en contraposici ón a las clásicas bases de información 
estructuradas, y análisis en espacios vectorizados en lugar de clásicos modelados 
multidimensionales. 



 

2 Trabajos Relacionados 
 

Los enfoques computacionales para la reutilización de fármacos han ganando popularidad debido a la 
disponibilidad de grandes datos biol ógicos.  Un gran número de trabajos basados en métodos de Machine 
Learning aprovechan de- scriptores construidos manualmente para realizar predicciones (ej., 
propiedades moleculares), con el fin de identificar posibles fármacos candidatos para ensayos 
cl´ınicos posteriores [6]. 

Pero existen métodos más efectivos para representar información biomédica, y trabajos actuales 
se  han  centrado  en  utilizar  técnicas  de  embeddings  sobre Grafos  de  Conocimiento  [2],  mapeando  
la  información  a  un  espacio  vectorial continuo, y preservando la estructura de proximidad del 
gráfico de conocimiento para ejecutar algoritmos de Machine Learning. 

 
3 Problemática 
 

El proceso de desarrollo de nuevos fármacos es una tarea compleja que requiere el conocimiento de 
numerosos  dominios  biológicos  y  qúımicos.  Posiblemente  el mayor  obstáculo  en  este  proceso  se  
relaciona  con  la  toxicidad,  dando  como  re- sultado  numerosos  compuestos  que  fallan  en  las  
últimas  etapas  de  los  ensayos cĺınicos  o  que  se  retiran  del  mercado  [1].  De  esta  forma,  la  
reutilización  de fármacos  es  una  posible  alternativa  a  este  problema,  acelerando  el  descubrim- 
iento de nuevas aplicaciones cuando los perfiles de seguridad de los medicamentos que se reutilizan se 
han evaluado en el contexto del desarrollo de medicamentos para otra enfermedad [3]. 

La reutilización de fármacos no soloconduce a menores gastos y acelera el desarrollo, sino que 
también agrega conocimiento sobre los efectos secundarios, la farmacocinética y las interacciones 
farmacológicas de los fármacos en cuestión [4]. 

 
4 Contexto 
 

Para enfrentar el desaf́ıo de reutilización de fármacos es posible utilizar distintas técnicas y 
representaciones de datos biológicos. En este sentido, las técnicas de Machine Learning que utilizan 
descriptores moleculares son populares y suelen alcanzar niveles aceptables de performance. Pero es 
posible expandir el espacio de exploración de soluciones utilizando técnicas de embeddings sobre 
Grafos de Conocimiento que vinculen el amplio universo de datos biológicos disponibles (ej., genes 
o efectos secundarios relacionados a fármacos). 
 

Por esta razón, el presente trabajo propone un  esquema para  desarrollar un sistema  de  
recomendación  para  la  reutilización  de  fármacos,  integrando  datos biológicos  y  distintos  modelos  
predictivos  basados  en  embeddings  sobre  Grafos de Conocimiento para lograr resultados con 
mayores probabilidades de éxito. 



 

  

 
5 Propuesta 

Para desarrollar un sistema de recomendación para la reutilización de fármacos centrado en Grafos 
de Conocimiento, se proponen las siguientes etapas: 

 
5.1 Configuración 

La primera fase se basa en definir y estructurar los datos y modelos para analizar y construir los 
modelos predictivos de embeddings. 
 

• Selección de Grafo de Conocimiento con datos significativos para el desaf́ıo relacionado. Si la 
reutilización de fármacos se orienta a una enfermedad determi- nada, se debe seleccionar un set de 
datos con un volumen adecuado de tripletas para esa enfermedad. 
 

• Visualización de grafo integral y subgrafos seleccionados por el usuario para el analisis de la 
información y la comprensi ón de las relaciones establecidas. 
 

• Entrenar y testear multiples modelos de embeddings sobre el Grafo de Conocimiento, asignando 
la información del grafo a distintas representaciones de baja dimensionalidad, preservando la estructura 
de proximidad de los datos para explotarla en aplicaciones como la predicción de vértices. 
 

• Realizar predicción de vértices para inferir relaciones entre nodos no conec- tados dentro del 
Grafos de Conocimiento (e.j., predecir un fármaco dada una query” X, trata, dengue”). 

 
5.2 Evaluación 

Para evaluar los modelos de embeddings sobre la enfermedad objetivo, cada modelo debe medirse: (a) 
intŕ ınsecamente, utilizando métricas como Adjusted Mean Rank (AMR) y hits@k, y (b) externamente 
contra una fuente de vali- dación externa para comprender su poder predictivo.  sobre la informacíon del mundo 
real. De esta forma, un modelo de embeddings que acierta todos los com- puestos existentes en la fuente 
de valiadación para una enfermedad determinada utilizando menos predicciones se considera mejor 
que otro modelo que necesita más predicciones para alcanzar la misma cantidad de aciertos. 

 
5.3 Recomendaci ón 

Finalmente, en base a la ponderacíon que asigne al usuario a los métodos de evaluación y la posibilidad de 
filtrar resultados por variables tales como tamaño molecular y grupo org ánico, el sistema definir á 
el ranking final de f ármacos sugeridos para reutilizar en la enfermedad target. 

 

6 Conclusión 
 

Este trabajo propone un esquema para desarrollar un sistema de recomendación para la reutilización 
de fármacos utilizando Grafos de Conocimiento, con la flex- ibilidad suficiente para centrarse en 
múltiples enfermedades. Además, el enfoque propuesto permite incorporar otros tipos de modelos 
predictivos (e.j., basados en similitud qu´ımica) que pueden competir contra los modelos de embeddings 
sobre Grafos de Conocimiento para identificar a los mejores. En una etapa posterior a este trabajo, los 
f́armacos más prometedores deben ser testeados in vitro/vivo, retroalimentando los resultados a las bases de 
datos para continuar mejorando la performance de recomendación posteriores. 
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Abstract. The purpose of this Doctoral Research Project is to present a collaborative work frame- work to 

support the implementation of digital transformation processes in higher education insti- tutions in order to 

improve the efficiency of mission processes; the case study is the Corporación Universitaria Comfacauca for 

the implementation of digital transformation processes and the val- idation of the proposed framework in the 

mission research process. Through a systematic review of the literature, it became evident that there are few 

frameworks validated in higher education scenarios to implement Digital Transformation processes, 

mediated by a collaborative work en- vironment to contribute to the continuous improvement of the mission 

processes. The proposal focuses on a projective analytical research methodology, the method of quantitative 

action re- search type planned, makes it possible to analyze the data of a population in 7 institutions of 

higher education in the city of Popayan, department of Cauca (Colombia). 

 

Key words: Digital Transformation, Digitalization, Framework. 

1 Introduction 
 
Digital transformation is emerging as a topic of interest not only in scientific commu- nities, but also as an 

increasingly recurrent practice in organizational dynamics, which are subject to the pressures imposed by 

digital technologies, new business models that are manifested throughout the value chain, and the 

personalized demands of users in an environment of hyper-connectivity [1]. More than a few authors have 

tried to explore the concept of digital transformation through three main areas of change: consumer 

behavior, business processes and business models [2], [3], [4]. From the literature re- view, the concept of 

digital transformation is defined as an evolutionary process of change in the organizational culture that is 

governed in an environment of hypercon- nectivity with collaborative principles for the digitization of 

processes in all activities of the value chain, which is enabled by the adoption of digital technologies and 

impacts on management processes, business models, value creation, efficiency and operational performance; 

feasible to implement from frameworks and can be evaluated through maturity models and key performance 

indicators. In addition to this, research agrees that the education sector is one of the last industries that has 

initiated changes in a digital culture because it is adhering to old methods and practices, the education sector 

is no exception [5]. 

 

2 State of the art 
 
Regarding models and frameworks for digital transformation, the systematic literature review [6] showed 

that there are hardly any contributions of systematic methods as a research methodology on Digital 

Transformation, while it is more frequent to find con- ceptual models, frameworks and strategies; and much 

more frequent to find case studies focused on very specific areas. In addition, as a result of academic interest, 

numerous digital transformation frameworks have been published to address different sectors and their needs 

[7]. Despite the identified frameworks, however, there are few validated frameworks in higher education 

scenarios to implement Digital Transformation pro- cesses, mediated by a collaborative work environment 

to contribute to the improvement of missional processes, as mentioned by [8], there is a shortage of practical, 

imple- mentable and simple digital transformation models that combine technologies, systems and 

educational phenomena. This theoretical gap is therefore evidence that it remains unclear what type of 

sustainable digital transformation model(s) could be adopted [8]. According to the literature, it can be 

established that there are digital transformation frameworks or models for different sectors or areas of 

industry from a conceptual point of view, with very little evidence of practical, implementable frameworks 

with achieved results, which indicates a knowledge gap as a state of solution in the education sector. 
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3 Problem statement and contributions 
 
At present, there is little evidence of validated frameworks in higher education scenar- ios to implement 

digital transformation processes in higher education institutions that contribute to the efficiency of mission 

processes mediated by a collaborative environ- ment [4] [8]. Similarly, [9] recognize that digital 

transformation is part of this change faced by all types of organizations. In this context, customer demands 

have changed [10], demanding customized requirements [10]. For this, organizations will have to re- spond 

quickly, with the support of collaborative work [11]. This indicates that another factor of Digital 

Transformation is Collaborative Work. For [1], end-to-end collabora- tion throughout the value chain is one 

of the key principles of digital transformation. Considering the aforementioned knowledge problems, the 

research question oriented to the development of this project arises: How to implement a collaborative work 

framework of digital transformation to improve the efficiency of the missional pro- cesses in a higher 

education institution? 

 

4 Methodology and research approach 
 
In order to carry out the systematic literature review, the procedure defined by Petersen et al. [12] [13] was 

followed; however, it is complemented by the research procedures proposed by Hoyos Botero [14]. For the 

development of the proposal, it focuses on a projective analytical research methodology [15], the 

quantitative action research method proposed [16], makes it possible to analyze the data of a population in 

7 insti- tutions of higher education in the city of Popayán, department of Cauca (Colombia). A sample of one 

(1) HEI (UNICOMFACAUCA) is extracted where a pre- and post-test will be conducted to know the level 

of adoption of the digital transformation processes and then the implementation of the process mediated by 

the technological tool "MCTD"- Collaborative Framework for the Implementation of Digital Transformation 

Processes, the above conformed from the quantitative research approaches. 

 

5 Evaluation plan 
 
The proposed framework will be assessed by validating its efficiency in relation to the contribution that will 

be provided in the research mission process at the Corporación Universitaria Comfacauca - 

UNICOMFACACUA, specifically the research process, allowing it to be a reference framework for higher 

education institutions in everything related to the current state, maturity level and implementation of digital 

transformation processes. For this, the evaluation plan will carry out: a) evaluation of collaborative work 

framework components, b) design of metrics and heuristic evaluation instruments for measuring the usability 

and interaction of the tool, c) validation of framework usa- bility through framework design experts and 

software developers, d) verification of the impact of the proposed framework design and refinement of 

elaborated models, e) elab- oration of general document and technical support documents for the project. 

6 Preliminary or intermediate results 
 
There is a characterization of the different models and/or frameworks of digital trans- formation obtained 

from the respective literature review, 41 digital transformation frameworks for different industry sectors 

[7], which supports the knowledge gaps de- scribed in section 2. 

 

7 Conclusions and Lessons Learned 
 
There is a lot of literature related to the topic of digital transformation for organizations, facing this topic, there 

are conceptual, maturity and some exclusive models or frame- works with the name of digital transformation 

models or frameworks, however, there is no evidence of results of implementation of digital transformation 

processes in the higher education sector in a specific area. A framework is understood as a standardized set 

of concepts, practices, guidelines and criteria to approach a particular type of prob- lem, which serves as a 

reference in a specific domain and can be used to address or solve new problems of a similar nature, which 

may serve as a basis for the implemen- tation of transformation processes in the education sector. 
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