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#### Abstract

We introduce and study a model in one dimension of $N$ run-and-tumble particles (RTP) which repel each other logarithmically in the presence of an external quadratic potential. This is an "active" version of the well-known Dyson Brownian motion (DBM) where the particles are subjected to a telegraphic noise, with two possible states $\pm$ with velocity $\pm v_{0}$. We study analytically and numerically two different versions of this model. In model I a particle only interacts with particles in the same state, while in model II all the particles interact with each other. In the large time limit, both models converge to a steady state where the stationary density has a finite support. For finite $N$, the stationary density exhibits singularities, which disappear when $N \rightarrow+\infty$. In that limit, for model I, using a Dean-Kawasaki approach, we show that the stationary density of + (respectively - ) particles deviates from the DBM Wigner semi-circular shape, and vanishes with an exponent $3 / 2$ at one of the edges. In model II, the Dean-Kawasaki approach fails but we obtain strong evidence that the density in the large $N$ limit retains a Wigner semi-circular shape.


Introduction. There is a tremendous current interest in the study of interacting active particles both from the theoretical and experimental point of view [1-7]. At variance with a passive particle, an active particle has a selfpropelled motion modelled by a driving "active" noise, with a finite persistence time. A paradigmatic model is the so-called run-and-tumble particle (RTP) - a motion exhibited by E. Coli bacteria [5, 7], driven by telegraphic noise [8-10]. It was also studied in the math literature on "persistent" random walks [11, 12]. Even a single RTP exhibits interesting properties, e.g. in the presence of a trapping potential, the system reaches a non-Boltzmann stationary state, retaining the effect of activity even at late times [9, 13-18].

A crucial question is what happens to these stationary states in the presence of interactions between the RTP's. Interacting RTP's are known to exhibit remarkable collective effects, such as motility-induced phase separation, clustering and jamming even for repulsive interactions and in the absence of alignement $[1,3,7,19-28]$. To describe the effects of interactions beyond numerical simulations, hydrodynamic approaches and perturbative exact results have been developed [7, 21, 29-31]. At present, very few exact results exist, even in one dimension, beyond two interacting RTP's on the line [19, 20, 32-37], and harmonic chains [38, 39]. Recent exact solutions have also been obtained for some specific many-particle models on a lattice with contact interactions [40-43].

In the passive case, a well studied model of $N$ interacting particles in one dimension is the Dyson Brownian motion (DBM) [44-46]. In this model, the particles interact via a pairwise logarithmic potential and are subjected to independent white noises. There is a host of exact results in the limit of large $N$, principally due to the connection between the positions of the particles and
the eigenvalues of a random matrix. In the presence of a quadratic external potential, these matrices belong to the celebrated Gaussian $\beta$-ensemble [45]. An important result in that case is that the scaled particle density converges at large time and large $N$ to the Wigner semicircle density $\rho_{s c}(x)=\frac{2}{\pi x_{e}^{2}} \sqrt{x_{e}^{2}-x^{2}}$, which has a finite support $\left[-x_{e}, x_{e}\right]$. It is then quite natural to look for an extension of this model to the realm of active matter, where each particle becomes an RTP. An interesting question is whether exact results can also be obtained in that case, and what kind of new phenomena can be expected as compared to the passive DBM model. In particular, let us recall that the stationary density for independent RTP's in a quadratic potential also has a finite support $\left[-x_{+}, x_{+}\right]$, of the form $\rho_{1}(x) \propto\left(x_{+}^{2}-x^{2}\right)^{\phi}$ where the edge exponent $\phi \in]-1,+\infty[$ can vary continuously [7, 9, 15]. One can thus ask if, by turning on the interactions, one may eventually interpolate between these two density profiles.

To address such questions we introduce and study in this paper a model that we call the active $D B M$. It is defined by the evolution equation for the positions $x_{i}(t)$ of $N$ particles

$$
\begin{align*}
\dot{x}_{i}(t) & =-\lambda x_{i}(t)+\frac{2}{N} \sum_{j \neq i} \frac{g_{\sigma_{i}(t), \sigma_{j}(t)}}{x_{i}(t)-x_{j}(t)}  \tag{1}\\
& +v_{0} \sigma_{i}(t)+\sqrt{\frac{2 T}{N}} \xi_{i}(t)
\end{align*}
$$

Each particle can be in two internal states $\sigma_{i}(t)= \pm 1$ of velocities respectively $\pm v_{0}$, and flips its sign with a constant rate $\gamma$. In addition each particle is submitted to an external potential $V(x)=\frac{\lambda}{2} x^{2}$ and to a thermal noise at temperature $T / N$, where the $\xi_{i}(t)$ 's are independent standard white noises. The particles interact via a repulsive pairwise logarithmic potential (i.e. a $1 / x$ force)
of strength $g_{\sigma, \sigma^{\prime}} \geq 0$ which depends a priori on their internal states. We will focus on two cases

$$
g_{\sigma, \sigma^{\prime}}= \begin{cases}g \delta_{\sigma, \sigma^{\prime}} & (\text { model I) }  \tag{2}\\ g, \quad \forall\left(\sigma, \sigma^{\prime}\right) & (\text { model II }) .\end{cases}
$$

Model II looks a priori like the most natural extension of the DBM to RTP particles. However, its non-interacting limit $g \rightarrow 0$ is singular (see below). On the other hand, model I interpolates naturally between the independent RTPs limit and the usual DBM.

The simplest observables are the densities of each species $\sigma= \pm 1$

$$
\begin{equation*}
\rho_{\sigma}(x, t)=\frac{1}{N} \sum_{i} \delta_{\sigma_{i}(t), \sigma} \delta\left(x-x_{i}(t)\right) \tag{3}
\end{equation*}
$$

as well as the total density $\rho_{s}(x, t)=\rho_{+}(x, t)+\rho_{-}(x, t)$, normalized to unity, and $\rho_{d}(x, t)=\rho_{+}(x, t)-\rho_{-}(x, t)$. The model (1)-(2) is invariant under the symmetry $\left(x_{i}, \sigma_{i}\right) \rightarrow\left(-x_{i},-\sigma_{i}\right)$, which implies that $\rho_{-}(x, t)=$ $\rho_{+}(-x, t)$ for all time $t$ if the initial condition is symmetric. For model II, Eq. (1) with $v_{0}=0$ describes the standard DBM for the Gaussian $\beta$-ensemble with $\beta=2 g / T$ [45], leading to the stationary semi-circle density with $x_{e}=2 \sqrt{g / \lambda}$, which is independent of $T$. The factors of $N$ in (1) are chosen so that the support of the stationary density is of $O(1)$, which, as we will see below, remains true for the active case.

In this paper we study the model defined by Eq. (1) for $v_{0}>0$ and focus on the limit $T \rightarrow 0$ with fixed $g$ and $\lambda$, which is the purely active problem with repulsion. By combining analytical tools and numerical solutions of Eq. (1), we obtain results at finite $N$ as well as in the large $N$ limit for various observables. This includes the stationary limit of the densities defined in (3), which have a single support with edges at $x_{ \pm, N}$. We demonstrate that the two models I and II exhibit very different behaviors (see Fig. 1). For model I, particles of opposite velocities do not interact and can thus cross, and we find that the hydrodynamic description, based on the Dean-Kawasaki (DK) approach [47, 48], becomes exact at large $N$. This allows to show that in that limit the stationary density of + (respectively - ) particles deviates from the Wigner semi-circular shape. It vanishes with an exponent $3 / 2$ at one of the edges and we obtain its dependence on the parameters (see top panel of Fig. 1). In model II, particles cannot cross, and as a result they tend to aggregate into clusters at small $g$. In this case the hydrodynamic approach at large $N$ fails and we characterize the distribution of the sizes of the clusters as well as the stationary density numerically (see bottom panel of Fig. 1). We obtain strong evidence, e.g., by computing perturbatively the fluctuations of the particle positions, that the density in the large $N$ limit still retains a Wigner semi-circular shape.


FIG. 1. Top: Shape of the particle density in model I in the plane $\left(g \lambda / v_{0}^{2}, \gamma / \lambda\right)$ in different limits. The density $\rho_{+}$is plotted in red and $\rho_{-}$in blue. When the two coincide they are plotted in black. The light dashed curves represent the density slightly away from the limit considered. The dashed circular line in the diagram symbolizes infinity. The diffusive limit, which requires a specific scaling between $v_{0}$ and $\gamma$, is not shown here. Bottom: Shape of the total density $\rho_{s}$ in model II as a function of the parameter $g \lambda / v_{0}^{2}$ showing the different regimes at large $N$. The results were derived in the limit $\gamma \rightarrow 0$ but simulations suggest that they are valid beyond this limit. The dashed red line shows the semi-circle. The spatial extension of the density as a function of the model parameters is also shown in the different regimes.

General properties of both models. We start with some general observations which are valid for both model I and model II. First, notice that, in the limit $T \rightarrow 0$ that we consider in this paper, there are only two dimensionless parameters $\frac{v_{0}}{\sqrt{g \lambda}}$ and $\frac{\gamma}{\lambda}$. Hence, from now on we set $\lambda=1$. For each model there are four interesting limits discussed below: (i) the passive limit $v_{0}=0$ (ii) the limit $g \rightarrow 0^{+}$, (iii) the limit where the velocities are frozen $\gamma=0$, and (iv) the diffusive limit $\gamma \rightarrow+\infty, v_{0} \rightarrow+\infty$ with $D=\frac{v_{0}^{2}}{2 \gamma}$ fixed.

For a single particle, $N=1$, we know that the particle density has a finite support $\left[-v_{0}, v_{0}\right]$ with edges obtained by solving $f\left(x_{ \pm, 1}\right)= \pm v_{0}$ where $f(x)=-x$ is the force due to the harmonic potential [18]. For $N>1$ the support is still finite $\left[x_{-, N}, x_{+, N}\right]$, but it is modified by the interactions. We find the upper edge $x_{+, N}$ by fixing $\sigma_{i}=+1$ for all particles (hence it is the same for models I and II) and computing the equilibrium positions $\left\{x_{i}^{\text {eq }}\right\}_{1 \leq i \leq N}$ of the particles. Then $x_{+, N}$ corresponds to the largest $x_{i}^{\text {eq }}$ (and $x_{-, N}=-x_{+, N}$ by symmetry). From Eq. (1), we thus see that we need to solve the following


FIG. 2. Total particle density $\rho_{s}(x)$ in model I (top) and II (bottom) for $N=2,3$ and 5 . The other parameters are $g=1$, $v_{0}=1$ and $\gamma=0.25$. When $N \gamma \leq 1$ we observe singularities in the density. The red lines show the predicted edges of the support.
set of equations

$$
\begin{equation*}
v_{0}-x_{i}+\frac{2 g}{N} \sum_{j \neq i} \frac{1}{x_{i}-x_{j}}=0 \quad \text { for } i=1, \cdots, N \tag{4}
\end{equation*}
$$

The solution is found as $x_{i}=v_{0}+\sqrt{\frac{2 g}{N}} y_{i}$ where the $y_{i}$ 's are the zeroes of the Hermite polynomials, $H_{N}(y)=$ 0 [49, 50]. This allows to show that $\lim _{N \rightarrow+\infty} x_{ \pm, N}=$ $\pm\left(v_{0}+2 \sqrt{g}\right)$, with $O\left(N^{-2 / 3}\right)$ corrections, see [51] for the systematic expansion. However we will see below that for $N=+\infty$ strictly, the support is also an interval which we denote $\left[x_{-}, x_{+}\right]$. This interval must be included in $\left[-v_{0}-2 \sqrt{g}, v_{0}+2 \sqrt{g}\right]$ but can be strictly smaller (see [51]). Finally note that since for $\gamma>0,+$ particles can change into - particles at any time and vice-versa, $\rho_{+}(x)$ and $\rho_{-}(x)$ necessarily have the same support.

To understand the stationary measure for finite $N$ it is useful to consider first the case $\gamma=0$, in which case the $\vec{\sigma}=\left(\sigma_{1}, \ldots, \sigma_{N}\right)$ are frozen. This allows to identify the "fixed points" of the dynamics, which will also determine the singularities of the stationary measure for $\gamma>0$. For each given $\vec{\sigma}$ there is a set of fixed points in the space $\vec{x}=\left(x_{1}, \ldots, x_{N}\right)$, which correspond to the local minima of the potential

$$
\begin{equation*}
V_{\vec{\sigma}}(\vec{x})=\frac{1}{2} \sum_{i} x_{i}^{2}-\frac{2}{N} \sum_{i<j} g_{\sigma_{i}, \sigma_{j}} \log \left|x_{i}-x_{j}\right|-v_{0} \sum_{i} \sigma_{i} x_{i} \tag{5}
\end{equation*}
$$

which is invariant by a global permutation $\tau$ of the particles $\left(x_{i}, \sigma_{i}\right) \rightarrow\left(x_{\tau(i)}, \sigma_{\tau(i)}\right)$. Indeed the potential (5) has the property that any fixed point $\partial_{t} \vec{x}=-\vec{\nabla} V_{\vec{\sigma}}(\vec{x})=0$ is fully stable hence is a local minimum [51]. Therefore, starting from a given initial condition there is a unique accessible fixed point.

In model I, for $\gamma=0$ and for any given initial condition, the system ends up forming two groups with the $N_{-}$ particles with $\sigma=-1$ shifted to the left, and the $N_{+}$particles with $\sigma=1$ shifted to the right. Within each group
the particles keep their initial order. Note that the two groups can overlap. Up to a permutation $\tau$ of the particles the fixed points are thus labeled by $\left(N_{+}, N_{-}\right)$, hence there are $N+1$ of them. The positions of the particles in each group are $x_{i}=\sigma_{i} v_{0}+\sqrt{\frac{2 g}{N}} y_{i}^{\sigma_{i}}$, where the $y_{i}^{ \pm}$'s are again the zeroes of the Hermite polynomials $H_{N_{+}}$and $H_{N_{-}}$respectively, see [51], leading in the large $N$ limit to two shifted semi-circles.

In model II, for $\gamma=0$, since the particles cannot cross it is convenient to assume that the $x_{i}$ 's are ordered (which is always possible up to a permutation $\tau$ ). Then each $\vec{\sigma}$ leads to a different fixed point, so that in total there are $2^{N}$ different fixed points. It is difficult to compute them analytically.

These fixed points lead to singularities in the stationary state for $\gamma>0$ which are visible in the stationary particle density $\rho_{s}(x)$, determined numerically in Fig. 2. Each time the velocity of a particle switches sign, the system flows towards the corresponding fixed point until the next change of sign. The smaller $\gamma$, the longer the particles stay near the fixed point $\vec{x}$. This leads to an algebraic singularity in $\rho_{s}(x)$ of the type $\left|x-x^{*}\right|^{N \gamma / \lambda-1}$ around all $x^{*}$ which coincide with one of the $x_{i}$ 's (see also [52]). There are generically $N(N+1)\left(\right.$ model I) and $N 2^{N}$ (model II) such singularities in $\rho_{s}(x)$ (some of which may coincide). Note that it agrees with the known result for $N=1[7,9,15]$. In the large $N$ limit these singularities are washed out in the bulk and at the edge they result in a shrinking of the support of the density mentioned above. We now study this limit for each model separately.

Model 1 and large $N$ limit. Consider now interactions between the same species only, i.e. the model (1) with the choice $g_{\sigma, \sigma^{\prime}}=g \delta_{\sigma, \sigma^{\prime}}$ in (2), for any $T$. To study the limit of large $N$ we extend the DK approach [47, 48] to derive evolution equations for the densities $\rho_{ \pm}(x, t)$ defined in (3) in presence of the active noise. As shown in [51] for the model I, they take the form at large $N$

$$
\begin{align*}
\partial_{t} \rho_{\sigma}(x, t) & =\partial_{x}\left[\rho_{\sigma}(x, t)\left(x-v_{0} \sigma-2 g f d y \frac{\rho_{\sigma}(y, t)}{x-y}\right)\right] \\
& +\gamma\left(\rho_{-\sigma}(x, t)-\rho_{\sigma}(x, t)\right)+O(1 / \sqrt{N}) \tag{6}
\end{align*}
$$

for $\sigma= \pm 1$ and where $f$ denotes the Cauchy principal value. The correction terms are (i) a $O(1 / \sqrt{N})$ random term coming from the active noise, (ii) deterministic terms of order $O(1 / N)$ (which in the standard DBM case $v_{0}=0$ can be written exactly), see [51] for more details on these terms. As in the case of the DBM one introduces the "resolvents", i.e., the Stieltjes transforms of the $\rho_{\sigma}(x, t)$

$$
\begin{equation*}
G_{\sigma}(z, t)=\int d x \frac{\rho_{\sigma}(x, t)}{z-x}=\frac{1}{N} \sum_{i} \frac{\delta_{\sigma_{i}(t), \sigma}}{z-x_{i}(t)} \tag{7}
\end{equation*}
$$

for $z$ in the complex plane minus the support of the den-
sities. Their asymptotic behaviors are

$$
\begin{equation*}
G_{ \pm}(z, t) \simeq_{z \rightarrow \infty} \frac{1}{z} \int d x \rho_{ \pm}(x, t)=\frac{p_{ \pm}(t)}{z} \tag{8}
\end{equation*}
$$

with $p_{\sigma}(t)=\frac{1}{N} \sum_{i} \delta_{\sigma_{i}(t), \sigma}$ and $p_{+}(t)+p_{-}(t)=1$. In the limit $N \rightarrow+\infty$ one can neglect the $O(1 / \sqrt{N})$ terms in (6) and the time evolution of the density becomes deterministic. This equation can be rewritten as a pair of equations for $G_{ \pm}(z, t)$

$$
\begin{equation*}
\partial_{t} G_{\sigma}=\partial_{z}\left(-v_{0} \sigma G_{\sigma}+z G_{\sigma}-g G_{\sigma}^{2}\right)+\gamma G_{-\sigma}-\gamma G_{\sigma} \tag{9}
\end{equation*}
$$

These equations allow to study the stationary densities of the system, which we denote $\rho_{ \pm}(x)$ - each being normalized to $\frac{1}{2}$ by symmetry. Setting the time derivatives to zero and introducing the densities $\rho_{s}=\rho_{+}+\rho_{-}$and $\rho_{d}=$ $\rho_{+}-\rho_{-}$and their Stieltjes transforms $G_{s}=G_{+}+G_{-}$ and $G_{d}=G_{+}-G_{-}$respectively, we get from (9)

$$
\begin{align*}
& 0=\partial_{z}\left(-v_{0} G_{d}+z G_{s}-\frac{g}{2}\left(G_{s}^{2}+G_{d}^{2}\right)\right)  \tag{10}\\
& 0=\partial_{z}\left(-v_{0} G_{s}+z G_{d}-g G_{s} G_{d}\right)-2 \gamma G_{d} \tag{11}
\end{align*}
$$

The first equation can be integrated, using the large $z$ behaviors in (8)

$$
\begin{equation*}
-v_{0} G_{d}+z G_{s}-\frac{g}{2}\left(G_{s}^{2}+G_{d}^{2}\right)=1 \tag{12}
\end{equation*}
$$

In the case $v_{0}=0$, one finds that $G_{d}=0$ is indeed a solution, as expected, together with $G_{s}(z)=\frac{z}{g}(1-$ $\left.\sqrt{1-\frac{2 g}{z^{2}}}\right)$ which recovers the semi-circle density

$$
\begin{equation*}
\rho_{s}(x)=\frac{1}{\pi} \operatorname{Im} G_{s}\left(x-i 0^{+}\right)=\frac{1}{\pi g} \sqrt{\left(2 g-x^{2}\right)_{+}} \tag{13}
\end{equation*}
$$

for the total density $\rho_{s}$. It has support over $[-\sqrt{2 g}, \sqrt{2 g}]$ which is indeed strictly included in $\left[-v_{0}-2 \sqrt{g}, v_{0}+2 \sqrt{g}\right]$ as discussed above.

We now turn to the case $v_{0}>0$. In the limit $g \rightarrow 0$, one obtains the solution $G_{s}(z)=\frac{1}{z}{ }_{2} F_{1}\left(\frac{1}{2}, 1 ; \gamma+\frac{1}{2} ; \frac{v_{0}^{2}}{z^{2}}\right)$ and $v_{0} G_{d}(z)=z G_{s}(z)-1$, which is consistent with

$$
\begin{equation*}
\rho_{s}(x)=A\left(1-\left(\frac{x}{v_{0}}\right)^{2}\right)_{+}^{\gamma-1}, \rho_{d}(x)=\frac{x}{v_{0}} \rho_{s}(x) \tag{14}
\end{equation*}
$$

with $A=\frac{\Gamma\left(\gamma+\frac{1}{2}\right)}{\sqrt{\pi} v_{0} \Gamma(\gamma)}$ which recovers, as expected, the solution for a single RTP (i.e., $N=1$ ) [15]. In the case $g>0$ the coupled equations (11)-(12) are more difficult to solve. Interesting observables are the integer moments $\left\langle x^{k}\right\rangle_{ \pm}$of the densities $2 \rho_{ \pm}(x)$ (normalized to unity), as well as $m_{k}^{s}$ and $m_{k}^{d}$ of $\rho_{s}$ and $\rho_{d}$. They are obtained exactly by recursion from the large $z$ expansion $2 G_{ \pm}(z)=\sum_{k=0}^{\infty} \frac{\left\langle x^{k}\right\rangle_{ \pm}}{z^{k+1}}$. From the unicity of the stationary state [53] we have the symmetry $\rho_{+}(x)=\rho_{-}(-x)$
leading to $m_{2 p}^{s}=\left\langle x^{2 p}\right\rangle_{+}=\left\langle x^{2 p}\right\rangle_{-}$as well as $m_{2 p+1}^{d}=$ $\left\langle x^{2 p+1}\right\rangle_{+}=-\left\langle x^{2 p+1}\right\rangle_{-}$, and $m_{2 p+1}^{s}=m_{2 p}^{d}=0$. One finds

$$
\begin{equation*}
m_{1}^{d}=\langle x\rangle_{+}=\frac{v_{0}}{1+2 \gamma}, m_{2}^{s}=\left\langle x^{2}\right\rangle_{+}=\frac{v_{0}^{2}}{1+2 \gamma}+\frac{g}{2} \tag{15}
\end{equation*}
$$

The higher moments are obtained from the following recursion relation

$$
\begin{equation*}
\left\langle x^{k}\right\rangle_{+}=\frac{\frac{k}{2}}{\frac{k}{2}+\gamma \delta_{k, \text { odd }}}\left(v_{0}\left\langle x^{k-1}\right\rangle_{+}+\frac{g}{2} \sum_{l=0}^{k-2}\left\langle x^{l}\right\rangle_{+}\left\langle x^{k-2-l}\right\rangle_{+}\right) \tag{16}
\end{equation*}
$$

with $\delta_{k, \text { odd }}=1$ if $k$ is odd and 0 otherwise. Explicit expressions are given in [51], where we also obtain exactly the first three moments for any $N$. These predictions are in excellent agreement with our numerical simulations. It is also possible to obtain predictions for the time dependent moments (beyond stationarity) from the large $z$ expansion of Eq. (9) and the agreement with numerics is also excellent.

From the recursion (16) we compute the moments to a high order. This allows to determine numerically [54], for $N \rightarrow \infty$, (i) the position of the edges $x_{+}=-x_{-}$, (ii) the behavior of the densities near the edges. Over a wide range of parameters $\left(v_{0}, g, \gamma\right)$, we obtain the large $k$ behavior compatible with

$$
\begin{equation*}
\left\langle x^{k}\right\rangle_{+} \simeq x_{+}^{k}\left(A k^{-\frac{3}{2}}+(-1)^{k} B k^{-\alpha-1}\right) \quad, \quad \alpha \approx \frac{3}{2} \tag{17}
\end{equation*}
$$

This indicates that the density $\rho_{+}(x)$ exhibits two distinct behaviors near the upper and lower edges, i.e., $\rho_{+}(x) \sim\left(x_{+}-x\right)^{1 / 2}$ (as for the semi-circle) and $\rho_{+}(x) \sim$ $\left(x+x_{+}\right)^{3 / 2}$ respectively. The fact that the exponents near $\pm x_{+}$differ by unity appears to be a more general feature also valid for the finite $N$ singularities [51]. The value $\alpha=3 / 2$ is confirmed by a small $\gamma$ expansion, as we now discuss.

We start from the integrated version of (9) (in the stationary state)

$$
\begin{align*}
& -v_{0} G_{+}(z)+z\left(G_{+}(z)-\frac{1}{2}\right)-g G_{+}^{2}(z)  \tag{18}\\
& =\gamma \int_{-\infty}^{z}\left[G_{+}\left(z^{\prime}\right)+G_{+}\left(-z^{\prime}\right)\right] d z^{\prime} \tag{19}
\end{align*}
$$

where we have used $G_{-}(z)=-G_{+}(-z)$ and $G_{+}(z) \sim \frac{1}{2 z}$ when $z \rightarrow \pm \infty$ [55].

Let us first discuss the limit $\gamma=0^{+}$[56]. From (19) one obtains $G_{+}(z) \simeq \frac{z-v_{0}}{2}\left(1-\sqrt{1-\frac{2 g}{\left(z-v_{0}\right)^{2}}}\right)$ corresponding to a semi-circle density of support $\left[v_{0}-\sqrt{2 g}, v_{0}+\sqrt{2 g}\right]$

$$
\begin{equation*}
\rho_{+}(x)=\frac{\sqrt{\left(2 g-\left(x-v_{0}\right)^{2}\right)_{+}}}{2 \pi g} \tag{20}
\end{equation*}
$$

Similarly $\rho_{-}(z)$ is a semi-circle of support $\left[-v_{0}-\right.$ $\sqrt{2 g},-v_{0}+\sqrt{2 g}$. The total density $\rho_{s}(x)$ is thus the superposition of two shifted semi-circles centered at $\pm v_{0}$.


FIG. 3. Left: Density $\rho_{+}(x)$ for $g=1, v_{0}=2$ and $\gamma=0.1$, for $N=100$. The dashed black line shows the limit $\gamma=0^{+}$ for $N \rightarrow+\infty$. The small red lines show the edges $x_{ \pm}$of the support for $N \rightarrow+\infty$, computed numerically using (16). Inset: same density close to the left edge in log-log scale. The dashed red line has slope $3 / 2$. The $3 / 2$ exponent is observed in a small window between the finite $N$ exponential regime around the edge and the bulk regime. Right: Same plot as the inset for $\gamma=1$ which shows that the $3 / 2$ exponent is valid beyond the $\gamma \rightarrow 0$ limit.

It is possible to carry a systematic expansion in powers of $\gamma$ [51]. One finds that the semi-circle exponent $1 / 2$ near $x_{+}$survives for $\gamma>0, \rho_{+}(x) \simeq A \sqrt{x_{+}-x}$, with a $O(\gamma)$ shift in the position of the upper edge $x_{+}$and in the amplitude $A$, given explicitly in [51]. Interestingly, near the lower edge $x_{-}=-x_{+}$

$$
\begin{equation*}
\rho_{+}(x) \simeq \frac{\gamma\left(x-x_{-}\right)^{3 / 2}}{3 \pi 2^{1 / 4} g^{3 / 4} \sqrt{v_{0}\left(v_{0}+\sqrt{2 g}\right)}}, \tag{21}
\end{equation*}
$$

which confirms that $\alpha=3 / 2$, as anticipated above in Eq. (17) and in agreement with numerics (see Fig. 3).

Another solvable limit is the diffusive limit $v_{0}, \gamma \rightarrow$ $+\infty$ with a fixed "effective" diffusion constant $\frac{v_{0}^{2}}{2 \gamma}=D$. In that limit the telegraphic noise converges to Gaussian white noise and it is natural to ask whether model I recovers the physics of the DBM. From (11) one finds $G_{d} \simeq \frac{v_{0}}{2 \gamma} \partial_{z} G_{s}$ and from (12) we obtain the following equation for $G_{s}$

$$
\begin{equation*}
\left(z G_{s}-1\right)-\frac{g}{2} G_{s}^{2}+D \partial_{z} G_{s}=0 \tag{22}
\end{equation*}
$$

If in (22) $D \ll 1$ (e.g., one takes $\gamma$ to infinity while $v_{0}$ remains finite), see Fig. 1, one recovers the semi-circle density with edge $\pm \sqrt{g}$. On the other hand, here $D=$ $O(1)$ which corresponds to a white noise in (1) with $T=$ $D N$. Our Eq. (22) is then the same equation as in [57], where they considered the DBM with $\beta=\frac{2 c}{N}$ and $c=\frac{g}{2 D}$. Performing the change of units, and using the solution given in [57] we obtain the total density in our model as

$$
\begin{align*}
\rho_{s}(x) & =\sqrt{\frac{D}{2 \pi}} \frac{1}{\Gamma(1+c)} \frac{1}{\left|\mathcal{D}_{-c}(i x)\right|^{2}}  \tag{23}\\
\mathcal{D}_{-c}(z) & =\frac{e^{-\frac{z^{2}}{4 D}}}{\Gamma(c)} \int_{0}^{+\infty} d x e^{-\frac{1}{D}\left(z x+\frac{x^{2}}{2}\right)}\left(\frac{x}{\sqrt{D}}\right)^{c-1} \tag{24}
\end{align*}
$$

where $\mathcal{D}_{-c}(z)$ is the parabolic cylinder function. This density interpolates between the semi-circle for $c \rightarrow+\infty$


FIG. 4. Left: Density of particles for $\lambda=1, g=1, v_{0}=1$ and $\gamma=1$ for different values of $N$. Right: fraction of particles above the right edge of the semi-circle as a function of $N$, for the same set of parameters. It decreases as $1 / \sqrt{N}$.
and the Gaussian for $c=0$. It is thus interesting to see that the diffusive limit of model I corresponds to the DBM in the special limit $\beta=O(1 / N)$, well studied in the context of random matrix theory [58-60]. Note also that the effective coupling constant is actually $g / 2$, instead of $g$, since at any given time each particle interacts only with half of the system.

Model 2 and large $N$ limit. We now turn to the fully interacting version of the model. One important difference with model $I$ is that the trajectories of the particles cannot cross, so that they keep the same ordering at all times. This case is more difficult to study analytically and in particular we do not have the equivalent of the DK approach (its standard version fails, see below). Based on a thorough numerical study, we find a quite interesting feature of the model, namely that there are three different regimes as $\frac{g}{v_{0}^{2}}$ is varied (see Fig. 1). Let us first focus on the first two regimes. For $\frac{g}{v_{0}^{2}}=O(1)$, the stationary density is consistent with a Wigner semicircle, independently of $\gamma>0$. On the other hand, for $\frac{g}{v_{0}^{2}} \rightarrow 0^{+}$while keeping the non intersection constraint, the particles tend to form clusters which we characterize numerically. The crossover between the two regimes appears to occur on a scale $\frac{g}{v_{0}^{2}}=O(1 / N)$ so we surmise, based on our numerical results, that

$$
\begin{align*}
& \rho_{s}(x) \sim \frac{1}{\sqrt{g}} f\left(\frac{x}{\sqrt{g}}\right) \quad, \quad \frac{g}{v_{0}^{2}} \gg \frac{1}{N},  \tag{25}\\
& \rho_{s}(x) \sim \frac{\sqrt{N}}{v_{0}} \phi\left(\sqrt{N} \frac{x}{v_{0}}\right) \quad, \quad \frac{g}{v_{0}^{2}} \ll \frac{1}{N}, \tag{26}
\end{align*}
$$

where $f(z)$ and $\phi(z)$ are scaling functions which we discuss below.

Let us start with the regime $\frac{g}{v_{0}^{2}}=O(1)$. The naive generalization of the DK equation to this case amounts to Eq. (6) where one replaces [51] $2 g f d y \frac{\rho_{\sigma}(y, t)}{x-y}$ by $2 g f d y \frac{\rho_{s}(y, t)}{x-y}$ since each particle interacts identically with both species (we recall that $\rho_{s}=\rho_{+}+\rho_{-}$). However this equation does not hold even at large $N$ as we have carefully checked numerically. To understand this we consider for both models the exact equation satisfied by $p_{\sigma}(x, t)=\left\langle\rho_{\sigma}(x, t)\right\rangle$ where $\langle\ldots\rangle$ denotes the average over


FIG. 5. Time evolution of the positions of $N=100$ particles for the effective model $g=0^{+}$of model II, for $\lambda=1, v_{0}=1$ and $\gamma=0.1,1$ and 10 from left to right.
the different histories $\sigma(t)$. This equation is not closed but involves, in its interaction term, the pair correlation $p_{\sigma, \sigma}^{(2)}(x, y, t)$ for model I and $p_{\sigma, s}^{(2)}(x, y, t)$ for model II (see [51] for details). For model I, we have checked numerically that at large $N$ this pair correlation can be replaced by its factorized form $p_{\sigma}(x, t) p_{\sigma}(y, t)$ leading to a closed equation for $p_{\sigma}(x, t)$ which coincides with the DK equation. By contrast, for model II, we find that replacing the pair correlation by its factorized form $p_{\sigma}(x, t) p_{s}(y, t)$ is inconsistent with the numerics, even at large $N$ [51]. Remarkably, we find that, in that case, the density $\rho_{s}(x)$ converges to a Wigner semi-circle with support on $[-2 \sqrt{g}, 2 \sqrt{g}]$, i.e., it takes the scaling form as in (25) with $f(z)=f_{s c}(z)=\frac{1}{2 \pi} \sqrt{4-z^{2}}$, independently of $\gamma$. This convergence is shown in Fig. 4 (left) for $g=1$ where we also see that the density $\rho_{s}(x)$ exhibits "wings" outside the semi-circle, with total weight scaling as $N^{-1 / 2}$, see Fig. 4 (right). In addition we find that $\rho_{d}(x)=\rho_{+}(x)-\rho_{-}(x)$ vanishes at large $N$.

The second interesting regime is $\frac{g}{v_{0}^{2}} \ll 1 / N$. In the limit $\frac{g}{v_{0}^{2}} \rightarrow 0^{+}$the interactions still play an important role since they forbid crossing of the particles. One finds that a reliable effective model in that limit can be defined as follows. When particles meet they form a point like cluster. The instantaneous velocity of each cluster is the mean velocity of all the particles in the cluster. A cluster is characterized by the ordered list of the velocities of the particles which have joined. For $\gamma>0$ each particle can change its velocity, which may result in breaking of the cluster in pieces, according to precise rules (see [51] for details). For small $\gamma$ the particles tend to form large clusters, see Fig. 5, as observed in some RTP lattice models [19, 28, 42]. We have determined numerically the distribution $p(n)$ of sizes $n$ of these clusters. For $\gamma=0, p(n)$ decays as $\frac{1}{n}$, for $n \leq N$, while for $\gamma>$ 0 the leading behavior is exponential in $n$ with a rate depending on $\gamma$, see Fig. 6. Finally, our numerics are consistent with the scaling form in Eq. (26) for the total density, with a scaling function $\phi$ which depends on $\gamma$, see Fig. 6. Interestingly, this scaling function seems to exhibit a power law tail $\phi(x) \propto 1 / x^{3}$ for large $x$ [51]. Here also, we find that $\rho_{d}(x)$ vanishes at large $N$.

To understand better the above regimes for model II and in particular the appearance of a semi-circle for $\frac{g}{v_{0}^{2}}=O(1)$ it is useful to study the fluctuations of the po-


FIG. 6. Left: Fraction $r(n)$ of particles in clusters of size $n$, with $r(n)=n p(n) / \sum_{m=1}^{N} m p(m)$, in the limiting model $g=0^{+}$for $N=10000$ and different values of $\gamma$ (averaged over $10^{6}$ realisations for $\gamma=0$ and over a time $10^{5}$ for $\gamma>0$ ). $r(n)$ is independent of $n$ for $\gamma=0$ and decays exponentially for $\gamma>0$. Center: Rescaled particle density $\rho_{s}(x / \sqrt{N}) / \sqrt{N}$ for different values of $N$ in the limiting model $g=0^{+}$for $\gamma=1$. With this rescaling all the plots collapse on the same curve, which is compatible with (26). Right: Rescaled particle density for $N=10000$ and different values of $\gamma$.
sitions $x_{i}$ of the particles. We consider the limit $\gamma=0^{+}$ such that at large time the system is with equal probability near the fixed point corresponding to any of the $2^{N}$ values of $\vec{\sigma}$. We perform an expansion for small $v_{0}^{2} / g$ of $\delta x_{i}=x_{i}-x_{i}^{\text {eq }}$, where $x_{i}^{\text {eq }}$ denotes the equilibrium positions for $v_{0}=0$. One can diagonalize the Hessian matrix $\mathcal{H}_{i j}=\left.\partial_{x_{i}} \partial_{x_{i}} V_{\vec{\sigma}}(\vec{x})\right|_{\vec{x}=\vec{x}^{\text {eq }}}$ associated to the potential in (5), either approximately as in [46], or exactly [50]. To linear order one has $\delta \vec{x}=v_{0} \mathcal{H} \vec{\sigma}$, and using $\left\langle\sigma_{i} \sigma_{j}\right\rangle=\delta_{i j}$ we find the following estimates at large $N$ [61]

$$
\begin{equation*}
\operatorname{Var}\left(\delta x_{i}\right) \sim \frac{v_{0}^{2}}{N g \rho_{i}^{2}}, \operatorname{Var}\left(\delta x_{i}-\delta x_{i+n}\right) \sim \frac{v_{0}^{2} n}{g^{2} \rho_{i}^{4} N^{2}} \tag{27}
\end{equation*}
$$

where here $\rho_{i}=\rho_{s}\left(x_{i}^{\mathrm{eq}}\right)$ is the local mean density, which in the bulk is $\rho_{i} \sim 1 / \sqrt{g}$. The first quantity is dominated by soft large wavelength fluctuations which are cutoff by the quadratic well. It allows to predict the various regimes as $g / v_{0}^{2}$ varies, summarized in Fig 1. If $\delta x_{i}$ is much smaller than the size of the support $\sim \sqrt{g}$ the semi-circle density which holds for $v_{0}=0$ remains unchanged. This yields the condition $g / v_{0}^{2} \gg 1 / N$. For $g / v_{0}^{2}=O(1 / N)$ a crossover occurs to the regime $g / v_{0}^{2} \ll 1 / N$ where particles tend to aggregate as in Fig. 5. These conclusions are compatible with the forms in (25) and (26). Note that for very large $g, \delta x_{i}$ is much smaller than the interparticle distance $1 /\left(N \rho_{i}\right)=\sqrt{g} / N$, which explains why for $g / v_{0}^{2} \gg N$ the density exhibits peaks at the interparticle scale (see Fig. 1 and [51]). Since we observe numerically that the fluctuations decrease as $\gamma$ increases the above discussion remains valid for $\gamma>0$. Finally, the second result in (27) indicates that the variance of the number of particles in an interval grows linearly with its size. This is in contrast with the case of the standard DBM where a similar calculation leads to logarithmic growth (see [46]).

As a final remark, in the diffusive limit $\gamma \rightarrow+\infty, v_{0} \rightarrow$ $+\infty$ and $\frac{v_{0}^{2}}{2 \gamma}=D$ fixed, we expect model II to converge to a variant of the DBM , where $\beta=2 g /(N D) \ll 1$, with
an additional hard-core repulsion, which remains to be studied.

Conclusion. We introduced a model of interacting active particles in one dimension, the active Dyson Brownian motion, with two different variants, and studied the stationary density. While for finite $N$ it presents singularities (corresponding to the fixed points of the $\gamma=0$ dynamics), for $N \rightarrow+\infty$ those singularities are washed out and the density becomes smooth inside its finite support. We developed an analytical approach to compute it for model I and found $1 / 2$ and $3 / 2$ exponents at the edges. For model II, the particles tend to form clusters, and we found strong evidence that the density takes a semi-circular shape in a wide range of parameters (see Fig. 1). Our results raise several challenging open questions. The first would be to obtain analytical results for model II, such as for the stationary density, the gaps, and the cluster statistics. This requires a better understanding of the failure of the DK equation for model II, which in turn could provide a new insight into the study of active particle systems through hydrodynamic equations. Second, the effect of additional passive noise $(T>0)$ should be important for model II since for $T>2 g$ it enables particle crossings. Third, the $g=0^{+}$effective model clearly deserves further investigation. Finally an intriguing question is whether there exists a matrix model associated to the active DBM.
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We give the principal details of the calculations described in the main text of the Letter. We display additional analytical and numerical results which support the findings presented in the Letter.

## I. DEFINITION OF THE MODELS

The two models studied in this paper (model I and model II) consist of $N$ interacting particles whose positions $x_{i}(t)$ evolve according to the stochastic equation

$$
\begin{align*}
\dot{x}_{i}(t) & =-\lambda x_{i}(t)+\frac{2}{N} \sum_{j \neq i} \frac{g_{\sigma_{i}(t), \sigma_{j}(t)}^{x_{i}(t)-x_{j}(t)}+v_{0} \sigma_{i}(t)+\sqrt{\frac{2 T}{N}} \xi_{i}(t) \quad, \quad i=1,2, \cdots, N}{}  \tag{28}\\
g_{\sigma, \sigma^{\prime}} & =\left\{\begin{array}{cc}
g \delta_{\sigma, \sigma^{\prime}} & (\text { model I) } \\
g, & \forall\left(\sigma, \sigma^{\prime}\right)
\end{array}(\text { (model II) } .\right. \tag{29}
\end{align*}
$$

In Eq. (28) the variables $\sigma_{i}(t)= \pm 1$ are independent telegraphic noises which switch sign with a constant rate $\gamma$, and the $\xi_{i}(t)$ are independent standard white noises. We take $g>0$ so that the interaction between the particles is repulsive. Each particle is subject to an external potential $V(x)=\frac{\lambda}{2} x^{2}$ (in the rest of the paper we set $\lambda=1$ ). In this paper we restrict our study of model I and II to the case $T=0$.

For $v_{0}=0$ (but $T \neq 0$ ) model II corresponds to the stationary version of the well-known Dyson Brownian motion (DBM), with $\beta=\frac{2 g}{T}$ (see e.g., [46] Section 9.4 setting $T=1$ there). In this case the stationary measure for the joint distribution of the positions of the $N$ particles is given by

$$
\begin{equation*}
P_{\text {joint }}\left(x_{1}, \ldots, x_{N}\right)=\frac{1}{Z_{N}} e^{-\frac{N \lambda}{2 T} \sum_{i} x_{i}^{2}} \prod_{i<j}\left|x_{i}-x_{j}\right|^{\beta} \tag{30}
\end{equation*}
$$

where $Z_{N}$ is a normalization constant. This joint probability density function (30) coincides with the joint distribution of eigenvalues for the $\beta$-ensemble of random matrices [45]. It is well known that in this case the one-particle density converges in the $N \rightarrow \infty$ limit to the Wigner semi-circle law

$$
\begin{equation*}
\rho_{s c}(x)=\frac{\lambda}{g} \frac{\sqrt{\left(\frac{4 g}{\lambda}-x^{2}\right)_{+}}}{2 \pi}, \tag{31}
\end{equation*}
$$

where we used the notation $(x)_{+}=x$ if $x>0$ and 0 otherwise. The limiting density thus has a finite support $[-2 \sqrt{g / \lambda},+2 \sqrt{g / \lambda}]$.

For the Dyson Brownian motion at $T=0$, as well as for the model II at $v_{0}=0$ and $T=0$, the equilibrium positions of the particles for any finite $N$ are given by the zeros of the rescaled Hermite polynomial $H_{N}\left(\sqrt{\frac{N \lambda}{2 g}} x\right)$ [44, 49] (see below for a quick derivation). In the limit $N \rightarrow+\infty$ the density of these zeros converges to the Wigner semi-circle (31). For the DBM the density remains the same semi-circle for any $T=O(1)$, i.e. the thermal noise scales as $O(1 / \sqrt{N})$ and its effect is weak. Note that the average characteristic polynomial remains equal to the same Hermite polynomial, see e.g. Section 6.1 in [46]). However if one takes instead $T=O(N)$, i.e. $\beta=O(1 / N)$ (i.e. the passive noise term is of order $O(1))$, the particle density is not anymore a semi-circle and extends on the whole real axis [57]. In model II at $T=0$ and $v_{0}>0$ the noise is instead purely active, but scales as $O(1)$. Hence it is not obvious whether the stationary particle density will be a semi-circle or not. This question is discussed below and in the main text. Surprisingly, our numerical simulations for model II suggest that the density seems to remain a semi-circle in the limit of large $N$. This is at variance with model I where the stationary density is never a semi-circle. In the diffusive limit discussed in the text, model I converges again to a DBM but in the high temperature regime $\beta=O(1 / N)$. For the same reason we expect model II to converge to a DBM with $\beta=O(1 / N)$, but with the additional constraint that the particles cannot cross. For $\beta<1$ this constraint changes the statistics of the process [62, 63], which remains to be studied in the present context.

Non interacting case. Finally, let us briefly mention some existing results concerning the non-interacting case ( $g=$ $0)$. In this case the density was computed exactly and is very different from an equilibrium Boltzmann distribution: it has finite support $\left[-\frac{v_{0}}{\lambda}, \frac{v_{0}}{\lambda}\right]$ and exhibits singularities at the edges of the support (see e.g. [15])

$$
\begin{array}{ll}
\rho_{s}(x)=A\left(1-\left(\frac{\lambda x}{v_{0}}\right)^{2}\right)^{\frac{\gamma}{\lambda}-1}, & -\frac{v_{0}}{\lambda} \leq x \leq+\frac{v_{0}}{\lambda} \\
\rho_{ \pm}(x)=\frac{A}{2}\left(1 \pm \frac{\lambda x}{v_{0}}\right)^{\frac{\gamma}{\lambda}}\left(1 \mp \frac{\lambda x}{v_{0}}\right)^{\frac{\gamma}{\lambda}-1} & , \quad-\frac{v_{0}}{\lambda} \leq x \leq+\frac{v_{0}}{\lambda} \tag{33}
\end{array}
$$

with $A=\left(\lambda / v_{0}\right) \frac{\Gamma(1 / 2+\gamma / \lambda)}{\sqrt{\pi} \Gamma(\gamma / \lambda)}$. The difference of 1 between the exponents at the left and right edges of $\rho_{ \pm}(x)$ is actually more general, and valid even for a large class of external forces $f(x)$ - such that the support is a single interval $\left[x_{-}, x_{+}\right]$, i.e. $f\left(x_{ \pm}\right)=0$, with the additional assumption $f^{\prime}\left(x_{ \pm}\right) \neq 0$. One predicts that

$$
\begin{equation*}
\frac{\rho_{+}(x)}{\rho_{-}(x)} \simeq_{x \rightarrow x_{+}} \frac{1}{x_{+}-x} \quad, \quad \frac{\rho_{+}(x)}{\rho_{-}(x)} \simeq_{x \rightarrow x_{-}}\left(x-x_{-}\right) . \tag{34}
\end{equation*}
$$

Indeed, replacing the harmonic force $-\lambda x$ with an arbitrary external force $f(x)$ (still without interactions) the expression in (32) becomes [15, 18]

$$
\begin{equation*}
\rho_{ \pm}(x)=\frac{B}{v_{0}\left(v_{0} \pm f(x)\right)} \exp \left[2 \gamma \int_{0}^{x} d y \frac{f(y)}{v_{0}^{2}-f^{2}(y)}\right] \tag{35}
\end{equation*}
$$

with $B$ a normalization constant. Here $f(x)$ is assumed to derive from a potential with a single minimum, which we choose to be at $x=0$, and this solution is valid on the interval $\left[x_{-}, x_{+}\right]$where $x_{ \pm}$is the point closest to $x=0$ such that $f\left(x_{ \pm}\right)=\mp v_{0}$. From (35) we immediately see that if the derivative of $f(x)$ does not vanish at $x=x_{ \pm}$, the exponent with which $\rho_{+}(x)$ vanishes at $x=x_{+}$will be smaller by 1 compared to the exponent of $\rho_{-}(x)$ (and conversely at $x=x_{-}$). We will observe something similar in our model in the presence of interactions, see Fig. 10 below.

## II. FINITE $N$

In this section we study the dynamics of the system for finite $N$. One starts with the case $\gamma=0$ where the particles do not change their internal state. In that case there are equilibrium configurations which are fixed points of the dynamics. We will study these fixed points in detail. Next we will consider $\gamma>0$ and see that the above fixed points play an important role to understand the form of the stationary measure for $\gamma>0$. In particular, the support of the stationary measure can be determined by studying the fixed point corresponding to a state where all particles have the same velocity.

For $\gamma=0$, for each given $\vec{\sigma}=\left(\sigma_{1}, \ldots, \sigma_{N}\right)$ there is a set of fixed points in the space $\vec{x}=\left(x_{1}, \ldots, x_{N}\right)$ which are by definition all the solutions of (we have set $\lambda=1$ )

$$
\begin{equation*}
\dot{x}_{i}=\sigma_{i} v_{0}-x_{i}+\frac{2}{N} \sum_{j \neq i} \frac{g_{\sigma_{i}, \sigma_{j}}}{x_{i}-x_{j}}=0 \quad \text { for } i=1, \ldots, N \tag{36}
\end{equation*}
$$

Note that the center of mass $\bar{x}=\frac{1}{N} \sum_{i} x_{i}$ satisfies the simple equation

$$
\begin{equation*}
\dot{\bar{x}}=v_{0} \frac{1}{N} \sum_{i} \sigma_{i}-\bar{x} \tag{37}
\end{equation*}
$$

Hence at any of the fixed point one has $\bar{x}=v_{0} \frac{1}{N} \sum_{i} \sigma_{i}$. Each of these fixed points corresponds to a stationary point of the following potential

$$
\begin{equation*}
V_{\vec{\sigma}}(\vec{x})=\frac{1}{2} \sum_{i} x_{i}^{2}-\frac{2}{N} \sum_{i<j} g_{\sigma_{i}, \sigma_{j}} \log \left|x_{i}-x_{j}\right|-v_{0} \sum_{i} \sigma_{i} x_{i} \tag{38}
\end{equation*}
$$

i.e. $\partial_{t} \vec{x}=-\vec{\nabla} V_{\vec{\sigma}}(\vec{x})=0$. The potential and the set of fixed points are invariant by a global permutation $\tau$ of the particles $\left(x_{i}, \sigma_{i}\right) \rightarrow\left(x_{\tau(i)}, \sigma_{\tau(i)}\right)$. We will show below that all fixed points are stable, i.e. attractive for the dynamics.

## A. $\quad N=2$ case

Let us illustrate the structure of fixed points for two particles $N=2$. We consider the two cases:
(i) Model II, with $g_{\sigma, \sigma^{\prime}}=g$. The equations for the fixed points are:

$$
\begin{equation*}
v_{0} \sigma_{1}-x_{1}+\frac{g}{x_{1}-x_{2}}=0 \quad, \quad v_{0} \sigma_{2}-x_{2}+\frac{g}{x_{2}-x_{1}}=0 \tag{39}
\end{equation*}
$$

which are easily solved introducing $x=x_{1}+x_{2}=v_{0}\left(\sigma_{1}+\sigma_{2}\right)$ and $y=x_{1}-x_{2}$ which obeys $v_{0}\left(\sigma_{1}-\sigma_{2}\right)-y+\frac{2 g}{y}=0$. For each pair of values $\left(\sigma_{1}, \sigma_{2}\right)$ we get 2 fixed points: $x= \pm 2 v_{0}$ and $y= \pm \sqrt{2 g}$ or $x=0$ and $y= \pm v_{0} \pm \sqrt{v_{0}^{2}+2 g}$. Taking into account the exchange symmetry between the two particles, this corresponds to 4 different situations, see Fig. 7 :

- both particles are in a state of velocity $+v_{0}\left(\right.$ resp. $\left.-v_{0}\right)$ and have positions $x_{1,2}=v_{0} \pm \sqrt{\frac{g}{2}}\left(\right.$ resp. $\left.-v_{0} \mp \sqrt{\frac{g}{2}}\right)$
- the particles want to move away from each other and have positions $x_{1,2}= \pm \frac{1}{2}\left(\sqrt{v_{0}^{2}+2 g}+v_{0}\right)$
- the particles want to move towards each other and have positions $x_{1,2}= \pm \frac{1}{2}\left(\sqrt{v_{0}^{2}+2 g}-v_{0}\right)$


FIG. 7. Schematic description of the fixed points for $N=2$ in model I and II together with the corresponding values of $\left(\sigma_{1}, \sigma_{2}\right)$ (first column). There is a total of 6 fixed points in model I and 8 in model II, which reduces to $N+1=3$ (for model I) and $2^{N}=4$ (for model II) up to a permutation of the labels. The notation "OR" means that the fixed point reached under the $\gamma=0$ dynamics depends on the initial condition. Indeed, the ordering of the particles is conserved in model II, and in model I for particles in the same internal state.

Note that in model II since the particles never cross each other, for each pair $\left(\sigma_{1}, \sigma_{2}\right)$ the fixed point reached by the dynamics is determined by the initial ordering of the particles.
(ii) Model I, with $g_{\sigma, \sigma^{\prime}}=g \delta_{\sigma, \sigma^{\prime}}$. The equations are

$$
\begin{equation*}
v_{0} \sigma_{1}-x_{1}+g \frac{\delta_{\sigma_{1}, \sigma_{2}}}{x_{1}-x_{2}}=0 \quad, \quad v_{0} \sigma_{2}-x_{2}+g \frac{\delta_{\sigma_{1}, \sigma_{2}}}{x_{2}-x_{1}}=0 \tag{40}
\end{equation*}
$$

and the fixed points correspond to 3 different situations, see Fig. 7:

- both particles want to move to the right (resp. left) and have positions $x_{1,2}=v_{0} \pm \sqrt{\frac{g}{2}}\left(\right.$ resp. $\left.-v_{0} \mp \sqrt{\frac{g}{2}}\right)$
- the particles want to move away from each other and have positions $x_{i}=v_{0} \sigma_{i}$.

In model I, if the particles are in states with opposite velocities, the fixed point which is reached by the dynamics is independent of the initial condition, see Fig. 7 (bottom left).

## B. Fixed point for $N$ particles in the same state and support of the density

As explained in the main text, and anticipating a bit on the following sections, the fixed points which correspond to all $N$ particles being in the same state (all velocities being $+v_{0}$ or all being $-v_{0}$ ) allow to determine the edges of the support of the density for $\gamma>0$. The upper edge $x_{+, N}$ for finite $N$ is given by $x_{+, N}=\max _{1 \leq i \leq N} x_{i}^{e q}$ where the $x_{i}^{e q}$ are the solutions of the following set of equations valid for both models (setting all $\sigma_{i}=+1$ in (36))

$$
\begin{equation*}
v_{0}-x_{i}+\frac{2 g}{N} \sum_{j \neq i} \frac{1}{x_{i}-x_{j}}=0 \quad \text { for } i=1, \ldots, N \tag{41}
\end{equation*}
$$

Performing the change of variable $x_{i}=v_{0}+\sqrt{\frac{2 g}{N}} y_{i}$ we obtain :

$$
\begin{equation*}
-y_{i}+\sum_{j \neq i} \frac{1}{y_{i}-y_{j}}=0 \quad \text { for } i=1, \ldots, N \tag{42}
\end{equation*}
$$

The solution of this set of equations is well known to be given by the zeros of the Hermite polynomials, $H_{N}(y)=0$ [49, 50]. We briefly recall the proof here for the sake of completeness.

We write equation (42) under the form :

$$
\begin{equation*}
-y_{i} \prod_{k \neq i}\left(y_{i}-y_{k}\right)+\sum_{j \neq i} \prod_{k \neq i, j}\left(y_{i}-y_{k}\right)=0 \quad \text { for } i=1, \ldots, N \tag{43}
\end{equation*}
$$

Introducing the polynomial $P(y)=\prod_{l=1}^{N}\left(y-y_{l}\right)$, this can be written :

$$
\begin{equation*}
-y_{i} P^{\prime}\left(y_{i}\right)+\frac{1}{2} P^{\prime \prime}\left(y_{i}\right)=0 \quad \text { for } i=1, \ldots, N \tag{44}
\end{equation*}
$$

The polynomial $P^{\prime \prime}(y)-2 y P^{\prime}(y)$ is of degree $N$ and has $N$ common roots with $P$, therefore it is proportional to $P$. Looking at the coefficient of $y^{N}$ to find the proportionality factor, we obtain

$$
\begin{equation*}
P^{\prime \prime}(y)-2 y P^{\prime}(y)+2 N P(y)=0 \tag{45}
\end{equation*}
$$

for which the solutions are of the form $C_{1} H_{N}(y)$ (where $C_{1}$ is a constant) plus a non-polynomial term, which has to be zero in this case.

Similarly the lower edge is obtained from the fixed point with all $\sigma_{i}=-1$, which is simply obtained from the above by changing $v_{0} \rightarrow-v_{0}$. Let us denote $y=\zeta_{k}^{N}$ the $k^{t h}$ largest zero of the Hermite polynomial $H_{N}(y)$. We thus obtain that the two edges of the support of the density are

$$
\begin{equation*}
x_{ \pm, N}= \pm\left(v_{0}+\sqrt{\frac{2 g}{N}} \zeta_{1}^{N}\right) \tag{46}
\end{equation*}
$$

a result valid for both models I and II.

Large $N$ asymptotics of the support. In the limit $N \rightarrow \infty$ with fixed $k=O(1)$ the asymptotics of the $k^{t h}$ largest zero of $H_{N}(y)$ is known to be given by [64]

$$
\begin{equation*}
\zeta_{k}^{N}=\sqrt{2 N+1}+2^{-1 / 3}(2 N+1)^{-1 / 6} a_{k}+O\left(N^{-5 / 6}\right) \tag{47}
\end{equation*}
$$

where $a_{k}$ is the $k^{t h}$ zero of the Airy function, which for large $k$ is given by $a_{k}=-\left(\frac{3 \pi}{8}(4 k-1)\right)^{2 / 3}+O\left(k^{-4 / 3}\right)$. Taking $k=1$ and using (46) we get

$$
\begin{equation*}
x_{ \pm, N}= \pm\left[v_{0}+2 \sqrt{g}\left(1+\frac{a_{1}}{2} N^{-2 / 3}+\frac{1}{4} N^{-1}+O\left(N^{-4 / 3}\right)\right)\right] \tag{48}
\end{equation*}
$$

More generally, at finite $N$, in the case of model II where particles cannot cross, this computation also gives us the support of the stationary measure for each particle individually. Indeed, consider the particle located at the $k^{t h}$ position starting from the right and denote $x_{k}$ its position. One expects that $x_{k}$ cannot be larger (resp. smaller) than its equilibrium value corresponding to the state where all the particles have $\sigma=+1$ (resp. -1 ). According to the computation above, this means that $x_{k}$ is always included in the interval $\left[-v_{0}+\sqrt{\frac{2 g}{N}} \zeta_{k}^{N}, v_{0}+\sqrt{\frac{2 g}{N}} \zeta_{k}^{N}\right]$. This is at variance with model I where every particle has the same support $\left[x_{-, N}, x_{+, N}\right]$.

## C. Stability of the fixed points and their determination in the general case

Let us now look at the stability of the fixed points. For now, let us consider $\vec{\sigma}$ to be given and fixed. For both models, the Hessian takes a simple form for any configuration $\vec{x}$ :

$$
\begin{align*}
& \mathcal{H}_{\vec{\sigma}}(\vec{x})=\left(\frac{\partial^{2} V_{\vec{\sigma}}(\vec{x})}{\partial x_{i} \partial x_{j}}\right)_{1 \leq i, j \leq N}=I+A  \tag{49}\\
& A_{i j}=A_{j i}=-\frac{2}{N} \frac{g_{\sigma_{i}, \sigma_{j}}}{\left(x_{i}-x_{j}\right)^{2}} \leq 0 \quad \text { for } \quad i \neq j  \tag{50}\\
& A_{i i}=-\sum_{j \neq i} A_{i j} \tag{51}
\end{align*}
$$

(note that $\mathcal{H}_{\vec{\sigma}}(\vec{x})$ does not depend on $\vec{\sigma}$ in model II). From the relations (50) and (51) we see that the matrix $A$ is a symmetric diagonally dominant real matrix (i.e. $\left|A_{i i}\right| \geq \sum_{j \neq i}\left|A_{i j}\right|$ ) with non-negative diagonal entries (see e.g. [65]). For such matrices, a classical result of linear algebra states that $A$ is positive semi-definite. Therefore all the eigenvalues of $\mathcal{H}_{\vec{\sigma}}(\vec{x})$ are larger or equal to 1 (and 1 is an eigenvalue associated to the eigenvector ( $1, \ldots, 1$ ), which describes the relaxation of the center of mass). Actually it turns out that the matrix $\mathcal{H}_{\vec{\sigma}}(\vec{x})$ can be diagonalised exactly (see Ref. [50]) and its eigenvalues are simply the integers from 1 to $N$. Thus the eigenvalues of $\mathcal{H}_{\vec{\sigma}}(\vec{x})$ are always strictly positive for any configuration $\vec{x}$. This implies that all the fixed points are attractive for the dynamics. In addition, the potential $V_{\vec{\sigma}}(\vec{x})$ is strictly convex on any subspace such that the interaction term does not diverge. For model II each such subspace corresponds to a given ordering of the particles. For model I each such subspace corresponds to a given ordering of the particles with $\sigma_{i}=+1$ and a given ordering of the particles with $\sigma_{i}=-1$. Hence for each of these subspaces, in both models, from convexity there is a unique fixed point, which is attractive. In other words the basin of attraction of that fixed point is the subspace in question. For each $\vec{\sigma}$ the number of subspaces is $N$ ! for model II and $N_{+}!N_{-}$! for model I, where $N_{ \pm}$is the number of $\sigma_{i}= \pm$. For $N=2$ this is illustrated in Fig. 7.

One can now ask what is the total number of fixed points as $\vec{\sigma}$ is varied. In model I, we see that all vectors $\vec{\sigma}$ with the same $N_{+}$will give the same fixed points up to a global permutation $\tau$ of the particles. Therefore if we are interested in the number of distinct fixed points up to a permutation of the particles when varying $\vec{\sigma}$, there will be only $N+1$ of them in model I. In contrast, in model II each value of $\vec{\sigma}$ will lead to a different fixed point a priori, so that there are generically $2^{N}$ fixed points in this case.

Although for model II it is difficult to compute all the fixed points for arbitrary $N$, it is possible to do so in model I, which we now focus on. Indeed in this case there is no coupling between + and - particles and they can be treated as two independent sets of particles with positions $\vec{x}^{ \pm}$subject to a potential

$$
\begin{equation*}
V^{ \pm}\left(\vec{x}^{ \pm}\right)=\frac{1}{2} \sum_{i}\left(x_{i}^{ \pm}\right)^{2}-\frac{2 g}{N} \sum_{i<j} \log \left|x_{i}^{ \pm}-x_{j}^{ \pm}\right| \mp v_{0} \sum_{i} x_{i}^{ \pm} \tag{52}
\end{equation*}
$$

This potential has a form similar to the one studied in II B (since it describes particles which all have the same sign) and therefore the results from this section can be applied here independently to both sub-systems with $N_{ \pm}$particles. Note that in both sub-systems, the interaction strength remains $2 g / N$ [see Eq. (52)] and not $2 g / N_{ \pm}$. Hence the equilibrium positions can be written as $x_{i}^{ \pm}= \pm v_{0}+\sqrt{\frac{2 g}{N}} y_{i}^{ \pm}$where the $y_{i}^{ \pm}$'s are the zeroes of the Hermite polynomials $H_{N_{+}}$and $H_{N_{-}}$. For finite $N$, all + particles are therefore included in the interval $\left[-v_{0}-2 \sqrt{\frac{2 g}{N}} \zeta_{1}^{N_{+}},-v_{0}+2 \sqrt{\frac{2 g}{N}} \zeta_{1}^{N_{+}}\right]$ and all - particles in the interval $\left[v_{0}-2 \sqrt{\frac{2 g}{N}} \zeta_{1}^{N_{-}}, v_{0}+2 \sqrt{\frac{2 g}{N}} \zeta_{1}^{N_{-}}\right]$. Therefore, in the $N \rightarrow+\infty$ limit, using the asymptotic behavior of $\zeta_{1}^{N_{ \pm}}$from Eq. (47), one finds that the density will thus be the sum of two semi-circles of support $\left[v_{0}-2 \sqrt{g p_{+}}, v_{0}+2 \sqrt{g p_{+}}\right]$and $\left[-v_{0}-2 \sqrt{g p_{-}},-v_{0}+2 \sqrt{g p_{-}}\right]$where $p_{\sigma}=N_{\sigma} / N$ is the fraction of particles with sign $\sigma$.

## D. Effect of $\gamma>0$

## 1. Simple argument in the generic case

The next question is how do these fixed points manifest in the stationary joint distribution $P_{\text {stat }}(\vec{x})$, and in the stationary particle density $\rho_{s}(x)$ for $\gamma>0$ ? For $N=1$ these two quantities are identical and given in (32). For


FIG. 8. Support of the stationary joint distribution $P_{\text {stat }}\left(x_{1}, x_{2}\right)$ for $\gamma>0$ in the ( $x_{1}+x_{2}, x_{1}-x_{2}$ ) plane for $N=2$, for model I (left) and model II (right). The figures were obtained by simulating the dynamics and saving the successive positions of both particles. Since on each half plane $x_{1}-x_{2} \gtreqless 0$ the set of points obtained is convex, it is enough to plot the convex hull of this set of points on each half plane. The red dots are the fixed points which are listed in Fig (7) and whose coordinates are given in the text in Section (II A). Since the support is independent of $\gamma$ we used $\gamma=0.01$ (small values of $\gamma$ allow particles to spend more time close to the fixed points so that shorter simulations are required). All other parameters have been set to 1 . In model I the two particles can cross hence there is a unique ergodic component, while there are two components in model II.
any $N$, each time one particle switches sign, the system flows towards the corresponding fixed point until the next change of sign, at which point the potential will suddenly change leading to a different fixed point. The smaller the value of $\gamma$, the more time the particles will spend near the fixed point and the more we expect them to be visible as singular points in the joint distribution and in the density. It is important to note that the support of both the joint distribution and the density is independent of $\gamma$. For $N=2$ this support is plotted in the space $\left(x_{1}, x_{2}\right)$ in Fig. 8 for both models I and II. The positions of the fixed points are visible in the figure as corners. The density itself $\rho_{s}(x)$ exhibits non-analyticities which we now analyze.

Let us denote by $\vec{x}^{*}=\left(x_{1}^{*}, \ldots, x_{N}^{*}\right)$ any one of those fixed points (we consider here both model I and II). For $N=1$, we know that there are only two fixed points at $x^{*}=x_{1}^{*}= \pm v_{0}$ which correspond to the edges of the support, see (32) setting $\lambda=1$. From the exact formula, we see that the density near $x^{*}$ behaves as $C_{ \pm}\left|x-x^{*}\right|^{\gamma-1}$, where $C_{ \pm}$refers to the amplitude of the singularity on either side of $x^{*}$. Since in this case $x^{*}$ is also an edge, one of the two amplitudes vanishes. This behavior can actually be recovered from a simple heuristic argument, which we will generalize below to $N>1$. Let us consider for instance the upper edge $x^{*}=x_{+}=v_{0}$. When $\sigma$ is fixed to 1 the position of the particle satisfies the equation $\dot{x}=-x+v_{0}$, or after a change of variable $y=x-x_{+}$:

$$
\begin{equation*}
\dot{y}=-y \quad \Rightarrow \quad y(t)=y_{0} e^{-t} \tag{53}
\end{equation*}
$$

The probability for a particle to still have $\sigma=+1$ after a time $t$ is proportional to $e^{-\gamma t}$. Combining those two information, we can write the stationary probability density $p(y)$ of $y$ as

$$
\begin{equation*}
p(y)=\frac{p(t)}{\left|\frac{d y}{d t}\right|} \propto \frac{e^{-\gamma t}}{|y|} \propto|y|^{\gamma-1} \tag{54}
\end{equation*}
$$

which is indeed the correct result for the exponent of the singularity.
This argument can be generalised to arbitrary $N$ (and $g>0$ ). Let us assume that all the $\sigma_{i}$ remain fixed for a time $t \gg 1 / \lambda=1$. Let us consider the vicinity of a fixed point and $\vec{y}=\vec{x}-\vec{x}^{*}$, where $\vec{x} \in \mathbb{R}^{N}$ is the vector of all particle positions. In the limit of large time the convergence to the fixed point is dominated by the smallest eigenvalue of the Hessian $H_{\sigma}\left(\left\{x_{i}\right\}\right)$, which is equal to unity, and corresponds to an eigenvector $(1, \ldots, 1)$ [see the discussion below Eq. (51)]. Hence one has $|\vec{y}| \propto e^{-t}$ for $t$ large enough. Since the probability that all the $N$ particles keep the same $\sigma$ for a time $t$ decays as $e^{-N \gamma t}$, the stationary joint probability density $p(\vec{y})$ of $\vec{y}$ behaves as $p(\vec{y}) \propto|\vec{y}|^{N \gamma-1}$. Since the dominant eigenmode corresponds to a global translation of all the particles, it is clear that the total density will inherit the same singularity near any point $x^{*}=x_{i}^{*}$ with $i=1, \ldots, N$ (i.e. which corresponds to any coordinate of the fixed point). Note that $x^{*}$ can be either one of the two edges of the density, $x^{*}=x_{ \pm, N}$, or a point inside the
support. There are thus two main cases:
(i) In the case $\gamma<1 / N$ the density diverges at $x^{*}$ as $\rho_{s}(x) \sim C_{ \pm}\left|x-x^{*}\right|^{N \gamma-1}$. This holds both for edge points or for internal points. Note that for general $\lambda$ the exponent is $N \gamma / \lambda-1$.
(ii) In the case $\gamma>1 / N$ the density has a smooth part and a singularity of the form $\rho_{s}(x)-\rho_{s}\left(x^{*}\right) \sim C_{ \pm}\left|x-x^{*}\right|^{N \gamma-1}$. Note that if $x^{*}$ is at the edge of the support of the density, $x^{*}=x_{ \pm}$, then one can show that $\rho_{s}\left(x^{*}\right)=0$, i.e. the density vanishes at the edge.

In both cases, for edge points and the internal points which correspond to the same fixed point in phase space as the edge point, one of the two amplitudes vanishes. For the other internal points both can be non zero (they can be different).

In the limit $N \rightarrow+\infty$ the singularity in the density becomes weaker and weaker. Hence the density becomes vanishingly small in the vicinity of the edge. This explains the fact that the support of the density for $N \rightarrow+\infty$ (which is studied in the text and below) is strictly smaller than the limit for $N \rightarrow+\infty$ of the support for finite $N$ given in (48).

Finally note that we have studied here the singularities of $\rho_{s}(x)$. One can also study the singularities of $\rho_{ \pm}(x)$ for finite $N$. In particular, concerning the edges $x_{ \pm, N}$, we have observed that the difference of 1 in the exponents discussed for the non interacting case in (34), seems to hold also in presence of interactions. This is shown in Fig. 10 for model II and $N=2$, but we expect it to be more general.


FIG. 9. Comparison of simulations with the predictions of the singularity exponent $N \gamma / \lambda-1$ for the density for two particles $N=2$ for model II with $v_{0}=1, g=1, \lambda=1$, in log-log scale (we get similar results for model I). Right: Density of particles near the right edge of the support for $\gamma=0.25(N \gamma / \lambda-1=-0.5)$. Center: Same plot for $\gamma=1(N \gamma / \lambda-1=1)$. Right: Density of particles near the second largest fixed point (at the left of the singularity) for $\gamma=0.5(N \gamma / \lambda-1=0)$, in log-linear scale. We can see the log divergence in this case.


FIG. 10. Density of particles $\rho_{+}(x)$ (left panel) and $\rho_{-}(x)$ (right panel) near the right edge $x_{+, 2}$ of the support for model II with $N=2$ particles with $\gamma=1, v_{0}=1, g=1$ and $\lambda=1$, in $\log$-log scale. We observe a difference of 1 between the exponents.
2. More refined argument, and the marginal case $N \gamma=1$

The argument above is valid for $x^{*}$ at the edge of the support as well as for internal points $x^{*}$ corresponding to the same fixed point in phase space as one of the edge points (in general there are $2 N$ such points in both model I and II). Those points can only be reached by the corresponding particle ( $x^{*}=x_{i}$ ) if $\vec{\sigma}(t)$ remains constant for an infinite time, which is an underlying hypothesis of the reasoning above. Numerically we observe that for those singularities the argument above predicts the correct behavior for any $\gamma$ (see Fig. 9). However, there are other cases. Consider now a singular point $x^{*}$ in the bulk together with the corresponding fixed point $\vec{x}^{*}$ which has a generic $\vec{\sigma}^{*}$ (not all $\sigma_{i}^{*}$ 's being equal). During the evolution, the system $(\vec{x}(t), \vec{\sigma}(t))$ can "by chance" be in the vicinity $\vec{x}(t) \approx \vec{x}^{*}$ while $\vec{\sigma}(t) \neq \vec{\sigma}^{*}$. In this case, it turns out that the result above still applies, except in the case $N \gamma=1$ where we observe a logarithmic divergence (see Fig. 9 right panel). This phenomenology is similar to what has been observed in the case of a single particle with 3 states $\sigma=-1$, 0 or 1 [17]. Explaining this $\log$ divergence requires a slightly refined argument which we now describe.

To understand better the behavior of the density near fixed points, we consider a simplified model of model I and II near a fixed point with a fixed set $\vec{\sigma}$. Consider dynamics of the center of mass $\bar{x}(t)=\frac{1}{N} \sum_{i} x_{i}(t)$. Let us denote $x(t)$ its deviation from its value at the fixed point, i.e. $x(t)=\bar{x}(t)-\frac{v_{0}}{N} \sum_{i} \sigma_{i}$. It satisfies the equation of motion (37)

$$
\begin{equation*}
\frac{d x}{d t}=-x \tag{55}
\end{equation*}
$$

This can be considered as an effective single particle model by adding some injection and absorption processes, which allow to study the density of particles on a finite interval $x \in\left[0, x_{0}\right]$. The effective Fokker-Planck equation together with its stationarity condition for the $\operatorname{PDF} P_{\vec{\sigma}}(x)$ reads

$$
\begin{equation*}
\frac{\partial P_{\vec{\sigma}^{*}}(x)}{\partial t}=\frac{\partial}{\partial x}\left(x P_{\vec{\sigma}^{*}}(x)\right)-N \gamma P_{\vec{\sigma}^{*}}(x)+r=0 . \tag{56}
\end{equation*}
$$

In the right hand side of Eq. (56), the term proportional to $-N \gamma$ takes into account the flips from $\vec{\sigma}^{*}$ to any another configuration $\vec{\sigma}$. The constant term $r$ takes into account the fact that particles with $\vec{\sigma} \neq \vec{\sigma}^{*}$ which are in the interval $\left[0, x_{0}\right]$ can switch to $\vec{\sigma}=\vec{\sigma}^{*}$. Since we consider a small interval and we do not expect $P_{\vec{\sigma} \neq \vec{\sigma}^{*}}(x)$ to vary strongly in this interval (contrary to $P_{\vec{\sigma}^{*}}(x)$ ), we will assume $P_{\vec{\sigma} \neq \vec{\sigma}^{*}}(x)=c s t \equiv p_{0}$ on the interval. Thus we just need to add to the Fokker-Planck equation a constant source term $r=N \gamma p_{0}$ : this explains the third term in the rhs of (56). Note that in the case described in Section IID 1 where all the $\sigma_{i}^{*}$ 's are equal, e.g. to describe the edges of the support, one has $r=0$. In addition, particles which are already in the state $\vec{\sigma}^{*}$ can enter the interval $\left[0, x_{0}\right]$ at $x_{0}$. This fixes the density at $x_{0}$ to a certain value $q_{0}$. Thus the solution of Eq. (56) reads

$$
\begin{align*}
P_{\vec{\sigma}^{*}}(x) & =\frac{r}{N \gamma-1}+\left(q_{0}-\frac{r}{N \gamma-1}\right)\left(\frac{x}{x_{0}}\right)^{N \gamma-1} \quad, \quad \text { for } N \gamma \neq 1  \tag{57}\\
& =q_{0}-r \ln \frac{x}{x_{0}} \quad, \quad \text { for } N \gamma=1 \tag{58}
\end{align*}
$$

Using the fact that $p_{0}<\frac{1}{x_{0}}$ it is easy to check that both expressions are positive for any values of $\gamma$ and for any $x$ in $\left[0, x_{0}\right]$. For $r=0$ this refined argument recovers the exponent $x^{N \gamma-1}$ for the singularity of the density $\rho_{s}(x)$ given in Section IID 1. In addition, this model predicts a logarithmic divergence of the density $\rho_{s}(x)$ for $N \gamma=1$ when $r \neq 0$ (i.e. at the internal points). Such a logarithmic divergence in the bulk was also found from an exact solution in a 3 -state model. In the case of the 3 -states model, $x$ represents the position of a particle near $x^{*}=0$. For $1<\gamma<3$ we get a maximum with a cusp if $r$ is sufficiently large (i.e. if the density of particles with $\sigma \neq \sigma_{0}$ is large enough), as in [17] (see Fig. 2 there). However, this simplified model does not reproduce the quadratic behavior found in [17] for $\gamma>3$.

## III. DEAN-KAWASAKI VERSUS FOKKER-PLANCK EQUATION

## A. Dean-Kawasaki equation

Here we show how to extend the Dean-Kawasaki approach [47, 48] to derive the evolution equations for the densities $\rho_{ \pm}(x, t)$ defined in (3) and in (61) in presence of the active noise. We start from the general equation:

$$
\begin{equation*}
\dot{x}_{i}(t)=-W^{\prime}\left(x_{i}(t)\right)-\sum_{j \neq i} V_{\sigma_{i}, \sigma_{j}}^{\prime}\left(x_{i}(t)-x_{j}(t)\right)+v_{0} \sigma_{i}(t)+\sqrt{\frac{2 T}{N}} \xi_{i}(t) \tag{59}
\end{equation*}
$$

where the $\sigma_{i}(t)$ are independent telegraphic noises and the $\xi_{i}(t)$ are independent Gaussian white noises. For the model of interest here (28) one has

$$
\begin{equation*}
W(x)=\frac{\lambda x^{2}}{2} \quad, \quad V_{\sigma, \sigma^{\prime}}(x)=-\frac{2 g_{\sigma, \sigma^{\prime}}}{N} \log |x| \tag{60}
\end{equation*}
$$

where, as in the text, we will set $\lambda=1$.
Consider an arbitrary function $f$. We first introduce :

$$
\begin{equation*}
\rho_{\sigma}(x, t)=\frac{1}{N} \sum_{i} \delta\left(x_{i}(t)-x\right) \delta_{\sigma_{i}(t), \sigma} \quad, \quad F_{\sigma}(\vec{x}(t))=\frac{1}{N} \sum_{i} f\left(x_{i}(t)\right) \delta_{\sigma_{i}(t), \sigma}=\int d x f(x) \rho_{\sigma}(x, t) \tag{61}
\end{equation*}
$$

Then :

$$
\begin{equation*}
\frac{d F_{\sigma}(\vec{x}(t))}{d t}=\frac{1}{N} \sum_{i} \delta_{\sigma_{i}(t), \sigma} f^{\prime}\left(x_{i}(t)\right) \dot{x}_{i}(t)+\frac{T}{N^{2}} \sum_{i} \delta_{\sigma_{i}(t), \sigma} f^{\prime \prime}\left(x_{i}(t)\right)+\frac{1}{N} \sum_{i} f\left(x_{i}(t)\right) \frac{d \delta_{\sigma_{i}(t), \sigma}}{d t} \tag{62}
\end{equation*}
$$

We can write $\delta_{\sigma_{i}(t), \sigma}=\frac{\sigma \sigma_{i}(t)+1}{2}$ so that $\frac{d \delta_{\sigma_{i}(t), \sigma}}{d t}=\frac{\sigma}{2} \frac{d \sigma_{i}(t)}{d t}$. Thus we get using eq. (59) :

$$
\begin{array}{r}
\frac{d F_{\sigma}(\vec{x}(t))}{d t}=\frac{1}{N} \sum_{i} \delta_{\sigma_{i}(t), \sigma} f^{\prime}\left(x_{i}(t)\right)\left[-W^{\prime}\left(x_{i}(t)\right)-\sum_{j \neq i} V_{\sigma_{i}, \sigma_{j}}^{\prime}\left(x_{i}(t)-x_{j}(t)\right)+v_{0} \sigma+\sqrt{\frac{2 T}{N}} \xi_{i}(t)\right]  \tag{63}\\
\\
+\frac{T}{N^{2}} \sum_{i} \delta_{\sigma_{i}(t), \sigma} f^{\prime \prime}\left(x_{i}(t)\right)+\frac{1}{N} \frac{\sigma}{2} \sum_{i} f\left(x_{i}(t)\right) \frac{d \sigma_{i}(t)}{d t}
\end{array}
$$

We now need to distinguish model I and model II. In model I the interactions are limited to particles with the same $\sigma$, so that we write $V_{\sigma_{i}, \sigma_{j}}\left(x_{i}-x_{j}\right)=\tilde{V}\left(x_{i}-x_{j}\right) \delta_{\sigma_{i}, \sigma_{j}}$, where here we will consider later $\tilde{V}(x)=-\frac{2 g}{N} \log |x|$. In model II all particles interact together and we simply have $V_{\sigma_{i}, \sigma_{j}}\left(x_{i}-x_{j}\right)=\tilde{V}\left(x_{i}-x_{j}\right)$. Let us first consider for simplicity, as in [47], the case where $\tilde{V}^{\prime}(0)=0$. In that case we obtain

$$
\begin{align*}
\frac{d F_{\sigma}(\vec{x}(t))}{d t}=\int d x \rho_{\sigma}(x, t)\left[v_{0} \sigma f^{\prime}(x)\right. & \left.-f^{\prime}(x) W^{\prime}(x)-f^{\prime}(x) \int d y N \tilde{\rho}(y, t ; \sigma) \tilde{V}^{\prime}(x-y)+\frac{T}{N} f^{\prime \prime}(x)\right] \\
& +\frac{1}{N} \sum_{i} \delta_{\sigma_{i}(t), \sigma} f^{\prime}\left(x_{i}(t)\right) \sqrt{\frac{2 T}{N}} \xi_{i}(t)+\frac{1}{N} \frac{\sigma}{2} \sum_{i} f\left(x_{i}(t)\right) \frac{d \sigma_{i}(t)}{d t} \tag{64}
\end{align*}
$$

where $\tilde{\rho}(y, t ; \sigma)=\rho_{\sigma}(y, t)$ in model I and $\tilde{\rho}(y, t ; \sigma)=\rho_{s}(y, t)=\rho_{+}(y, t)+\rho_{-}(y, t)$ in model II. After integration by part we obtain

$$
\begin{array}{r}
\int d x f(x) \partial_{t} \rho_{\sigma}(x, t)=\int d x f(x)\left(\partial_{x}\left(\rho_{\sigma}(x, t)\left[-v_{0} \sigma+W^{\prime}(x)+\int d y N \tilde{\rho}(y, t ; \sigma) \tilde{V}^{\prime}(x-y)\right]\right)\right.  \tag{65}\\
+
\end{array} \begin{array}{r}
\left.\frac{T}{N} \partial_{x}^{2} \rho_{\sigma}(x, t)+\frac{1}{N} \hat{\zeta}_{\sigma}(x, t)-\frac{1}{N} \partial_{x} \Xi_{\sigma}(x, t)\right)
\end{array}
$$

The last two terms correspond respectively to an active noise $\hat{\zeta}_{\sigma}$ (originating from the telegraphic noises) and a passive noise $\Xi_{\sigma}$ (originating from the thermal white noises). Let us examine these two terms.

The passive noise term $\Xi_{\sigma}$ is Gaussian and reads

$$
\begin{equation*}
\Xi_{\sigma}(x, t)=\sqrt{\frac{2 T}{N}} \sum_{i} \delta_{\sigma_{i}(t), \sigma} \delta\left(x_{i}(t)-x\right) \xi_{i}(t) \tag{66}
\end{equation*}
$$

Hence it is fully determined by its covariance which is (here we use $\ldots$ indifferently for averages over the thermal and telegraphic noise)

$$
\begin{equation*}
\overline{\Xi_{\sigma}(x, t) \Xi_{\sigma^{\prime}}\left(x^{\prime}, t^{\prime}\right)}=2 T \delta_{\sigma, \sigma^{\prime}} \rho_{\sigma}(x, t) \delta\left(x-x^{\prime}\right) \delta\left(t-t^{\prime}\right) \tag{67}
\end{equation*}
$$

since $\delta_{\sigma_{i}(t), \sigma} \delta_{\sigma_{i}(t), \sigma^{\prime}}=\delta_{\sigma, \sigma^{\prime}} \delta_{\sigma_{i}(t), \sigma}$. Hence we can write :

$$
\begin{equation*}
\Xi_{\sigma}(x, t)=\sqrt{2 T \rho_{\sigma}(x, t)} \eta_{\sigma}(x, t) \quad, \quad \overline{\eta_{\sigma}(x, t) \eta_{\sigma^{\prime}}\left(x^{\prime}, t^{\prime}\right)}=\delta_{\sigma, \sigma^{\prime}} \delta\left(x-x^{\prime}\right) \delta\left(t-t^{\prime}\right) \tag{68}
\end{equation*}
$$

where $\eta_{ \pm}$are two independent unit Gaussian white noises.
The active noise term reads

$$
\begin{equation*}
\hat{\zeta}_{\sigma}(x, t)=\frac{\sigma}{2} \sum_{i} \delta\left(x_{i}(t)-x\right) \frac{d \sigma_{i}(t)}{d t} \tag{69}
\end{equation*}
$$

To deal with the term $\frac{d \sigma_{i}(t)}{d t}$, we discretize time into small intervals $d t$. In the time interval $[t, t+d t], \frac{d \sigma_{i}(t)}{d t}=-\frac{2 \sigma_{i}(t)}{d t}$ with probability $\gamma d t$ and 0 otherwise. Thus $\frac{\overline{d \sigma_{i}(t)}}{d t}=-2 \gamma \sigma_{i}(t)$. Separating the mean from the fluctuations we get :

$$
\begin{align*}
\hat{\zeta}_{\sigma}(x, t) & =-\gamma \sum_{i} \sigma \sigma_{i}(t) \delta\left(x_{i}(t)-x\right)+\sigma \sqrt{N} \zeta(x, t)  \tag{70}\\
& =-\gamma \sum_{i} \delta_{\sigma_{i}(t), \sigma} \delta\left(x_{i}(t)-x\right)+\gamma \sum_{i} \delta_{\sigma_{i}(t),-\sigma} \delta\left(x_{i}(t)-x\right)+\sigma \sqrt{N} \zeta(x, t)  \tag{71}\\
& =-\gamma N \rho_{\sigma}(x, t)+\gamma N \rho_{-\sigma}(x, t)+\sigma \sqrt{N} \zeta(x, t) \tag{72}
\end{align*}
$$

using that $\sigma \sigma_{i}=\delta_{\sigma_{i}, \sigma}-\delta_{\sigma_{i},-\sigma}$ and where we have defined (the factor $\sqrt{N}$ is conveniently chosen so that the fluctuating part $\zeta$ is of order unity, see below)

$$
\begin{equation*}
\zeta(x, t)=\frac{1}{2 \sqrt{N}} \sum_{i} \delta\left(x_{i}(t)-x\right) r_{i}(t) \quad, \quad r_{i}(t)=\frac{d \sigma_{i}(t)}{d t}-\frac{\overline{d \sigma_{i}(t)}}{d t} \tag{73}
\end{equation*}
$$

which we will study in detail below. In particular we will show that it becomes Gaussian at large $N$ with a covariance function that we compute explicitly.

Let us return to the equation (65). Using that it holds for any $f$ we obtain the stochastic evolution equation for the densities

$$
\begin{align*}
\partial_{t} \rho_{\sigma}(x, t)= & \partial_{x}\left[\rho_{\sigma}(x, t)\left(-v_{0} \sigma+W^{\prime}(x)+N \int d y \tilde{\rho}(y, t ; \sigma) \tilde{V}(x-y)\right)\right]-\gamma \rho_{\sigma}(x, t)+\gamma \rho_{-\sigma}(x, t)  \tag{74}\\
& +\frac{T}{N} \partial_{x}^{2} \rho_{\sigma}(x, t)+\frac{1}{N} \partial_{x}\left[\sqrt{2 T \rho_{\sigma}(x, t)} \eta_{\sigma}(x, t)\right]+\frac{\sigma}{\sqrt{N}} \zeta(x, t)
\end{align*}
$$

We now want to specialize this equation to model I and II, with $W^{\prime}(x)=x$ and $\tilde{V}^{\prime}\left(x_{i}-x_{j}\right)=-\frac{2 g}{N} \frac{1}{x_{i}-x_{j}}$. The difficulty comes from the fact that in this case $\tilde{V}^{\prime}(x)$ diverges at $x=0$. This leads to a self-interaction term that we should remove. It is possible to treat correctly this interaction term for model I. To this aim we go back to the discrete sum in (63)

$$
\begin{align*}
-\frac{1}{N} \sum_{i} \delta_{\sigma_{i}(t), \sigma} f^{\prime}\left(x_{i}(t)\right) \sum_{j \neq i} V_{\sigma_{i}, \sigma_{j}}^{\prime}\left(x_{i}(t)-x_{j}(t)\right) & =\frac{2 g}{N^{2}} \sum_{i} \delta_{\sigma_{i}(t), \sigma} f^{\prime}\left(x_{i}(t)\right) \sum_{j \neq i} \frac{\delta_{\sigma_{i}(t), \sigma_{j}(t)}}{x_{i}(t)-x_{j}(t)}  \tag{75}\\
& =\frac{g}{N^{2}} \sum_{i} \sum_{j \neq i} \frac{f^{\prime}\left(x_{i}(t)\right)-f^{\prime}\left(x_{j}(t)\right)}{x_{i}(t)-x_{j}(t)} \delta_{\sigma_{i}(t), \sigma} \delta_{\sigma_{j}(t), \sigma} \tag{76}
\end{align*}
$$

Following Rogers-Shi [66], we rewrite it as

$$
\begin{align*}
& \frac{g}{N^{2}} \sum_{i j} \frac{f^{\prime}\left(x_{i}\right)-f^{\prime}\left(x_{j}\right)}{x_{i}-x_{j}} \delta_{\sigma_{i}, \sigma} \delta_{\sigma_{j}, \sigma}-\frac{g}{N^{2}} \sum_{i} f^{\prime \prime}\left(x_{i}\right) \delta_{\sigma_{i}, \sigma}=g \int d x d y \frac{f^{\prime}(x)-f^{\prime}(y)}{x-y} \rho_{\sigma}(x, t) \rho_{\sigma}(y, t)-\frac{g}{N} \int d x f^{\prime \prime}(x) \rho_{\sigma}(x, t) \\
& =-2 g f d x f(x) \partial_{x}\left[\rho_{\sigma}(x, t) \int \frac{d y}{x-y} \rho_{\sigma}(y, t)\right]-\frac{g}{N} \int d x f(x) \partial_{x}^{2} \rho_{\sigma}(x, t) \tag{77}
\end{align*}
$$

Introducing $\beta=\frac{2 g}{T}$ this leads us to the Dean-Kawasaki equation for model I:

$$
\begin{align*}
\partial_{t} \rho_{\sigma}(x, t)= & \partial_{x}\left[\rho_{\sigma}(x, t)\left(-v_{0} \sigma+x-2 g f d y \frac{1}{x-y} \rho_{\sigma}(y, t)\right)\right]-\gamma \rho_{\sigma}(x, t)+\gamma \rho_{-\sigma}(x, t)  \tag{78}\\
& +\frac{T}{N}\left(1-\frac{\beta}{2}\right) \partial_{x}^{2} \rho_{\sigma}(x, t)+\frac{1}{N} \partial_{x}\left[\sqrt{2 T \rho_{\sigma}(x, t)} \eta_{\sigma}(x, t)\right]+\frac{\sigma}{\sqrt{N}} \zeta(x, t)
\end{align*}
$$

It is tempting to try to perform the same manipulations for model II. If we forget the subtlety about the self interaction term, we arrive as in (74) to the same equation (78) replacing $f d y \frac{1}{x-y} \rho_{\sigma}(y, t)$ by $f d y \frac{1}{x-y}\left(\rho_{+}(y, t)+\rho_{-}(y, t)\right)$. However one cannot show this convincingly, since we find that the method used above for model I fails. Indeed in (75) one must replace $\delta_{\sigma_{i}(t), \sigma_{j}(t)}$ by 1. If we attempt to symmetrize as in (76), one finds the combination $\delta_{\sigma_{i}, \sigma} f^{\prime}\left(x_{i}\right)-\delta_{\sigma_{j}, \sigma} f^{\prime}\left(x_{j}\right)$ instead of $f^{\prime}\left(x_{i}\right)-f^{\prime}\left(x_{j}\right)$ in the numerator. As a result one fails to extract the self-interaction term. Although this may seem only a technical difficulty, the study in the next section shows that Eq. (74) fails for model II in a more fundamental way. As we will again discuss below, note that if we sum the two equations for $\rho_{+}(x, t)$ and $\rho_{-}(x, t)$ the above symmetrization works, and leads to a correct equation. However this equation is not closed.

More details on the active noise. We now argue that the active noise term $\zeta(x, t)$ defined in (73) is of order $O(1)$ at large $N$. Discretizing time as before :

$$
\begin{align*}
r_{i}(t)=\frac{d \sigma_{i}(t)}{d t}-\overline{\frac{d \sigma_{i}(t)}{d t}} & =-\frac{2 \sigma_{i}(t)}{d t}+2 \gamma \sigma_{i}(t) & & \text { with probability } \gamma \mathrm{dt}  \tag{79}\\
& =2 \gamma \sigma_{i}(t) & & \text { with probability } 1-\gamma \mathrm{dt} \tag{80}
\end{align*}
$$

Since $\zeta(x, t)$ has zero average, we need to compute its covariance to obtain some information on its order in $N$

$$
\begin{equation*}
\overline{\zeta(x, t) \zeta\left(x^{\prime}, t^{\prime}\right)}=\frac{1}{4 N} \sum_{i, j} \delta\left(x_{i}(t)-x\right) \delta\left(x_{j}\left(t^{\prime}\right)-x^{\prime}\right) \overline{r_{i}(t) r_{j}\left(t^{\prime}\right)} \tag{81}
\end{equation*}
$$

In the case where $i \neq j$ or $t \neq t^{\prime}, r_{i}(t)$ and $r_{j}\left(t^{\prime}\right)$ are uncorrelated (and with zero average) given $\sigma_{i}(t)$ and $\sigma_{j}\left(t^{\prime}\right)$, so that we can write

$$
\begin{equation*}
\overline{r_{i}(t) r_{j}\left(t^{\prime}\right)}=0 \tag{82}
\end{equation*}
$$

In the case $i=j$ and $t=t^{\prime}$ we find

$$
\begin{equation*}
\overline{r_{i}(t)^{2}}=\overline{\left(-\frac{2 \sigma_{i}(t)}{d t}+2 \gamma \sigma_{i}(t)\right)^{2}} \gamma d t+4 \gamma^{2}(1-\gamma d t)=\frac{4 \gamma}{d t}-4 \gamma^{2}+O(d t) \tag{83}
\end{equation*}
$$

In the general case we can write

$$
\begin{equation*}
\overline{r_{i}(t) r_{j}\left(t^{\prime}\right)}=\left(\frac{4 \gamma}{d t}-4 \gamma^{2}\right) \delta_{i j} \delta_{t, t^{\prime}}+O(d t) \tag{84}
\end{equation*}
$$

Taking the limit $d t \rightarrow 0$, we replace $\frac{\delta_{t, t^{\prime}}}{d t}$ by $\delta\left(t-t^{\prime}\right.$ ) and we obtain (as in standard calculations for the Brownian motion)

$$
\begin{equation*}
\overline{r_{i}(t) r_{j}\left(t^{\prime}\right)}=4 \gamma \delta_{i j} \delta\left(t-t^{\prime}\right) \tag{85}
\end{equation*}
$$

This heuristics derivation yields the covariance function for $\zeta(x, t)$

$$
\begin{equation*}
\overline{\zeta(x, t) \zeta\left(x^{\prime}, t^{\prime}\right)}=\frac{\gamma}{N} \sum_{i} \delta\left(x_{i}(t)-x\right) \delta\left(x-x^{\prime}\right) \delta\left(t-t^{\prime}\right)=\gamma \delta\left(x-x^{\prime}\right) \delta\left(t-t^{\prime}\right)\left(\rho_{+}(x, t)+\rho_{-}(x, t)\right) \tag{86}
\end{equation*}
$$

which is thus of order $O(1)$. We can also examine the higher cumulants of $\zeta(x, t)$. We find:

$$
\begin{align*}
& {\overline{r_{i}\left(t_{1}\right) r_{j}\left(t_{2}\right) r_{k}\left(t_{3}\right)}}^{c}=0  \tag{87}\\
& {\overline{r_{i}\left(t_{1}\right) r_{j}\left(t_{2}\right) r_{k}\left(t_{3}\right) r_{l}\left(t_{4}\right)}}^{c}=16 \gamma \delta_{i j} \delta_{i k} \delta_{i l} \delta\left(t_{1}-t_{2}\right) \delta\left(t_{1}-t_{3}\right) \delta\left(t_{1}-t_{4}\right) \tag{88}
\end{align*}
$$

which leads the fourth cumulant of $\zeta(x, t)$ as

$$
\begin{align*}
& {\overline{\zeta\left(x_{1}, t_{1}\right) \zeta\left(x_{2}, t_{2}\right) \zeta\left(x_{3}, t_{3}\right)}}^{c}=0  \tag{89}\\
& {\overline{\zeta\left(x_{1}, t_{1}\right) \zeta\left(x_{2}, t_{2}\right) \zeta\left(x_{3}, t_{3}\right) \zeta\left(x_{4}, t_{4}\right)}}^{c}=\frac{\gamma}{N} \delta\left(x_{1}-x_{2}\right) \delta\left(x_{1}-x_{3}\right) \delta\left(x_{1}-x_{4}\right) \delta\left(t_{1}-t_{2}\right) \delta\left(t_{1}-t_{3}\right) \delta\left(t_{1}-t_{4}\right) \rho_{s}\left(x_{1}, t_{1}\right) \tag{90}
\end{align*}
$$

where $\rho_{s}=\rho_{+}+\rho_{-}$. This suggests that at large $N$ the active noise becomes Gaussian.

## B. Fokker-Planck equation, large $N$ limit and stationary state

## Derivation of the Fokker-Planck equation

Another useful approach is to define a probability density in the $2 N$-dimensional phase space of the model $(\vec{x}, \vec{\sigma})$, $\mathcal{P}_{t}(\vec{x}, \vec{\sigma})=\mathcal{P}\left(x_{1}, \ldots, x_{N} ; \sigma_{1}, \ldots, \sigma_{N}\right)$. In the absence of thermal noise it satisfies the Fokker-Planck equation (for both models)

$$
\begin{equation*}
\partial_{t} \mathcal{P}_{t}(\vec{x}, \vec{\sigma})=\sum_{k} \partial_{x_{k}}\left[\left(-v_{0} \sigma_{k}+x_{k}-\frac{2}{N} \sum_{l \neq k} \frac{g_{\sigma_{k}, \sigma_{l}}}{x_{k}-x_{l}}\right) \mathcal{P}_{t}\right]-N \gamma \mathcal{P}_{t}+\gamma \sum_{k} \tau_{k}^{1} \mathcal{P}_{t} \tag{91}
\end{equation*}
$$

where $\tau_{k}^{1} \mathcal{P}_{t}(\vec{x}, \vec{\sigma})=\mathcal{P}_{t}\left(\vec{x}, \sigma_{1}, \ldots,-\sigma_{k}, \ldots, \sigma_{N}\right)$. The initial condition which has been implicitly chosen in the previous section - see Eq. (61) - (and from which we derive the Dean-Kawasaki equation) reads

$$
\begin{equation*}
\mathcal{P}_{t=0}(\vec{x}, \vec{\sigma})=\prod_{i} \delta\left(x_{i}-x_{i}(0)\right) \delta_{\sigma_{i}, \sigma_{i}(0)} \tag{92}
\end{equation*}
$$

with a fixed set of $\vec{x}(0)$ and $\vec{\sigma}(0)$. However within the present method more general initial conditions can be considered. Let us define

$$
\begin{equation*}
p_{\sigma}(x, t)=\left\langle\rho_{\sigma}(x, t)\right\rangle_{\mathcal{P}_{t}}=\left\langle\frac{1}{N} \sum_{i} \delta_{\sigma, \sigma_{i}} \delta\left(x-x_{i}\right)\right\rangle_{\mathcal{P}_{t}}=\sum_{\vec{\sigma}} \int d \vec{x} \frac{1}{N} \sum_{i} \delta_{\sigma, \sigma_{i}} \delta\left(x-x_{i}\right) \mathcal{P}_{t}(\vec{x}, \vec{\sigma}) \tag{93}
\end{equation*}
$$

Note that contrarily to the empirical density $\rho_{\sigma}(x, t)$ of the Dean-Kawasaki equation which for finite $N$ is a stochastic function, $p_{\sigma}(x, t)$ is a (deterministic) probability density for any value of $N$ (with $\left.\sum_{\sigma} \int d x p_{\sigma}(x, t)=1\right)$. As for the empirical density we will denote $p_{s}=p_{+}+p_{-}$and $p_{d}=p_{+}-p_{-}$. We also need to introduce the two-point density function involving one particle of $\operatorname{sign} \sigma$ and one particle of $\operatorname{sign} \epsilon, p_{\sigma, \epsilon}^{(2)}(x, y, t)$, which is normalized such that $\sum_{\sigma, \epsilon} \int d x d y p_{\sigma, \epsilon}^{(2)}(x, y, t)=1$, namely

$$
\begin{equation*}
p_{\sigma, \epsilon}^{(2)}(x, y, t)=\sum_{\vec{\sigma}} \int d \vec{x} \frac{1}{N(N-1)} \sum_{k \neq i} \delta_{\sigma, \sigma_{i}} \delta_{\epsilon, \sigma_{j}} \delta\left(x-x_{i}\right) \delta\left(y-x_{k}\right) \mathcal{P}_{t}(\vec{x}, \vec{\sigma}) \tag{94}
\end{equation*}
$$

as well as $p_{\sigma, s}^{(2)}(x, y, t)=p_{\sigma,+}^{(2)}(x, y, t)+p_{\sigma,-}^{(2)}(x, y, t)$. Multiplying (91) by $\frac{1}{N} \delta_{\sigma, \sigma_{i}} \delta\left(x-x_{i}\right)$, summing over all particles $i$ as well as over all configurations $\vec{\sigma}$, and integrating over all components of $\vec{x}$ we can obtain an equation for $p_{\sigma}(x, t)$. The first two terms on the left-hand side become

$$
\begin{equation*}
\sum_{\vec{\sigma}} \int d \vec{x} \frac{1}{N} \sum_{i} \delta_{\sigma, \sigma_{i}} \delta\left(x-x_{i}\right) \sum_{k} \partial_{x_{k}}\left[\left(-v_{0} \sigma_{k}+x_{k}\right) \mathcal{P}(\vec{x}, \vec{\sigma})\right]=\partial_{x}\left[\left(-v_{0} \sigma+x\right) p_{\sigma}(x, t)\right] \tag{95}
\end{equation*}
$$

which is obtained after integrating by part and using that $\partial_{x_{k}} \delta\left(x-x_{i}\right)=-\delta_{i k} \partial_{x} \delta\left(x-x_{i}\right)$. The last term in (91) can be rewritten

$$
\begin{align*}
\gamma \sum_{\vec{\sigma}} \int d \vec{x} \frac{1}{N} \sum_{i} \delta_{\sigma, \sigma_{i}} \delta\left(x-x_{i}\right) \sum_{k} \mathcal{P}_{t}\left(\vec{x}, \sigma_{1}, \ldots,-\sigma_{k}, \ldots, \sigma_{N}\right)= & \gamma \sum_{\vec{\sigma}} \int d \vec{x} \frac{1}{N} \sum_{i} \delta_{-\sigma, \sigma_{i}} \delta\left(x-x_{i}\right) \mathcal{P}_{t}(\vec{x}, \vec{\sigma}) \\
& +\gamma \sum_{\vec{\sigma}} \int d \vec{x} \frac{1}{N} \sum_{i} \sum_{k \neq i} \delta_{\sigma, \sigma_{i}} \delta\left(x-x_{i}\right) \mathcal{P}_{t}(\vec{x}, \vec{\sigma}) \\
= & \gamma p_{-\sigma}(x, t)+(N-1) \gamma p_{\sigma}(x, t) \tag{96}
\end{align*}
$$

The result above combines with the term $-\gamma N \mathcal{P}_{t}$ in Eq. (91) to give $\gamma p_{-\sigma}(x, t)-\gamma p_{\sigma}(x, t)$. Finally the interaction term in (91) gives

$$
\begin{equation*}
-\frac{2 g}{N} \sum_{\vec{\sigma}} \int \frac{d \vec{x}}{N} \sum_{i} \delta_{\sigma, \sigma_{i}} \delta\left(x-x_{i}\right) \sum_{k} \partial_{x_{k}} \sum_{l \neq k} \frac{\tilde{\delta}_{\sigma_{k}, \sigma_{l}}}{x_{k}-x_{l}} \mathcal{P}_{t}(\vec{x}, \vec{\sigma})=-\frac{2 g}{N} \partial_{x} \sum_{\vec{\sigma}} \int \frac{d \vec{x}}{N} \sum_{i} \sum_{l \neq i} \delta_{\sigma, \sigma_{i}} \delta\left(x-x_{i}\right) \frac{\tilde{\delta}_{\sigma_{i}, \sigma_{l}}}{x_{i}-x_{l}} \mathcal{P}_{t}(\vec{x}, \vec{\sigma}) \tag{97}
\end{equation*}
$$

where $\tilde{\delta}_{\sigma_{k}, \sigma_{l}}=\delta_{\sigma_{k}, \sigma_{l}}$ for model I and $\tilde{\delta}_{\sigma_{k}, \sigma_{l}}=1$ for model II. We then introduce $1=\int d y \delta\left(y-x_{l}\right)$ to rewrite this as

$$
\begin{equation*}
-2 g\left(1-\frac{1}{N}\right) \partial_{x} \int d y \frac{1}{x-y} \tilde{p}^{(2)}(x, y, t ; \sigma) \tag{98}
\end{equation*}
$$

where

$$
\tilde{p}^{(2)}(x, y, t ; \sigma)=\left\{\begin{array}{lc}
p_{\sigma, \sigma}^{(2)}(x, y, t)  \tag{99}\\
p_{\sigma, s}^{(2)}(x, y, t)=p_{\sigma,+}^{(2)}(x, y, t)+p_{\sigma,-}^{(2)}(x, y, t) & \text { for model I } \\
, & \text { for model II }
\end{array}\right.
$$

Putting everything together we obtain

$$
\begin{equation*}
\partial_{t} p_{\sigma}(x, t)=\partial_{x}\left[\left(-v_{0} \sigma+x\right) p_{\sigma}(x, t)-2 g\left(1-\frac{1}{N}\right) \int d y \frac{1}{x-y} \tilde{p}^{(2)}(x, y, t ; \sigma)\right]+\gamma p_{-\sigma}(x, t)-\gamma p_{\sigma}(x, t) \tag{100}
\end{equation*}
$$

## Large $N$ limit and the stationary state

In the limit $N \rightarrow+\infty$ one naively expects $\rho_{\sigma}(x, t)$ to converge to its average $p_{\sigma}(x, t)$. Thus equation (100) should be the same as the Dean-Kawasaki equation (78) for $N \rightarrow+\infty$. For this to be valid one needs the following decoupling condition to hold in this limit for any couple ( $\sigma, \epsilon$ )

$$
\begin{equation*}
p_{\sigma, \epsilon}^{(2)}(x, y, t) \rightarrow p_{\sigma}(x, t) p_{\epsilon}(y, t) \tag{101}
\end{equation*}
$$

We have checked numerically that this condition indeed holds for model I in the stationary state. This is shown in Fig. 11 where, in the left panel, the different terms of (100) are plotted for model I. The interaction term is computed in two different ways: either using the exact expression where $p_{\sigma, \sigma}^{(2)}(x, y)$ is evaluated from the simulations, or by approximating $p_{\sigma, \sigma}^{(2)}(x, y) \simeq p_{\sigma}(x) p_{\sigma}(y)$ (i.e., neglecting the correlations). The results of these two computations are compared and we see that they overlap exactly. Thus (101) is a good approximation in this case in the large $N$ limit. This implies that the Dean-Kawasaki equations given in the text (6) hold for large $N$.

However this is not necessarily true in general, and in particular we find that it is not true for model II (see below). In general there can be an additional correlation term:

$$
\begin{align*}
& -2 g\left(1-\frac{1}{N}\right) \int d y \frac{1}{x-y} \tilde{p}_{c}^{(2)}(x, y, t ; \sigma)=-2 g\left(1-\frac{1}{N}\right) \int d y \frac{1}{x-y} \tilde{p}_{c}^{a}(x, y, t ; \sigma)  \tag{102}\\
& \text { with } \quad \tilde{p}_{c}^{(2)}(x, y, t ; \sigma)=\tilde{p}^{(2)}(x, y, t ; \sigma)-p_{\sigma}(x, t) \tilde{p}(y, t ; \sigma)  \tag{103}\\
& \text { and } \quad \tilde{p}_{c}^{a}(x, y, t ; \sigma)=\frac{1}{2}\left(\tilde{p}_{c}^{(2)}(x, y, t ; \sigma)-\tilde{p}_{c}^{(2)}(x, 2 x-y, t ; \sigma)\right) \tag{104}
\end{align*}
$$

where $\tilde{p}(y, t ; \sigma)=p_{\sigma}(y, t)$ in model I and $p_{s}(y, t)$ in model II. Note that only the antisymmetric part of the correlations $\tilde{p}_{c}^{a}(x, y, t ; \sigma)$ contribute to the integral. For the rest of this discussion we will focus on the stationary state, so that we drop the time dependence.

The case of model II is quite different from model I. To understand this it is useful to write down the stationary equations for $p_{s}$ and $p_{d}$ in the case of model II (these equations are exact)

$$
\begin{align*}
& 0=-v_{0} p_{d}(x)+x p_{s}(x)-2 g\left(1-\frac{1}{N}\right) \int d y \frac{1}{x-y} p_{s, s}^{(2)}(x, y)  \tag{105}\\
& 0=\partial_{x}\left[-v_{0} p_{s}(x)+x p_{d}(x)-2 g\left(1-\frac{1}{N}\right) \int d y \frac{1}{x-y} p_{d, s}^{(2)}(x, y)\right]-2 \gamma p_{d}(x) \tag{106}
\end{align*}
$$

where $p_{s, s}^{(2)}(x, y)=p_{+, s}^{(2)}(x, y)+p_{-, s}^{(2)}(x, y)$ and $p_{d, s}^{(2)}(x, y)=p_{+, s}^{(2)}(x, y)-p_{-, s}^{(2)}(x, y)$. The different terms of these two equations are plotted in Fig. 11. Again we compare the interaction term computed by taking into account or neglecting the correlations. For (105), the two results again overlap perfectly, which means that (101) is valid for this equation. Hence the following equation holds for large $N$ (equivalent to a Dean-Kawasaki equation for the total density)

$$
\begin{equation*}
0=-v_{0} p_{d}(x)+x p_{s}(x)-2 g \int d y \frac{1}{x-y} p_{s}(x) p_{s}(y) \tag{107}
\end{equation*}
$$

However the same cannot be said for (106). Indeed the first numerical observation is that for model II, $p_{d}(x) \approx 0$ as $N \rightarrow+\infty$ (see Fig. 19). This implies that if one neglects correlations in (106) one obtains a vanishing interaction term in the limit $N \rightarrow+\infty$ (see right panel of Fig. 11). However using the exact expression where $p_{d, s}^{(2)}(x, y)$ is evaluated from the numerics one finds that the interaction term does not vanish at all. This explains the failure of the Dean-Kawasaki equation for this case. Note however that being valid, the fact that $p_{d}(x) \approx 0$ immediately implies that the density $p_{s}=\rho_{s}$ is a semi-circle as discussed in the text.

This effect of correlations in model II may be due to the clustering which is often observed for active particles which cannot pass each other. A + (resp. - ) particle at position $x$ will create an accumulation of - (resp. + ) particles immediately at its right (resp. left) because they cannot cross. This results in a symmetric contribution to $p_{s, s}^{(2)}$, which is unimportant for the computation of the interaction term, and an antisymmetric contribution to $p_{d, s}^{(2)}$, which may explain the discrepancy observed. In model I this effect is absent because only particles of the same sign interact together.




FIG. 11. Left: Different terms of the rhs of Eq. (100) for model I and their sum, which is zero in both cases as expected, for $N=100$ and all other parameters equal to 1 . The interaction term obtained by neglecting correlations is also plotted. It matches perfectly with the true interaction term. Center and Right: Different terms of the rhs of eq. (105) (center) and (106) (right) for model II and their sum, which is zero in both cases as expected, for the same parameters. The interaction term obtained by neglecting correlations is also plotted. It matches perfectly with the true interaction term in (105) (center) but leads to a completely wrong result in (106) (right). In all cases the interaction term (including correlations) is used to compute the total sum.

## C. Equation for the resolvent for model I

In this subsection we show how to use the two approaches discussed above to obtain an equation for the resolvent, which is defined for $z$ in the complex plane minus the support of the density (which for finite $N$ is a collection of points on the real axis)

$$
\begin{equation*}
G_{\sigma}(z, t)=\int \frac{d x}{z-x} \rho_{\sigma}(x, t) \tag{108}
\end{equation*}
$$

As defined in (108), $G_{\sigma}(z, t)$ is a stochastic variable (since, at finite $N, \rho_{\sigma}(x, t)$ is a stochastic variable). We will also consider below its average, denoted $\bar{G}_{\sigma}(z, t)$.

We first start from the Dean-Kawasaki equation for model I (78) and multiply (78) by $\frac{1}{z-x}$ and integrate over $x$. We then use integrations by parts (the density has finite support so there are no boundary terms) and the identity $\left(\partial_{x}+\partial_{z}\right) \frac{1}{z-x}=0$ to rewrite the different terms. The second term on the right hand side can be rewritten using the identity

$$
\begin{equation*}
\int d x \frac{1}{z-x} \partial_{x} x \rho_{\sigma}(x, t)=\partial_{z} \int d x \frac{x}{z-x} \rho_{\sigma}(x, t)=\partial_{z} z \int d x \frac{1}{z-x} \rho_{\sigma}(x, t)=\partial_{z} z G_{\sigma}(z, t) \tag{109}
\end{equation*}
$$

while the interaction term yields

$$
\begin{align*}
\int d x \frac{1}{z-x} \partial_{x}\left[\rho_{\sigma}(x, t) \int \frac{d y}{x-y} \rho_{\sigma}(y, t)\right] & =\partial_{z} \int d x d y \frac{1}{(z-x)(x-y)} \rho_{\sigma}(x, t) \rho_{\sigma}(y, t)  \tag{110}\\
& =\frac{1}{2} \partial_{z} \int d x d y \frac{1}{(x-y)}\left[\frac{1}{z-x}-\frac{1}{z-y}\right] \rho_{\sigma}(x, t) \rho_{\sigma}(y, t)  \tag{111}\\
& =\frac{1}{2} \partial_{z} \int d x d y \frac{1}{(z-x)(z-y)} \rho_{\sigma}(x, t) \rho_{\sigma}(y, t)  \tag{112}\\
& =\frac{1}{2} \partial_{z} G(z)^{2} \tag{113}
\end{align*}
$$

where in the second step we used the symmetry between $x$ and $y$. This leads to the following exact equation for the resolvent (recall that in that equation $G_{\sigma}$ is thus a stochastic variable)

$$
\begin{equation*}
\partial_{t} G_{\sigma}=\partial_{z}\left(-v_{0} \sigma G_{\sigma}+z G_{\sigma}-g G_{\sigma}^{2}\right)+\gamma G_{-\sigma}-\gamma G_{\sigma}+\frac{T}{N}\left(1-\frac{\beta}{2}\right) \partial_{z}^{2} G_{\sigma}+O\left(\frac{1}{\sqrt{N}}\right) \tag{114}
\end{equation*}
$$

where $O(1 / \sqrt{N})$ denotes the active noise term which has zero mean. This equation is thus useful only at large $N$.
Let us now use the Fokker-Planck approach and, still in the case of model I, derive an equation for the averaged resolvent starting from (100). Defining

$$
\begin{align*}
\bar{G}_{\sigma}(z, t) & =\int d x \frac{1}{z-x} p_{\sigma}(x, t)  \tag{115}\\
\bar{G}_{\sigma, \sigma}^{(2)}(z, t) & =\int d x \int d y \frac{1}{z-x} \frac{1}{z-y} p_{\sigma, \sigma}^{(2)}(x, y, t) \tag{116}
\end{align*}
$$

we get from (100)

$$
\begin{equation*}
\partial_{t} \bar{G}_{\sigma}=\partial_{z}\left(-v_{0} \sigma \bar{G}_{\sigma}+z \bar{G}_{\sigma}-g\left(1-\frac{1}{N}\right) \bar{G}_{\sigma, \sigma}^{(2)}(z)\right)+\gamma \bar{G}_{-\sigma}-\gamma \bar{G}_{\sigma} \tag{117}
\end{equation*}
$$

which is valid for any value of $N$. Note that the rewriting of the interaction term is only valid for model I. We did not find a way to obtain an equation for the resolvent in the case of model II.

Finally, in the stationary state one has the symmetry $(x, \sigma) \rightarrow(-x,-\sigma)$, ie $\rho_{+}(x)=\rho_{-}(-x)$, which implies $G_{+}(z)=-G_{-}(-z)$. Using this identity, (114) can be rewritten as (in the stationary state, for large $N$ )

$$
\begin{equation*}
0=\partial_{z}\left(-v_{0} G_{+}(z)+z G_{+}(z)-g G_{+}^{2}(z)\right)-\gamma G_{+}(-z)-\gamma G_{+}(z)+O\left(\frac{1}{\sqrt{N}}\right) \tag{118}
\end{equation*}
$$

and similarly for (117). This form will be useful in the next section.

## IV. MAIN RESULTS FOR MODEL I

In this section we present the derivations of the results given in the text, together with additional results. We use extensively the approaches introduced in the previous section.

## A. Moments of the density

Moments in the stationary state for $N \rightarrow+\infty$
In the stationary state, to determine the moments $\left\langle x^{k}\right\rangle_{ \pm}$of the densities $2 \rho_{ \pm}(x)$ (each being thus normalized to unity), we can write a large $z$ expansion for $G_{s}$ and $G_{d}$ defined in the text under the form :

$$
\begin{align*}
& G_{s}(z)=G_{+}(z)+G_{-}(z)=\frac{1}{z}+\sum_{k=1}^{\infty} \frac{m_{k}^{s}}{z^{k+1}}=\sum_{k=0}^{\infty} \frac{1}{z^{k+1}} \frac{1}{2}\left(\left\langle x^{k}\right\rangle_{+}+\left\langle x^{k}\right\rangle_{-}\right)=\sum_{k=0}^{\infty} \frac{\left\langle x^{k}\right\rangle}{z^{k+1}}  \tag{119}\\
& G_{d}(z)=G_{+}(z)-G_{-}(z)=\sum_{k=1}^{\infty} \frac{m_{k}^{d}}{z^{k+1}}=\sum_{k=0}^{\infty} \frac{1}{z^{k+1}} \frac{1}{2}\left(\left\langle x^{k}\right\rangle_{+}-\left\langle x^{k}\right\rangle_{-}\right) \tag{120}
\end{align*}
$$

where $\langle\cdot\rangle_{\sigma}$ denotes an average restricted to particles with spin $\sigma$ and $\langle\cdot\rangle$ the average over all particles. Injecting these expansions into equations (11)-(12) we can compute recursively the moments for the distributions of the + and particles in the stationary state. For the first 4 moments this gives:

$$
\begin{align*}
& m_{1}^{s}=0 \quad ; \quad m_{1}^{d}=\langle x\rangle_{+}=-\langle x\rangle_{-}=\frac{v_{0}}{1+2 \gamma}  \tag{121}\\
& m_{2}^{s}=\left\langle x^{2}\right\rangle_{+}=\left\langle x^{2}\right\rangle_{-}=\frac{v_{0}^{2}}{1+2 \gamma}+\frac{g}{2} \quad ; \quad m_{2}^{d}=0  \tag{122}\\
& m_{3}^{s}=0 \quad ; \quad m_{3}^{d}=\left\langle x^{3}\right\rangle_{+}=-\left\langle x^{3}\right\rangle_{-}=\frac{6 v_{0}^{3}+3 g v_{0}(3+2 \gamma)}{2(1+2 \gamma)(3+2 \gamma)}  \tag{123}\\
& m_{4}^{s}=\left\langle x^{4}\right\rangle_{+}=\left\langle x^{4}\right\rangle_{-}=\frac{3 v_{0}^{4}}{(1+2 \gamma)(3+2 \gamma)}+\frac{g v_{0}^{2}(3+5 \gamma)}{(1+2 \gamma)^{2}}+\frac{g^{2}}{2} \quad ; \quad m_{4}^{d}=0 \tag{124}
\end{align*}
$$

We see that $\left\langle x^{k}\right\rangle_{+}=(-1)^{k}\left\langle x^{k}\right\rangle_{+}$, as it should be from the symmetry $(x, \sigma) \rightarrow(-x,-\sigma)$. Note that the odd moments vanish in the diffusive limit $v_{0}, \gamma \rightarrow+\infty$ with $D=\frac{v_{0}^{2}}{2 \gamma}$. These predictions, together with finite $N$ corrections (see Fig. 14 below), were tested numerically for $N=100$ and a total time $t=10000\left(10^{7}\right.$ simulation steps with $d t=0.001$ ) for different values of the parameters. The relative errors obtained were all between 0.1 and $0.5 \%$.

In general, using the equation for $G_{+}(118)$ and its expansion in $\frac{1}{z}$ :

$$
\begin{equation*}
G_{+}(z)=\sum_{k=0}^{\infty} \frac{\left\langle x^{k}\right\rangle_{+}}{2 z^{k+1}} \Rightarrow G_{+}^{2}(z)=\sum_{k=0}^{\infty} \sum_{l=0}^{k} \frac{\left\langle x^{l}\right\rangle_{+}\left\langle x^{k-l}\right\rangle_{+}}{4 z^{k+2}} \tag{125}
\end{equation*}
$$

we obtain the following recursion relation (valid for any positive integer $k$ with the convention that the sum is zero for $k<2$ ) :

$$
\begin{equation*}
\left\langle x^{k}\right\rangle_{+}=\frac{1}{1+\left(1+(-1)^{k+1}\right) \frac{\gamma}{k}}\left(v_{0}\left\langle x^{k-1}\right\rangle_{+}+\frac{g}{2} \sum_{l=0}^{k-2}\left\langle x^{l}\right\rangle_{+}\left\langle x^{k-2-l}\right\rangle_{+}\right) \tag{126}
\end{equation*}
$$

Application of (126) to determine the support and the singularity. Solving numerically the recursion (126) up to large values of $k$ (using Mathematica) gives information on the singularities of $G_{ \pm}(z)=\sum_{k=0}^{\infty} \frac{\left\langle x^{k}\right\rangle_{ \pm}}{2 z^{k+1}}$ (see e.g. [54]), and in turn on the support and singular behaviors of the densities $\rho_{ \pm}(x)$. For instance, in the well known example of the semi-circle, we can compute the expansion directly from the explicit expression (with $k=2 p$ )

$$
\begin{equation*}
G(z)=\frac{z}{2}-\sqrt{\left(\frac{z}{2}\right)^{2}-1}=\sum_{p=0}^{\infty} \frac{1}{p+1}\binom{2 p}{p} \frac{1}{z^{2 p+1}} . \tag{127}
\end{equation*}
$$

For large $p$ the coefficient of $1 / z^{2 p+1}$ behaves as $\frac{1}{\sqrt{\pi}} p^{-3 / 2} 2^{2 p}$ (while the coefficient of $1 / z^{2 p}$ vanishes identically). The exponential part tells us the location of the leading singularities, which correspond to the edges of the support $(z= \pm 2)$ while the $p^{-3 / 2}$ indicates a square root singularity. For our model we find a good numerical fit with the form given in the text (17), which we reproduce here

$$
\begin{equation*}
\left\langle x^{k}\right\rangle_{+} \simeq A k^{-\frac{3}{2}} x_{+}^{k}+B k^{-\alpha-1}\left(-x_{+}\right)^{k} \quad, \quad \alpha \approx \frac{3}{2} \tag{128}
\end{equation*}
$$

where the constants $A, B$, and the value of the edge $x_{+}$are determined numerically. These fits are shown in Fig. 12. It is observed that the difference between even and odd terms is subdominant at large $k$, with a common $k^{-3 / 2}$ behavior. To determine $\alpha$ numerically it is useful to compute

$$
\begin{equation*}
\kappa_{p}=\frac{(2 p)^{\frac{3}{2}}\left\langle x^{2 p}\right\rangle_{+}}{2 x_{+}^{2 p}}-\frac{(2 p-1)^{\frac{3}{2}}\left\langle x^{2 p-1}\right\rangle_{+}}{2 x_{+}^{2 p-1}} \sim B(2 p)^{\frac{1}{2}-\alpha}+B(2 p-1)^{\frac{1}{2}-\alpha} \sim 2 B(2 p)^{\frac{1}{2}-\alpha} \tag{129}
\end{equation*}
$$

By plotting $\kappa_{p}$ vs $p$ we are able to obtain the value of $\alpha$ with reasonable accuracy. The results suggest that $\alpha=\frac{3}{2}$ for any set of parameters as long as $\gamma>0$ (however the prefactor $B$ seems to decrease towards zero when $\gamma$ decreases). This is indeed greater than 1 as we would expect from the simulations.

From (128) one can obtain the support and the singular behavior of the density $\rho_{+}(x)$ near its edges. The first term corresponds to the right edge at $x_{+}$with a singular behavior $\rho_{+}(x) \sim\left(x_{+}-x\right)^{1 / 2}$. The second term in (128)
corresponds to the left edge at $x_{-}=-x_{+}$with a singular behavior $\rho_{+}(x) \sim\left(x-x_{-}\right)^{\alpha}$ with $\alpha$ consistent with $\alpha=3 / 2$. Note that in the simpler case of an exact semi-circle density, there is a perfect symmetry of the density near the two edges $\pm 2$, which leads to the cancellation of the odd moments, i.e. the coefficients of $1 / z^{2 p}$ in (127). Here however, the even-odd effect in (128) shows that these behaviors are different (they even have different exponents). To check these predictions obtained here by series expansions and directly for $N=+\infty$, we have also performed a direct calculation of the densities $\rho_{ \pm}(x)$ from the numerical solution of the equation of motion, as explained in Section V. The results are shown in Fig. 13, where two distinct behaviors for $\rho_{+}(x)$ at the two edges $x_{+}$(left panel) and $x_{-}$(right panel) are observed, in good agreement with our theoretical predictions. Note that at finite $N$ there are exponential tails which extend beyond the infinite $N$ support (as was discussed in Section II) which are also visible on the figure and make the determination of the exponent more delicate.


FIG. 12. Left and center: coefficients $\left\langle x_{+}^{k}\right\rangle / 2$ of the $\frac{1}{z}$ expansion of $G_{+}(z)$ as a function of $k$, before (left panel) and after (center panel) renormalizing by $x_{+}^{k}$, for $\lambda=1, g=1, v_{0}=1$ and $\gamma=1$. In log-lin scale the non-renormalized quantity converges to a line of slope $\ln x_{+}$for large $k$, while the renormalized one converges to a line of slope $-\frac{3}{2}$ in log-log scale. Right : quantity in eq.(129) as a function of $p$. The slope is -1 in log scale which is compatible with $\alpha=3 / 2$.


FIG. 13. Density $\rho_{+}(x)$ in the vicinity of the edges $x_{+}$(left) and $x_{-}=-x_{+}$(right), for $N=100$ and all parameters equal to 1 . On the left panel, the exponent $1 / 2$ can clearly be seen far enough from the edge. On the right panel, the exponent $3 / 2$ near $x_{-}$can be observed in a small window between the finite $N$ exponential tail regime (discussed in the text) around $x_{-}$and the bulk regime.

We can also mention that the difference of 1 between the two exponents $1 / 2$ and $\alpha=3 / 2$ can also be naively expected from the fact that the explicit $(-1)^{k}$ term in the recursion (126) comes with a $1 / k$ coefficient, subleading at large $k$. That may explain the factor $\frac{1}{k}$ between the $x_{+}^{k}$ term and the $\left(-x_{+}\right)^{k}$ term in (128).

Finally, note that $\rho_{+}(x)$ and $\rho_{-}(x)$ have the same support as soon as $\gamma>0$ (we assume $\gamma$ to be independent on $N$ ) because particles switch sign independently of their position. In addition since one has the symmetry $\rho_{+}(x)=\rho_{-}(-x)$ the support of $\rho_{ \pm}(x)$ is always symmetric around $x=0$ (ie $x_{-}=-x_{+}$) which is compatible with what we obtained here.

For $N=1$, the moments can be computed since the distribution is known (see equation (32)). For the first four moments we get

$$
\begin{align*}
& \langle x\rangle_{+}=-\langle x\rangle_{-}=\frac{v_{0}}{1+2 \gamma}  \tag{130}\\
& \left\langle x^{2}\right\rangle_{+}=\left\langle x^{2}\right\rangle_{-}=\frac{v_{0}^{2}}{1+2 \gamma}  \tag{131}\\
& \left\langle x^{3}\right\rangle_{+}=-\left\langle x^{3}\right\rangle_{-}=\frac{3 v_{0}^{3}}{(1+2 \gamma)(3+2 \gamma)}  \tag{132}\\
& \left\langle x^{4}\right\rangle_{+}=\left\langle x^{4}\right\rangle_{-}=\frac{3 v_{0}^{4}}{(1+2 \gamma)(3+2 \gamma)} \tag{133}
\end{align*}
$$

For intermediate values of $N$, we can compute the moments from equation (117) by expanding $\bar{G}_{\sigma}$ and $\bar{G}_{\sigma, \sigma}^{(2)}$ in $\frac{1}{z}$. For this computation we will directly use the symmetry $(x, \sigma) \rightarrow(-x,-\sigma)$ to write them as:

$$
\begin{align*}
& \bar{G}_{\sigma}(z)=\sum_{k=0}^{\infty} \sigma^{k} \frac{\left\langle x^{k}\right\rangle_{+}}{2 z^{k+1}}  \tag{134}\\
& \bar{G}_{\sigma, \sigma}^{(2)}(z)=\sum_{k=0}^{\infty} \sigma^{k} \sum_{l=0}^{k} \frac{\left\langle x_{1}^{l} x_{2}^{k-l}\right\rangle_{+,+}}{4 z^{k+2}} \tag{135}
\end{align*}
$$

where we have introduced the moments for pairs of + particles. Inserting this in Eq. (117) we can directly obtain the first three moments

$$
\begin{align*}
& \langle x\rangle_{+}=-\langle x\rangle_{-}=\frac{v_{0}}{1+2 \gamma}  \tag{136}\\
& \left\langle x^{2}\right\rangle_{+}=\left\langle x^{2}\right\rangle_{-}=\frac{v_{0}^{2}}{1+2 \gamma}+\frac{g}{2}\left(1-\frac{1}{N}\right)  \tag{137}\\
& \left\langle x^{3}\right\rangle_{+}=-\left\langle x^{3}\right\rangle_{-}=\frac{6 v_{0}^{3}+\left(1-\frac{1}{N}\right) 3 g v_{0}(3+2 \gamma)}{2(1+2 \gamma)(3+2 \gamma)} \tag{138}
\end{align*}
$$

Interestingly, the average position is independent of $N$. The first three moments as a function of $N$ are compared with their nunerical determination from the solution of the equation of motion in Fig. 14. The agreement is very good. For large $N$ these three moments converge to the predictions for $N=+\infty$. Unfortunately, equation (117) does not allow to obtain the moments of order 4 of higher. Indeed it leads to a system of equations which does not close, as it involves unknown correlations between the particles.

## Time evolution of the moments

We consider now the time evolution of the system towards the stationary state. It can be studied from the equations obeyed by the time dependent resolvents $G_{s}(z, t)$ and $G_{d}(z, t)$ (which can be obtained from (114) by taking the sum and differences and neglecting terms subdominant at large $N$ )

$$
\begin{align*}
\partial_{t} G_{s} & =\partial_{z}\left(-v_{0} G_{d}+z G_{s}-\frac{g}{2}\left(G_{s}^{2}+G_{d}^{2}\right)\right)  \tag{139}\\
\partial_{t} G_{d} & =\partial_{z}\left(-v_{0} G_{s}+z G_{d}-g G_{s} G_{d}\right)-2 \gamma G_{d} \tag{140}
\end{align*}
$$

Upon expanding in powers in $1 / z$ one obtains the time evolution for the moments $m_{k}^{s, d}(t)=\int d x x^{k} \rho_{s, d}(x, t)$ for $N \rightarrow+\infty$. Focusing on the first two moments, we obtain the linear evolution equations :

$$
\begin{align*}
& \partial_{t} m_{1}^{s}+m_{1}^{s}=0  \tag{141}\\
& \partial_{t} m_{1}^{d}+(1+2 \gamma) m_{1}^{d}=v_{0}  \tag{142}\\
& \partial_{t} m_{2}^{s}+2 m_{2}^{s}=2 v_{0} m_{1}^{d}+g  \tag{143}\\
& \partial_{t} m_{2}^{d}+2(1+\gamma) m_{2}^{d}=2 v_{0} m_{1}^{s} \tag{144}
\end{align*}
$$



FIG. 14. Left: Values of the first three moments of the stationary distribution of the positions of the + particles in model I, as a function of $N$. All the parameters of the model are set to 1 . The dots correspond to the results of the numerical simulation (averaged over 100 realisations) while the dashed lines correspond to the predicted values given in Eqs.(136)-(138). Right: first and second moment of the distribution of the position of the + particles, given by $\left\langle x^{k}\right\rangle_{+}=m_{k}^{s}+m_{k}^{d}$ when the initial proportion of + and - particles are equal, as a function of time. At $t=0$ the particles are spaced equally over the interval $\left[0, v_{0} / \lambda+2 \sqrt{g} \lambda\right]$. All parameters are set to 1 . The trajectories were obtained by averaging over 1000 realisations with $N=100$. The dashed lines correspond to the predicted evolution for $N=+\infty$.
which for $\gamma \neq 1 / 2$ leads to :

$$
\begin{align*}
m_{1}^{s}(t)= & m_{1}^{s}(0) e^{-t}  \tag{145}\\
m_{1}^{d}(t)= & \frac{v_{0}}{1+2 \gamma}+\left(m_{1}^{d}(0)-\frac{v_{0}}{1+2 \gamma}\right) e^{-(1+2 \gamma) t}  \tag{146}\\
m_{2}^{s}(t)= & \frac{v_{0}^{2}}{1+2 \gamma}+\frac{g}{2}+\frac{2 v_{0}}{1-2 \gamma}\left(m_{1}^{d}(0)-\frac{v_{0}}{1+2 \gamma}\right) e^{-(1+2 \gamma) t} \\
& +\left(m_{2}^{s}(0)-\frac{v_{0}^{2}}{1+2 \gamma}+\frac{g}{2}-\frac{2 v_{0}}{1-2 \gamma}\left(m_{1}^{d}(0)-\frac{v_{0}}{1+2 \gamma}\right)\right) e^{-2 t} \quad \text { if } \gamma \neq \frac{1}{2}  \tag{147}\\
= & \frac{1}{2}\left(v_{0}^{2}+g\right)+v_{0}\left(\frac{v_{0}}{2}-m_{1}^{d}(0)\right) t e^{-2 t}+\left(m_{2}^{s}(0)-\frac{1}{2}\left(v_{0}^{2}+g\right)\right) e^{-2 t} \quad \text { if } \gamma=\frac{1}{2} \\
m_{2}^{d}(t)= & \frac{2 v_{0}}{1+2 \gamma} m_{1}^{s}(0) e^{-t}+\left(m_{2}^{d}(0)-\frac{2 v_{0}}{1+2 \gamma} m_{1}^{s}(0)\right) e^{-2(1+\gamma) t} \tag{148}
\end{align*}
$$

The case $\gamma=1 / 2$ is degenerate and leads to a separate set of equations. These predictions are compared with the simulation results in Fig. 14, showing a perfect agreement.

## Fluctuations of the moments at finite $N$

In this section we study a measure of the active noise in the Dean-Kawasaki equation of motion. The observable that we can easily compute numerically is the absolute value of the difference between the predicted value for the first three stationary moments (including the finite $N$ correction) given in Eqs. (136)-(138), and their empirical values computed from the simulations by averaging over some fixed time window. Since the values computed for the moments are exact at all $N$, this corresponds to the fluctuations due to the telegraphic noise. These results seem to confirm that these fluctuations scale as $\frac{1}{\sqrt{N}}$, for large $N$.


FIG. 15. Absolute value of the difference between the predicted value of the first 3 moments of the + particles distribution (including the finite $N$ correction) and the empirical value computed from simulations by averaging over a time $t_{\text {sim }}=100$. After taking the absolute value this was averaged over 10 simulations. The results seem compatible with a $\frac{1}{\sqrt{N}}$ scaling (dashed line).

## B. Small $\gamma$ expansion

Although we could not solve (118) explicitly, we were able to obtain a perturbative expansion for the stationary density in the limit of small $\gamma$. Let us start from the integrated version of equation (118) :

$$
\begin{equation*}
\left.-v_{0} G_{+}(z)+\left(z G_{+}(z)-\frac{1}{2}\right)-g G_{+}^{2}(z)\right)=\gamma \int_{ \pm \infty}^{z}\left[G_{+}\left(z^{\prime}\right)+G_{+}\left(-z^{\prime}\right)\right] d z^{\prime} \tag{149}
\end{equation*}
$$

where we used $G_{+}(z) \sim \frac{1}{2 z}$ when $z \rightarrow \pm \infty$. The integral in the right hand side represents formally taking the primitive of a function of the complex variable $z$ (in the upper half complex plane) which vanishes at infinite $z$. The bound of the integral can be chosen among $\pm \infty$ arbitrarily. Indeed one has : $\int_{-\infty}^{+\infty}\left[G_{+}\left(z^{\prime}\right)+G_{+}\left(-z^{\prime}\right)\right] d z^{\prime}=$ $\int_{-\infty}^{+\infty}\left[G_{+}\left(z^{\prime}\right)-G_{-}\left(z^{\prime}\right)\right] d z^{\prime}=0$ by symmetry and using that $\int d x \rho_{+}(x)=\int d x \rho_{-}(x)$. In the following, we will take $g=1$ for simplicity (the parameter $g$ can then be reintroduced by dimensional analysis). We write $G_{+}$as :

$$
\begin{equation*}
G_{+}(z)=g_{+}^{0}(z)+\gamma g_{+}^{1}(z)+O\left(\gamma^{2}\right) \tag{150}
\end{equation*}
$$

where the $g_{+}^{i}$ are of order 1. $g_{+}^{0}$ is the solution of the equation

$$
\begin{equation*}
-v_{0} g_{+}^{0}(z)+z g_{+}^{0}(z)-\frac{1}{2}-\left(g_{+}^{0}(z)\right)^{2}=0 \tag{151}
\end{equation*}
$$

which has the correct behavior at $\pm \infty$ ie :

$$
\begin{equation*}
g_{+}^{0}(z)=\frac{z-v_{0}}{2}\left(1-\sqrt{1-\frac{2}{\left(z-v_{0}\right)^{2}}}\right) \tag{152}
\end{equation*}
$$

which as we know corresponds to the semi-circle density centered at $v_{0}$ with radius $\sqrt{2}$, normalized to $\frac{1}{2}$ :

$$
\begin{equation*}
\rho_{+}^{0}(x)=\frac{\sqrt{\left(2-\left(x-v_{0}\right)^{2}\right)_{+}}}{2 \pi} \tag{153}
\end{equation*}
$$

At first order in $\gamma$, we get the equation :

$$
\begin{equation*}
\left(z-v_{0}-2 g_{+}^{0}(z)\right) g_{+}^{1}(z)=\int_{ \pm \infty}^{z}\left[g_{+}^{0}\left(z^{\prime}\right)+g_{+}^{0}\left(-z^{\prime}\right)\right] d z^{\prime} \tag{154}
\end{equation*}
$$

ie :

$$
\begin{equation*}
g_{+}^{1}(z)=-\frac{1}{\left(z-v_{0}\right) \sqrt{1-\frac{2}{\left(z-v_{0}\right)^{2}}}} \int_{ \pm \infty}^{z}\left[v_{0}+\frac{1}{2}\left(z^{\prime}-v_{0}\right) \sqrt{1-\frac{2}{\left(z^{\prime}-v_{0}\right)^{2}}}-\frac{1}{2}\left(z^{\prime}+v_{0}\right) \sqrt{1-\frac{2}{\left(z^{\prime}+v_{0}\right)^{2}}}\right] d z^{\prime} \tag{155}
\end{equation*}
$$

It is quite straightforward to see that outside the interval $\left[-v_{0}-\sqrt{2}, v_{0}+\sqrt{2}\right], g_{+}^{1}(z)$ has no imaginary part, so that the density remains zero outside this interval, as we expect. We now focus on the interval $\left[\max \left(v_{0}-\sqrt{2},-v_{0}+\sqrt{2}\right), v_{0}+\sqrt{2}\right]$, and choose the bound to be $+\infty$. We want to compute the first order correction to the density :

$$
\begin{equation*}
\rho_{+}^{1}(x)=-\frac{1}{\pi} \lim _{\epsilon \rightarrow 0^{+}} \operatorname{Im} g_{+}^{1}(x+i \epsilon) \tag{156}
\end{equation*}
$$

On the interval we consider, there are 2 contributions :

$$
\begin{align*}
\rho_{+}^{1}(x)= & \frac{1}{\pi \sqrt{2-\left(x-v_{0}\right)^{2}}}\left[\int_{x}^{v_{0}+\sqrt{2}}\left[v_{0}-\frac{1}{2} \sqrt{\left(x^{\prime}+v_{0}\right)^{2}-2}\right] d x^{\prime}+\int_{v_{0}+\sqrt{2}}^{+\infty}\left[v_{0}+\frac{1}{2} \sqrt{\left(x^{\prime}-v_{0}\right)^{2}-2}-\frac{1}{2} \sqrt{\left(x^{\prime}+v_{0}\right)^{2}-2}\right] d x^{\prime}\right] \\
& \equiv \frac{1}{\pi \sqrt{2-\left(x-v_{0}\right)^{2}}}\left(\tilde{I}_{1}(x)+I_{0}\right) . \tag{157}
\end{align*}
$$

Computing the first integral yields :

$$
\begin{align*}
\tilde{I}_{1}(x)= & v_{0}\left(v_{0}+\sqrt{2}-x\right)+\frac{1}{4}\left[\left(v_{0}+x\right) \sqrt{\left(v_{0}+x\right)^{2}-2}-2\left(2 v_{0}+\sqrt{2}\right) \sqrt{v_{0}\left(v_{0}+\sqrt{2}\right)}\right] \\
& -\frac{1}{2}\left[\ln \left(v_{0}+x+\sqrt{\left(v_{0}+x\right)^{2}-2}\right)-\ln \left(2 v_{0}+\sqrt{2}+2 \sqrt{v_{0}\left(v_{0}+\sqrt{2}\right)}\right)\right] \\
= & \left(v_{0}-\sqrt{v_{0}\left(v_{0}+\sqrt{2}\right)}\right)\left(v_{0}+\sqrt{2}-x\right)+O\left(\left(v_{0}+\sqrt{2}-x\right)^{2}\right) \tag{158}
\end{align*}
$$

Taking into account the prefactor, this term vanishes as a square root near the edge $v_{0}+\sqrt{2}$. The second integral gives :

$$
\begin{align*}
I_{0}= & {\left[v_{0} x+\frac{1}{4}\left(\left(x-v_{0}\right) \sqrt{\left(x-v_{0}\right)^{2}-2}-\left(x+v_{0}\right) \sqrt{\left(x+v_{0}\right)^{2}-2}\right)\right.} \\
& \left.-\frac{1}{2}\left(\ln \left(x-v_{0}+\sqrt{\left(x-v_{0}\right)^{2}-2}\right)-\ln \left(x+v_{0}+\sqrt{\left(x+v_{0}\right)^{2}-2}\right)\right)\right]_{v_{0}+\sqrt{2}}^{+\infty} \\
= & -v_{0}\left(v_{0}+\sqrt{2}\right)+\left(v_{0}+\frac{1}{\sqrt{2}}\right) \sqrt{v_{0}\left(v_{0}+\sqrt{2}\right)}-\frac{1}{2} \ln \left(\sqrt{2} v_{0}+1+\sqrt{2 v_{0}\left(v_{0}+\sqrt{2}\right)}\right) \tag{159}
\end{align*}
$$

(the expression in the brackets vanishes at $+\infty$ and only the contribution from the bound $v_{0}+\sqrt{2}$ remains). Since this expression is non-zero for any $v_{0}>0$, this term leads to a divergence with exponent $\frac{1}{2}$ at $v_{0}+\sqrt{2}$. Overall (using $\left.\frac{1}{\sqrt{2-\left(x-v_{0}\right)^{2}}}=\frac{1}{2^{3 / 4} \sqrt{v_{0}+\sqrt{2}-x}}+\frac{\sqrt{v_{0}+\sqrt{2}-x}}{8 \times 2^{1 / 4}}+O\left(\left(v_{0}+\sqrt{2}-x\right)^{3 / 2}\right)\right)$ we get :

$$
\begin{align*}
\rho_{+}^{1}(x) & =\frac{1}{\pi \sqrt{2-\left(x-v_{0}\right)^{2}}}\left(\frac{\ln 2}{4}-v_{0} x+\frac{1}{4}\left(v_{0}+x\right) \sqrt{\left(v_{0}+x\right)^{2}-2}-\frac{1}{2} \ln \left(v_{0}+x+\sqrt{\left(v_{0}+x\right)^{2}-2}\right)\right)  \tag{160}\\
& =\frac{I_{0}}{x \rightarrow v_{0}+\sqrt{2}} \frac{\pi 2^{3 / 4} \sqrt{v_{0}+\sqrt{2}-x}}{}+\frac{1}{\pi}\left(\frac{I_{0}}{8 \times 2^{1 / 4}}+\frac{1}{2^{3 / 4}}\left(v_{0}-\sqrt{v_{0}\left(v_{0}+\sqrt{2}\right)}\right)\right) \sqrt{v_{0}+\sqrt{2}-x}+O\left(\left(v_{0}+\sqrt{2}-x\right)^{3 / 2}\right)
\end{align*}
$$

The divergence can be interpreted as follows. Assume that near the edge of the support, $\rho_{+}$behaves as :

$$
\begin{equation*}
\rho_{+}(x)=A \sqrt{x_{+}-x}+O\left(z_{c}-x\right) \quad \text { with } \quad x_{+}=x_{+}^{0}+\gamma x_{+}^{1}+O\left(\gamma^{2}\right) \quad \text { and } \quad A=A_{0}+\gamma A_{1}+O\left(\gamma^{2}\right) \tag{161}
\end{equation*}
$$

In this case we know that $x_{+}^{0}=v_{0}+\sqrt{2}$ and $A_{0}=\frac{1}{\pi 2^{1 / 4}}$. Then we have :

$$
\begin{equation*}
\rho_{+}(x)=A_{0} \sqrt{x_{+}^{0}-x}+\gamma A_{1} \sqrt{x_{+}^{0}-x}+\gamma \frac{A_{0} x_{+}^{1}}{2 \sqrt{x_{+}^{0}-x}}+O\left(\gamma^{2}, \gamma\left(x_{+}-x\right)\right) \tag{162}
\end{equation*}
$$

We can identify the terms of order $\frac{1}{\sqrt{x_{+}^{0}-x}}$ at first order in $\gamma$ in equations (160) and (162) to obtain the first order correction for the edge $x_{+}^{(1)}$ :

$$
\begin{equation*}
x_{+}^{(1)}=\sqrt{2} I_{0}=-\sqrt{2}\left(v_{0}\left(v_{0}+\sqrt{2}\right)-\left(v_{0}+\frac{1}{\sqrt{2}}\right) \sqrt{v_{0}^{2}+\sqrt{2} v_{0}}+\frac{1}{2} \ln \left(\sqrt{2} v_{0}+1+\sqrt{2 v_{0}^{2}+2 \sqrt{2} v_{0}}\right)\right) \tag{163}
\end{equation*}
$$

which is a negative, monotonically decreasing function of $v_{0}$ for any $v_{0}$. Note that we can also compute $A_{1}$ but we will not display it here.

We now focus on the interval $\left[-v_{0}-\sqrt{2}, \min \left(-v_{0}+\sqrt{2}, v_{0}-\sqrt{2}\right)\right]$. Here it is simpler to choose the bound of the integral as $-\infty$. In this case, $\rho_{+}^{1}$ only has one contribution :

$$
\begin{align*}
\rho_{+}^{1}(x) & =\frac{1}{2 \pi \sqrt{\left(x-v_{0}\right)^{2}-2}} \int_{-v_{0}-\sqrt{2}}^{x} \sqrt{2-\left(x^{\prime}+v_{0}\right)^{2}} d x^{\prime}  \tag{164}\\
& =\frac{1}{2 \pi \sqrt{\left(x-v_{0}\right)^{2}-2}}\left(\frac{1}{2}\left(x+v_{0}\right) \sqrt{2-\left(x+v_{0}\right)^{2}}+\arcsin \left(\frac{x+v_{0}}{\sqrt{2}}\right)+\frac{\pi}{2}\right) \tag{165}
\end{align*}
$$

Near the edge $-v_{0}-\sqrt{2}$, this behaves as :

$$
\begin{equation*}
\rho_{+}^{1}(x)=\frac{\left(x+v_{0}+\sqrt{2}\right)^{3 / 2}}{3 \pi 2^{1 / 4} \sqrt{v_{0}^{2}+\sqrt{2} v_{0}}}+O\left(\left(x+v_{0}+\sqrt{2}\right)^{5 / 2}\right) \tag{166}
\end{equation*}
$$

Thus we recover the $\frac{3}{2}$ singularity as well as its amplitude, as given in the main text, where the dependence in $g$ has been restored.


FIG. 16. Left : Sketch of the densities $\rho_{ \pm}(x)$ in the two possible cases: overlap $\left(v_{0}<\sqrt{2}\right)$ and gapped $\left(v_{0}>\sqrt{2}\right)$. Center-left: Numerically measured density $\rho_{+}(x)$ for $N=100, g=1, v_{0}=2$ and $\gamma=0.01$. The dashed line is the $\gamma=0$ result for $\rho_{s}^{0}(x)$, i.e. two semi-circles. Center-right : $\rho_{+}(-1)$ as a function of $\gamma$. For small $\gamma$ it is linear in $\gamma$ (the dashed red line as slope 1). Right : $\rho_{+}\left(x^{*}\right)$ as a function of $\gamma$, in $\log$ scale. The dashed red line as slope $1 / 2$. This is consistent with the scaling form of the boundary layer in (172).

Boundary layer form for the density $\rho_{+}(x)$ at $x=v_{0}-\sqrt{2}$.
One can perform a similar analysis for the last remaining interval $\left[-\left|v_{0}-\sqrt{2}\right|,\left|v_{0}-\sqrt{2}\right|\right]$. We will not do it in details here. However we will address one point which is still not clear, that is the origin of the divergence in the small $\gamma$ expansion in (165) at $x^{*}=v_{0}-\sqrt{2}$. Starting from $\gamma=0$ there are two situations either $v_{0}<\sqrt{2}$ and there is an overlap between the two semi-circles, or $v_{0}>\sqrt{2}$ and there is a gap between these two semi-circles. In both cases the small $\gamma$ expansion of $\rho_{+}(x)$ has a singularity at $x^{*}=v_{0}-\sqrt{2}$ as can be seen in (165) (and the expansion of $\rho_{-}(x)$ has a similar singularity at $\left.-x^{*}=-v_{0}+\sqrt{2}\right)$.

For $x$ near $x^{*}$ we expect a boundary layer to form at small $\gamma$. To understand better what happens near this point, we thus perform the expansion a bit differently by writing

$$
\begin{equation*}
G_{+}(z) \approx g_{+}^{0}(z)+\gamma^{\beta} f\left(\frac{z-x^{*}}{\gamma^{\nu}}\right) \tag{167}
\end{equation*}
$$

where the scaling function $f(\epsilon)$ and the exponents $\beta$ and $\nu$ are determined self-consistently below. By injecting this expansion (167) in Eq. (149) one obtains

$$
\begin{equation*}
\gamma^{\beta} \sqrt{\left(z-v_{0}\right)^{2}-2} f\left(\frac{z-x^{*}}{\gamma^{\nu}}\right)-\gamma^{2 \beta} f\left(\frac{z-x^{*}}{\gamma^{\nu}}\right)^{2}=-\gamma \int_{z}^{+\infty}\left[G_{+}\left(z^{\prime}\right)+G_{+}\left(-z^{\prime}\right)\right] d z^{\prime} \tag{168}
\end{equation*}
$$

Introducing $\epsilon=\frac{z-x^{*}}{\gamma^{\nu}}$ and keeping only the leading order in $\epsilon$ we get:

$$
\begin{equation*}
\gamma^{\beta+\frac{\nu}{2}} 2^{3 / 4} \sqrt{-\epsilon} f(\epsilon)-\gamma^{2 \beta}[f(\epsilon)]^{2}=\gamma C_{0}+\gamma^{\beta+1} C_{1} \tag{169}
\end{equation*}
$$

where $C_{0}=\int_{x^{*}}^{+\infty}\left[g_{+}^{0}\left(z^{\prime}\right)+g_{+}^{0}\left(-z^{\prime}\right)\right] d z^{\prime}$ and $C_{1}=\int_{x^{*}}^{+\infty}\left[f\left(\frac{z^{\prime}-x^{*}}{\gamma^{\nu}}\right)+f\left(\frac{-z^{\prime}-x^{*}}{\gamma^{\nu}}\right)\right] d z^{\prime}$. Since $\beta>0$, the last term on the right hand side can always be neglected at first order in $\gamma$. We then choose $\beta$ and $\nu$ such that the remaining terms are all of the same order. This leads to $\beta=\frac{1}{2}$ and $\nu=1$. The plot in Fig. 16 shows that the leading correction near $x^{*}$ is indeed of order $\sqrt{\gamma}$, which explains the divergence when expanding in integer powers of $\gamma$. This leads us to a simple second degree equation :

$$
\begin{equation*}
f(\epsilon)^{2}-2^{3 / 4} \sqrt{-\epsilon} f(\epsilon)+C_{0}=0 \tag{170}
\end{equation*}
$$

We choose the solution which gives back the $\frac{1}{\sqrt{-\epsilon}}$ behavior for large $\epsilon \rightarrow-\infty$ :

$$
\begin{equation*}
f(\epsilon)=\frac{\sqrt{-\epsilon}}{2^{1 / 4}}-\sqrt{-C_{0}-\frac{\epsilon}{\sqrt{2}}} \tag{171}
\end{equation*}
$$

Taking the imaginary part we obtain the density which takes the scaling form for $x-x^{*}=O(\gamma)$ (inside the boundary layer)

$$
\begin{equation*}
\rho_{+}(x)-\rho_{+}^{0}(x) \simeq \sqrt{\gamma} \tilde{\rho}_{+}\left(\frac{x-x^{*}}{\gamma}\right)+O(\gamma) \quad, \quad \tilde{\rho}_{+}(\epsilon)=-\frac{1}{\pi} \operatorname{Im} f(\epsilon) \tag{172}
\end{equation*}
$$

where $\rho_{+}^{0}(x)$ is the semi-circle density for the + species at $\gamma=0$, see (153). In the case where $v_{0}>\sqrt{2}$ (the two semi-circles do not overlap), we obtain $C_{0}=-I_{s}+i \frac{\pi}{2}$ with $I_{s}=-I_{0}-\tilde{I}_{1}\left(v_{0}-\sqrt{2}\right)>0 \forall v_{0}>\sqrt{2}$. When $v_{0}<\sqrt{2}$, $C_{0}=\alpha-i I_{3}$ with $\alpha=v_{0}\left(\sqrt{2}-v_{0}\right)>0$ and $I_{3}=\left(v_{0}-\frac{1}{\sqrt{2}}\right) \sqrt{v_{0}\left(\sqrt{2}-v_{0}\right)}+\frac{1}{2} \arcsin \left(\sqrt{2} v_{0}-1\right)+\frac{\pi}{4}>0 \forall v_{0}<\sqrt{2}$. This leads to :

$$
\begin{align*}
\tilde{\rho}_{+}(\epsilon) & =\frac{1}{\pi \sqrt{2}} \sqrt{\sqrt{\left(I_{s}-\frac{\epsilon}{\sqrt{2}}\right)^{2}+\frac{\pi^{2}}{4}}-I_{s}+\frac{\epsilon}{\sqrt{2}}}-\frac{\sqrt{(\epsilon)_{+}}}{\pi 2^{1 / 4}} \tag{173}
\end{align*} \text { for } v_{0}>\sqrt{2} \quad \text { gap case }
$$

For $\epsilon \rightarrow+\infty$, one can check that the first expression behaves as $-\frac{I_{s}}{2^{3 / 4} \pi \sqrt{\epsilon}}$ (i.e. with a negative prefactor) and the second as $\frac{\alpha}{2^{3 / 4} \pi \sqrt{\epsilon}}$ (i.e with a positive prefactor). For $\epsilon \rightarrow-\infty$ the first expressions behaves as $\frac{1}{2 \times 2^{3 / 4} \sqrt{|\epsilon|}}$ and the second as $\frac{I_{3}}{2^{3 / 4} \pi \sqrt{|\epsilon|}}$. The difference $\rho_{+}(x)-\rho_{+}^{0}(x)$ in (172) should match with $\gamma \rho_{+}^{1}(x)$, which we recall has a divergence at $x=v_{0}-\sqrt{2}$, see e.g. (157). More precisely, the above limits should match $\sqrt{\gamma} \rho_{+}^{1}\left(v_{0}-\sqrt{2}+\sqrt{\gamma} \epsilon\right)$ in the limit $\epsilon \rightarrow 0$. However, since we only computed $\rho_{+}^{1}(x)$ on $\left[-v_{0}-\sqrt{2},-\left|v_{0}-\sqrt{2}\right|\right]$ and $\left[\left|v_{0}-\sqrt{2}\right|, v_{0}+\sqrt{2}\right]$, we can only check this matching on the right for $v_{0}>\sqrt{2}$ and on the left for $v_{0}<\sqrt{2}$. Using equations (157) and (165) respectively, we see that the limits indeed match in these two cases.

We have compared these predictions to a numerical simulation. The plots shown in Fig. 17 show that for $\gamma=0.01$ the agreement with the simulations is quite good (i) in the bulk and (ii) in the boundary layer, both in the case with an overlap $\left(v_{0}<\sqrt{2}\right)$ and in the case with a gap $\left(v_{0}>\sqrt{2}\right)$. The sizeable difference between the prediction and the simulation just at the right of $x^{*}$ is probably due to finite $N$ effects.

Perturbation theory to order $O\left(\gamma^{2}\right)$. It is possible to carry out the perturbation theory to the next order in $\gamma$. Since the calculations are quite heavy we will not reproduce them here. Let us give one of the main results. First we find that the expansion performed above remains fully consistent to the next order. Second, we we find that the second order correction $x_{+}^{(2)}$ of the upper edge reads

$$
\begin{equation*}
x_{+}^{(2)}=\sqrt{2} I_{2}-I_{0}\left(\frac{7}{8 \sqrt{2}} I_{0}+2\left(v_{0}-\sqrt{v_{0}\left(v_{0}+\sqrt{2}\right)}\right)\right) \tag{175}
\end{equation*}
$$



FIG. 17. Left : Bulk perturbation theory in $\gamma$, comparison of the first order predictions (order $\gamma$ ) for the density $\rho_{+}(x)$ on the interval $\left[-v_{0}-\sqrt{2}, \min \left(-v_{0}+\sqrt{2}, v_{0}-\sqrt{2}\right)\right]$, see formula (165), with the simulations results for $N=100$, for $\gamma=0.01$ and $v_{0}=1$ (left) and 2 (right). Right : Boundary layer form around $x^{*}$, comparison of the density $\rho_{+}$near $x^{*}=v_{0}-\sqrt{2}$ after subtracting the 0th order in $\gamma$, with the prediction at order $\sqrt{\gamma}$ given in Eq. (172), for $\gamma=0.01$ and $v_{0}=1$ (left) when there is an overlap, see (174), and $v_{0}=2$ (right) when there is a gap, see (173).
where

$$
\begin{align*}
I_{2}=- & \int_{v_{0}+\sqrt{2}}^{+\infty} d x^{\prime}\left(\frac{1}{\sqrt{\left(x^{\prime}-v_{0}\right)^{2}-2}}+\frac{1}{\sqrt{\left(x^{\prime}+v_{0}\right)^{2}-2}}\right) \tilde{I}_{0}\left(x^{\prime}\right)  \tag{176}\\
\tilde{I}_{0}(x)= & -v_{0} x-\frac{1}{4}\left(\left(x-v_{0}\right) \sqrt{\left(x-v_{0}\right)^{2}-2}-\left(x+v_{0}\right) \sqrt{\left(x+v_{0}\right)^{2}-2}\right) \\
& +\frac{1}{2}\left(\ln \left(x-v_{0}+\sqrt{\left(x-v_{0}\right)^{2}-2}\right)-\ln \left(x+v_{0}+\sqrt{\left(x+v_{0}\right)^{2}-2}\right)\right) \tag{177}
\end{align*}
$$

with $\tilde{I}_{0}\left(v_{0}+\sqrt{2}\right)=I_{0}$. The integral $I_{2}$ has to be computed numerically.
In Fig. 18 we see that taking into account this second order correction $x_{+}^{(2)}$ significantly improves the agreement with simulations for $\gamma=0.1$, and that the residual error is indeed of the order $O\left(\gamma^{3}\right)$. For $\gamma=0.01$, the numerical errors are too high to see a real improvement.


FIG. 18. Comparison of the correction to $x_{+}$up to second order $O\left(\gamma^{2}\right)$ computed in (175) with the numerical prediction using the $\frac{1}{z}$ expansion, for $\gamma=0.01$ (left) and 0.1 (right), with $v_{0}=1, g=1$ and $\lambda=1$.

Remark: we have shown that $\rho_{+}(x) \sim\left(x-x_{-}\right)^{3 / 2}$ both from a perturbation approach for small $\gamma$ as well as, numerically, from the behavior of the moments (see Section IV A). Since $\rho_{-}(x) \sim\left(x-x_{-}\right)^{1 / 2}$, this exponent $3 / 2$ is again consistent with what seems to be a general property that the difference between the two exponents is 1 , as shown in the noninteracting case in Eq. (34).

## V. DETAILS OF NUMERICAL SIMULATIONS AND FURTHER RESULTS

In this section we explain a few details of the numerical methods for model I and II and the limiting model $g=0^{+}$. We also present additional numerical results that support the discussions/claims in the text.

## A. Model I and II: numerical details

For model I and II each plot of the density was obtained using a single run of the stochastic dynamics given by Eq. (28), with $\lambda=1$. We wait for the system to reach the stationary state and then we collect the histogram of positions for all particles over a time window of the order of $10^{4}$. The time-steps used are typically of the order of $10^{-3}$ for $N=100$. For smaller values of $N$ we use a larger time-step and collect statistics over a larger time window.

## B. Model II: further results



FIG. 19. Left: The measured density $\rho_{d}(x)=\rho_{+}(x)-\rho_{-}(x)$ for $\lambda=1, v_{0}=1, \gamma=1$ and $g=1$ for different values of $N$. Right: the total integral $\int_{0}^{+\infty} \rho_{d}(x) d x$ as a function of $N$, for the same set of parameters. It appears to decrease as $N^{-3 / 4}$.

Let us now justify the claim in the text that for model II the stationary density $\rho_{d}(x)$ vanishes at large $N$. Fig. 19 shows the behavior of $\rho_{d}(x)$ as $N$ increases. For any value of $N, \rho_{d}(x)$ averages to zero in the bulk of the distribution, meaning that the + and - particles are well mixed. This is because in model II the particles cannot cross and change their velocities randomly $(\gamma>0)$. There is however an accumulation of + (resp. - ) particles at the right (resp. left) edge, which disappears as $N$ is increased. Surprisingly the exponent with which those wings disappear does not seem to match the exponent $1 / 2$ observed for $\rho_{s}(x)$ (see Fig. 4 in the text). Instead it seems to be closer to $3 / 4$.

We have also studied for model II the effect of varying $\gamma$ on the distribution $\rho_{s}(x)$. As mentioned in the text this effect is very weak. This can be seen in the left panel in Fig. 20. As discussed in the text, for $N \rightarrow+\infty, \rho_{s}(x)$ seems to always converge to the semi-circle. Therefore it becomes independent of $\gamma$ in this limit. For finite $N$ however we observe a small effect of $\gamma$ on the edges of the distribution: the wings seem to disappear as $\gamma$ is increased.

Finally, we have also studied the effect of varying the interaction parameter $g$ on the distribution $\rho_{s}(x)$ for model II. This was schematically depicted in Fig. 1 in the text where we identified three regimes: (i) $g / v_{0}^{2} \leq 1 / N$, (ii) $1 / N \leq g / v_{0}^{2} \leq N$ and (iii) $N \leq g / v_{0}^{2}$. Here we show the results of the simulations in Fig. 20 for various values of $g / v_{0}^{2}$ in the intermediate regime (ii). The data confirms the scaling form proposed in the text in (25), where the scaling function is a semi-circle $\left(f=f_{s c}\right)$. Furthermore, we can see that there are wings for intermediate values of $g$, which is an effect of finite $N$, as can be seen in Fig. 4 in the text. In addition, as $g$ becomes very large, i.e. in regime (iii), the density is not smooth anymore and develops spikes. This is because the particles become more localized, leading to oscillations in the density.

## C. Definition of the limiting model $g=0^{+}$

For model II we noticed that decreasing $g$ does not yield back the independent particles model. Indeed even for very small values of $g$, the interaction term still diverges at coinciding points, which leads to a hard-core repulsion between particles. This has a strong influence even at the level of the one-particle density. In order to better understand this limit we introduced a discrete-time model in which the only type of interaction between particles is a non-intersecting


FIG. 20. Left: Total density of particles $\rho_{s}(x)$ for different values of $\gamma$ for $N=100$ and all other parameters set to 1 . Increasing $\gamma$ decreases the size of the wings. Right: Scaled density $\sqrt{g} \rho_{s}(\sqrt{g} x)$ (defined as in (25) in the text) for model II, for different values of $g$ for $N=100$ and all other parameters set to 1 . One can see the convergence to a semi-circle in the scaling regime $1 / N \ll g \ll N$. Decreasing $g$ increases the size of the wings, while when $g$ is increased much above $N v_{0}^{2}$ the particles become localized leading to oscillations in the density.
condition. For infinitely small time-steps this should correspond exactly to the limit $g=0^{+}$of model II (see Fig. 21 left panel for a numerical check of this statement). We will take $\lambda=1$ and $v_{0}=1$ so that the only remaining parameters are the total number of particles $N$ and the time-step $d t$.

For this new model, the dynamics cannot be simulated in the same way as in the case $g \neq 0$, since the interactions between particles cannot be described by a conventional force. Instead we consider that particles which collide form a point-like cluster for which we will describe the dynamics below. It is more convenient to define the whole system as a set of clusters (possibly containing a single particle), each of them characterized by :

- Its position $x$
- The vector $\vec{\sigma}$ containing the spins of all the particles in the cluster, ordered from left to right

Between two collisions, such a cluster follows the equation (obtained by summing the equations of motion for all the particles in the cluster, which have the same position, and dividing by the size $n$ of the cluster) :

$$
\begin{equation*}
\dot{x}=-x+\frac{1}{n} \sum_{i} \sigma_{i} \tag{178}
\end{equation*}
$$

We start with only clusters of size 1 distributed uniformly on the interval $[-1,1]$ (for $g=0$ particles are confined to this interval), which we sort according to their position $\left(x_{k}<x_{k+1} \forall k\right)$. Then at each time-step we perform the following steps in order :

- Flip each spin independently with probability $\gamma d t$
- For each cluster containing more than one particle for which at least one spin has flipped, determine if it breaks into several clusters (see below)
- For each cluster compute its speed $v=-x+\frac{1}{n} \sum_{i} \sigma_{i}$ and its new position $x^{n e w}=x+v d t$
- For $k=1 \ldots N_{\text {clusters }}$ : if $x_{k}^{\text {new }}>x_{k+1}^{n e w}$ (it means there has been a collision), then:
- compute the collision time $d t_{c o l}=\frac{x_{k+1}-x_{k}}{v_{k}-v_{k+1}}$
- compute the position of the collision $x^{\prime}=x_{k}+v_{k} d t_{c o l}$
- create a new cluster with $\vec{\sigma}$ being the concatenation of the $\vec{\sigma}$ 's of the two clusters and :
* $v=-x^{\prime}+\frac{1}{n} \sum_{i} \sigma_{i}$
* $x^{n e w}=x^{\prime}+v\left(d t-d t_{c o l}\right)$
$* x=x^{\prime}-v d t_{c o l}$ (position of the cluster before the update if it had already existed - useful in case of a new collision at the same step)
- Repeat the previous step until there are no collisions
- Update the position of all clusters $x \leftarrow x^{\text {new }}$

To determine if a cluster breaks, we perform the following :

- Decompose the cluster into a list of mini-clusters for which all + particles are on the left and all - particles on the right
- Compute for each mini-cluster $k$ its number of particles $n_{k}$ and its average spin $\bar{\sigma}_{k}=\frac{\sum_{i} \sigma_{i}}{n_{k}}$
- For $k=1 \ldots N_{\text {miniclusters }}$ : if $\bar{\sigma}_{k}>\bar{\sigma}_{k+1}$, merge mini-clusters $k$ and $k+1$
- Repeat until the $\overline{\sigma_{k}}$ 's are ordered.

The idea is that a cluster breaks if it can be divided into smaller clusters which have individual speeds driving them apart from each other.
Another way to obtain the same decomposition is to use the following characterization: a list of spins $\vec{\sigma}$ of size $n$ forms a cluster iff the running average $S_{k}=\frac{1}{k} \sum_{i=1}^{k} \sigma_{i}$ reaches its minimum at the end of the list, i.e. $k_{\min }=n$. Indeed in this case, if we try to divide the list in two at any position, the part on the left will have a larger speed than the part on the right, so they will form a cluster. If the global minimum is reached before, i.e. if $k_{\min }<n$, and if cut the list just after this minimum, the part on the left will have a smaller speed than the part on the right, hence will be a genuine cluster, and the two parts will separate. One then repeats the operation for the part on the right.
We can therefore apply the following algorithm:

- Compute the running average at each position.
- Find the global minimum.
- The part on the left of this minimum (including the minimum) forms an independent cluster.
- Repeat the process removing the independent cluster from the computation of the running average, until the global minimum is at the end of the list.
This method is faster than the other one if the clusters do not decompose too often (i.e., when $\gamma$ is not too large), as we have to go through the list only once if there is a single cluster (which is not the case with the previous algorithm).

As for model I and II, the quantities of interest (see below) are computed by running the dynamics and averaging over a large time window. With this code, the simulations are much faster than for small non-zero values of $g$ with the usual code, since we can use larger time-steps (and if there are a lot of large clusters, e.g. for small $\gamma$, there are few positions to update). The results obtained with this model are very similar to what we observe in model II with small values of $g$ (but we can go to larger values of $N$ more easily), see Fig. 21 left panel. In fact as $g \rightarrow 0^{+}$the density in model II seems to converge to the density in this effective model.

Finally, we also studied the double limit $g=0^{+}$and $\gamma=0^{+}$. In this case the results were simply obtained by drawing a random list of $N$ independent spins, each one being 1 or -1 with equal probability, and decomposing this list into clusters as described above. Since by definition the clusters cannot cross if there are no spin flips, each of these clusters then reaches its equilibrium position on time scales much smaller than $1 /(N \gamma)$ (where here we assume $\gamma \ll 1 / N)$. This equilibrium position is given by $x_{e q}=\frac{1}{n} \sum_{i} \sigma_{i}$, where the sum is over the spins in the cluster of size $n$. By definition these positions form a strictly increasing sequence. The quantities of interest are then obtained by averaging over a large number of such realisations. The argument is again that the clusters will spend much time near their equilibrium positions before a flip occurs. Hence a random sampling of the spins is appropriate. In all cases the results are very close to what we obtain for small values of $\gamma$ using the dynamics described above, suggesting that the $\gamma \rightarrow 0$ limit is well defined for the $g=0^{+}$model.

## D. Results for the $g=0^{+}$model

The first observable of interest in the model $g=0^{+}$is $\rho_{s}(x)$. In the text we proposed that it takes a scaling form given in (26) with a scaling function $\phi(z)$. This property is tested numerically in Fig. 6. In the middle panel, it is shown for $\gamma=1$ and we see that the scaling works very well as a function of $N$ for large $N$. However the right panel in Fig. 6 shows that the scaling function $\phi(z)$ depends on $\gamma$. We have characterized numerically the tail of this scaling function $\phi(z)$. It is shown in Fig. 6 (center panel) in $\log$-log scale. It seems that this function has a power law tail $\phi(z) \sim|z|^{-a}$ with $a \approx 3$ independently of $\gamma$. Note that the density has a step at $x= \pm v_{0}$ (edges of the support) of height $=O(1 / N)$. Furthermore it seems that the scaling function $\phi(z)$ has a well defined limit $\gamma=0^{+}$, as can be seen in Fig. 6.

Another important observable is the distribution of cluster sizes in the stationary state. As discussed in the text, this distribution becomes broader as $\gamma$ increases. We first define $\mathcal{N}_{n}(t)$ the number of clusters of size $n$ at time $t$ and the total number of clusters at time $t, \mathcal{N}(t)=\sum_{n=1}^{N} \mathcal{N}_{n}(t) \leq N$. Then we measure

$$
\begin{equation*}
p(n)=\frac{\sum_{t} \mathcal{N}_{n}(t)}{\sum_{t} \mathcal{N}(t)} \tag{179}
\end{equation*}
$$



FIG. 21. Left: Density $\rho_{s}(x)$ for small values of $g$, with $N=100$ and all other parameters set to 1 . The density converges to the one of the limiting model $g=0^{+}$as $g$ is decreased towards zero. Center: Rescaled particle density in the $g=0^{+}$model for $N=10000$ and different values of $\gamma$, all other parameters being set to 1 (same figure as in Fig. 6 right panel given in the main text in log-log scale). For all values of $\gamma$ the tail clearly decays as $x^{-3}$. Right: Average size of the largest cluster as a function of $N$ for $\gamma=0$ and $\gamma=1$. In both cases it behaves linearly in $N$.
where the summation is over the discrete time steps of the simulation. In the stationary state we expect that this is also equal to $p(n)=\left\langle\mathcal{N}_{n}\right\rangle /\langle\mathcal{N}\rangle$, where the brackets denote averages with respect to the stationary measure. We have discussed in the text the main features of the distribution $p(n)$, in particular that it is well fitted by $p(n) \sim 1 / n$ when $\gamma \rightarrow 0$. We have also introduced $r(n)=n p(n) / \sum_{m=1}^{N} m p(m)$ which is the fraction of particles belonging to clusters of size $n$. One can also define the size of the largest cluster, which we call $n_{\max }$ which for small $\gamma$ is expected to be of order $O(N)$, since there seems to be a very large cluster where a finite fraction of the particles condense (see Fig. 5 in the main text). In Fig. 21 we are showing the average value of $n_{\max }$ measured in the simulation, as a function of the total number $N$ of particles. We see clearly that this average value is proportional to $N$.

