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Abstract. In this paper, we evaluate the applicability of algorithms
designed to solve the minimum dominating set problem to perform clus-
tering. The associated clustering problem relies on user constraints, and
more specifically on radius intra-cluster constraints. We adapt and evalu-
ate implementations from the state of the art on classification datasets, to
compare them with other exact or approximate radius-based clustering
algorithms, namely equiwide clustering and hierarchical agglomerative
clustering with minimax linkage. We consequently provide the bench-
mark tools and datasets used in this work.
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1 Introduction

One of the major benefits of clustering is the ability to find groups and pat-
terns that lie under the data, particularly without much knowledge of it [12].
Clustering is used in many fields, such as data mining, machine learning, pattern
recognition, image analysis, bioinformatics, etc. [2, 8, 12, 14], and is a very active
field of research.

Clustering under user constraints is a particular type of clustering, where
users provide as input of the algorithm constraints that are coherent with their
prior knowledge of the data [9]. Typical constraints are instance-based, i.e., users
can either specify that two points must belong to the same cluster (must-link),
or that two points must belong to different clusters (cannot-link). This has led
to global, cluster-based constraints such as diameter and radius constraints. In
this work, we focus on the clustering under radius constraints (CRC) problem,
which is capable of finding clusters that satisfy a provided error bound and find
an appropriate representative element for each cluster.

Since such constraints can lead to trivial solutions such as each points belong-
ing to its own cluster, we add the global constraint that the number of clusters
must be minimal. This is often desirable, especially when the user does not know
how many clusters are originally present in the data.

Previous work has already introduced such a problem [1, 6], but has mainly
focused on diameter constraints. Consequently, we found that the minimum dom-
inating set (MDS) has been linked to the CRC problem [1–3, 11]. The MDS prob-
lem is a well-known NP-Hard graph problem, but recent advances in exact and
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approximate algorithms have made it possible to solve it efficiently [4, 13]. As
solving the MDS problem relies on heavy computations but theoretically offers
optimal solutions to the CRC problem (i.e., the number of clusters is minimal),
we propose to study the feasibility of this approach in comparison to state of the
art clustering algorithms. If this approach is efficient, it could be a new way to
solve the CRC problem, providing users a new tool to reduce the dimensionality
of their data.

Industrial Use Case: We aim to apply this approach to the analysis of elec-
trical consumers and producers along an electrical grid. This is an instance of
dimension reduction, as we attempt to identify representative components on
the grid. This step is part of a process to consistently reduce the computation
time required for further modeling of the grid.

Paper organization In the remainder of this section we introduce necessary
notions and definitions and formalize the clustering under radius constraint prob-
lem. Section 2 provides a brief overview of the CRC problem and the MDS
problem. Section 3 presents a CRC algorithm based on MDS. We provide an
experimental evaluation of state-of-the-art algorithms in section 4. We conclude
by discussing the feasibility of this approach.

1.1 Preliminaries

A clustering task is concerned with finding a partition P = {C1, C2, . . . , Cn} of
a population S such that each cluster Ci is a subset of S, and

⋃n
i=1 Ci = S.

Assigning a point to a cluster is based on dissimilarity measures between points.
We note d(a, b) the dissimilarity between points a and b. Upon this definition,
some authors introduced various wideness measures of a cluster, such as the
diameter, the radius, the average distance, etc. [1–3, 6, 7, 9]. In this paper,
we only consider the radius concept of wideness characterization of a subset of
elements of a population.

The radius of a cluster C has been identified by Hubert [11] and applied by Ao
et al. [2] as the minimum eccentricity within C: R(C) = mina∈C maxb∈C d(a, b).
Based on this, the natural definition of the center (i.e. the representative point) of
a cluster is the point a of C such that a = argmina∈C maxb∈C d(a, b). Intuitively,
this center is the point with the best worst-case dissimilarity to any other point
in the cluster: ∀b ∈ C, d(a, b) ≤ R(C).

Definition 1 (Clustering Under Radius Constraints Problem). Let S be
a population, d a dissimilarity function, and T a threshold. The clustering under
radius constraints problem is the problem of finding a partition P of S such that:

– ∀C ∈ P, R(C) ≤ T
–

⋃
C∈P C = S

– |P| is minimum, i.e., there is no partition P ′ such that |P ′| < |P| and P’ is
a solution to the initial CRC problem.
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Because we aim to apply graph based approaches to the CRC problem, we
introduce related notions and definitions. A simple graph G = (V,E) is a couple
where V is a set of vertices and E is a set of edges. An edge e = (u, v) is a pair
of adjacent vertices u and v. A set of vertices D ⊆ V is a dominating set of G
if and only if ∀v ∈ V \ D,∃u ∈ D, (u, v) ∈ E. The minimum dominating set
problem is the problem of finding a dominating set D ⊆ V of G such that |D| is
minimum.

2 Related Work

Radius-based approaches provide some benefits compared with other approaches,
as they lead intuitively to a clustering that includes a representation of the
data. This representative element is not available under diameter constraint, and
sometimes not even computable [1]. This representation problem is an integral
part of the clustering problem [12].

One approach to the CRC problem is the Equiwide Clustering (EQW) algo-
rithm [1]. In this work, the authors propose an exact algorithm based on a linear
programming (LP) formulation. Their experiments show that the algorithm is
able to find the optimal solution in reasonable time on relatively small real world
dataset (less than 2000 instances). However, this algorithm efficiency drops when
applied to bigger datasets.

Another well-known approach is hierarchical agglomerative clustering (HAC)
with the min max linkage criterion [2, 3], but it is also well-known that HAC
is not designed to find the optimal solution regarding the minimality of the
partition under a given constraint. To date, the most efficient HAC algorithm
using MinMax criterion identified in the literature is Protoclust [3, 17].

The MDS problem has been proven linked to the CRC problem with a few
adjustments [2, 11]. Thus, the possibility of using MDS to solve CRC problems
has already been mentioned [2, 3] but not implemented due to the lack of efficient
algorithms.

Lately, an approximate MDS algorithm has been proposed by Casado et al.
[4]. The authors showed that the approximation is efficient on classical graph
instances when compared to other state of the art approximate algorithms [5, 15,
16], and concluded that it may be interesting to use it on different combinatorial
optimization problems.

Jiang and Zheng [13] released an exact algorithm to solve the MDS problem,
based on the idea that the MDS problem can be solved by a novel branch and
bound algorithm and bounded the search space thanks to the 2-hop adjacency of
the graph, that is to say, two vertices are 2-hop adjacent if and only if they are
adjacent or if there exists a vertex that is adjacent to both of them. Considering
this definition, if two vertices are not 2-hop adjacent, then they cannot be in
the same dominating set. According to Jiang and Zheng, it is the first efficient
Branch-and-Bound exact algorithm to solve the MDS problem to date.

Following the previous state of the art, we propose to study implementa-
tions of CRC algorithms built on top of both the exact and approximate MDS
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Table 1: Selected state of the art algorithms
Algorithm Paradigm Minimal #Clusters Language

Protoclust [3] MinMax HAC No R
EQW-LP [1] LP Yes Python
MDS-APPROX [4] MDS No Python + Java
MDS-EXACT [13] MDS Yes Python + C

algorithms [4, 13], and to compare their efficiency with two state of the art
algorithms: Protoclust [3] and Equiwide Clustering [1].

Table 1 lists the characteristics of the algorithms included in the experimental
evaluation of this study.

3 Minimum Dominating Set Based Clustering

A Ten-Point Example for MDS-Based Clustering Let S be a set of points
that we want to cluster into P. Let d be a dissimilarity function. Let us consider
that the user already analyzed the data and found that the maximum admissible
dissimilarity between a point and its representative is 2. Thus, the user wants to
cluster the data into clusters under a radius constraint, or threshold, T = 2. We
illustrate the MDS-based clustering algorithm on a simple example, shown in
Fig. 1. Fig. 1a represents the input data transformed into an equivalent graph.
Each vertex represents a point of the population, and each edge represents a dis-
similarity between two points. The weight of the edge is the dissimilarity between
the two points. For readability we did not represent each pairwise dissimilarity.
Dark edges in Fig. 1a represent the edges whose weight exceeds the threshold
(T = 2).

To convert the original clustering input, i.e: S, d and T , into a suitable input
for MDS, the initial equivalent graph is converted into a graph G′(S, E) where
E = {(xi, xj) | d(xi, xj) ≤ T}, i.e, over-weighted edges are removed. This graph
is illustrated in Fig. 1b.

This graph is then provided as the input of MDS algorithms. Their output is
a dominating set, i.e., a set of vertices. In the example represented in Fig. 1, the
set {3, 7} is the only MDS, because we cannot find a dominating set with less
than two vertices. Using this MDS, we say that points 3 and 7 are representative
elements, or centers, of their cluster.

To provide a clustering, this dominating set has to be transformed into a
proper partition of the input population. Several solutions might be considered
to assign a point to its cluster, as long as the affected point is dominated by the
center of the cluster it is assigned to. The assignment selected for this evaluation
is to group elements with the closest center, i.e., the center with which the
dissimilarity is minimal. When a point is dominated by multiple representative
points, it is assigned to the cluster of the closest representative point. In our
example, 2 is dominated by both 3 and 7, as illustrated in Fig. 1c. Thus, it is
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(a) Graph representing the data. (b) Input graph for MDS

(c) Minimum Dominating Set (d) Resultants Clusters With
Their Representatives

Fig. 1: Illustration of the clustering process using the MDS approach

assigned to the cluster of 7, as d(2, 7) < d(2, 3). An edge case can occur when a
point is dominated by multiple representative points with the same dissimilarity.
In this case, the point is assigned arbitrarily.

Once each vertex has been assigned to a cluster, the algorithm returns the
clusters and their representative points. The clustering result is illustrated in
Fig. 1d.

This example shows how the MDS problem solves the CRC problem.

4 Experiments

In this section we evaluate the algorithms previously listed in Table 1 on datasets
from OpenML [18]. Their characteristics are described in Table 2.

The experiments are run on a Linux computer running Debian 12 with an
Intel Core I5-10505 CPU at 3,20GHz, and 32GiB of DDR4 RAM. The Linux ker-
nel is 6.1.0. The implementations of the algorithms based upon MDS approaches
and EQW-LP are in Python. The approximative algorithm provided by [4] is im-
plemented in Java. The exact algorithm, provided by [13] is implemented in C.
Protoclust [3] is implemented in R. The python interpreter is version 3.11, the
R interpreter version is 4.2.2 and the java platform is OpenJDK 17.0.9. The C
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Table 2: Experimental Evaluation Datasets
Name #Elements #Dimensions #Classes Ropt

Iris 150 4 3 1.43
Wine 178 13 3 232.09
Glass Identification 214 9 6 3.94
Ionosphere 351 34 2 5.46
WDBC 569 30 2 1197.42
Synthetic Control 600 60 6 70.12
Vehicle 846 18 4 155.05
Yeast 1484 8 10 0.4235
Ozone 2534 72 2 245.59
Waveform 5000 40 3 10.74

compiler is gcc 12.2.0. The LP solver is Gurobi 10.0.0. Experiments are run ten
times to evaluate the variance of the results. All the experiments are available
online for reproducibility purposes [10].

4.1 Radius Threshold and Dissimilarity

Clustering under radius constraints requires a radius threshold and a dissimilar-
ity function in addition to the datasets. We used the Euclidean Distance as the
dissimilarity, in line with previous experimental evaluations on similar datasets
[1, 6]. As for the radius threshold, it is not trivial to find an appropriate value
without domain-specific knowledge. The same issue occurred in previous work
for diameter constraints [6]. The authors proposed an iterative way of finding
the optimal diameter from the number of classes taken as the desired number of
clusters. Therefore, we adapted their work to find the optimal threshold to use
in our experiments.

To do so, we performed a binary search on the threshold to use. The stopping
criterion for that search is when the number of clusters returned by the CRC
algorithm is the number of classes in the original dataset, and the immediate
lower dissimilarity yields a greater number of clusters.

The optimal radius obtained from the binary search for each dataset are
presented in the column Ropt of Table 2. Every radius is rounded up to 10−2

decimals for readability, except for the Yeast dataset due to its density. Never-
theless, the radius shown in Table 2 are the ones used in the experiments.

4.2 Results

Number of Clusters The first metric we analyzed is the number of clusters found
by the algorithms. The results are presented in Table 3. First, the number of
cluster is constant on all runs of all algorithms on all datasets. This supports the
idea that the algorithms are stable. Second, exact algorithms (MDS-Exact and
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Table 3: Number of cluster found by the algorithms on the datasets using the
radius found

MDS-Approx MDS-Exact EQW-LP Protoclust

Iris 3 3 3 4
Wine 4 3 3 4
Glass Identification 7 6 6 7
Ionosphere 2 2 2 5
WDBC 2 2 2 3
Synthetic Control 8 6 6 8
Vehicle 5 4 4 6
Yeast 10 10 10 13
Ozone 3 2 2 3
Waveform 3 3 3 6

EQW-LP) always identify the optimal number of clusters while approximate al-
gorithms might not. In addition, the number of clusters found by MDS-Approx
is either exact or close to the optimal number of clusters, with at most two clus-
ters difference noticed on the Synthetic Control dataset. Protoclust never
reaches the optimal number of clusters, but remains relatively close to it with
at most a three clusters difference for the Yeast dataset.
Effective Radius This metric allows to assess if the clusters found are valid, i.e.,
if the radius of the clusters is at most equal to the given constraint. Plus, this
metric allows us to know if the clusters built are compact, i.e., if the effective
maximal radius of the clusters is the minimal one that can be found under the
constraint given. Results are displayed in Table 4 and optimal values are typeset
in bold.

The effective radius is constant on all ten runs of all algorithms on all
datasets. As the number of clusters before, this metric strengthens the idea
that the algorithms are mostly stable.

The second thing we note is that, with MDS-Exact and EQW-LP, the
effective radius is always equal to the constraint given. This confirms that, on
one hand, the algorithms are optimal under this metric and, on the other hand,
that the radius constraint is tight, namely that the MDS admits a single solu-
tion or, potentially, multiple solution but with the same resulting wideness. On
the contrary, the effective radius given by Protoclust and MDS-Approx are
sometimes smaller than the constraint given. This is directly linked to the num-
ber of clusters found by the implementation, because if the number of clusters
is not optimal, the effective radius can be lower. This is always the case except
on particular datasets such as Glass Identification, where the effective radius
remains equal to the threshold despite the number of clusters being larger for
MDS-Approx, and on Yeast dataset for Protoclust.

Lastly, we note that every algorithm satisfies the given radius constraint.
This means that they are indeed all valid solutions to solve the CRC problem,
although sometimes approximate w.r.t. the minimality criteria.
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Table 4: Effective radius after clustering on the datasets
MDS-APPROX MDS-EXACT EQW-LP PROTOCLUST

Iris 1.43 1.43 1.43 1.24
Wine 220.05 232.08 232.08 181.35
Glass Identification 3.94 3.94 3.94 3.31
Ionosphere 5.45 5.45 5.45 5.35
WDBC 1197.42 1197.42 1197.42 907.10
Synthetic Control 66.59 70.11 70.11 68.27
Vehicle 150.87 155.05 155.05 120.97
Yeast 0.423 0.423 0.423 0.419
Ozone 235.77 245.58 245.58 194.89
Waveform 10.73 10.73 10.73 10.47

Execution Time Based upon the results presented in Table 5 we can split the
analysis into two parts: exact algorithms and approximate algorithms.

Among exact algorithms, the MDS-Exact implementation is faster on small
datasets, except on the ionosphere dataset, and is up to 4 times faster than
EQW-LP, as observed on Synthetic Control. On the contrary, EQW-LP is
faster on larger datasets, up to 100 times faster than MDS-Exact, as observed
on Yeast. Based on these experiments, we conclude that EQW-LP is to be pre-
ferred on average, since its execution time remains comparable on small datasets,
but becomes largely preferable with larger datasets under this metric.

As for approximate algorithms, MDS-Approx is faster than Protoclust
on all datasets except Vehicle and Ozone, where it is 3 times slower. However,
both algorithms run in mostly comparable execution times. Thus, considering
MDS-Approx is either better or equivalent to Protoclust on the other met-
rics, we conclude that MDS-Approx is to be preferred on all datasets. By its
design, we expected Protoclust to be faster on all datasets, however, this is
mostly not the case. This is partially due to an implementation limitation of
Protoclust because it always computes the entire dendrogram, to then cut it
at the provided threshold. An improvement for this use case would be to stop
the agglomerative clustering as soon as the threshold is reached.

Overall, the MDS-Approx algorithm becomes the preferred solution among
all four with larger datasets when the minimality of the number of clusters is not
to be guaranteed, since it becomes up to five times faster than exact solutions.

5 Conclusion and Future Work

In this work, we studied MDS-based clustering under radius constraint. Despite
the fact that MDS approaches were identified very early on as being suitable for
CRC problems, the lack of efficient algorithms, the inherent complexity of the
problem itself and the hardware capabilities of computers meant that it was never
applied. We have showed through various experiments that those approaches can
indeed be considered as a tangible alternative to various CRC algorithms, both
in terms of execution time and quality of the results. Plus, we showed that



Table 5: Execution time of the algorithms on the datasets in seconds
MDS-APPROX MDS-EXACT EQW-LP PROTOCLUST

Iris 0.062 ± 0.01 0.009 ± 0.00 0.018 ± 0.01 0.026 ± 0.00
Wine 0.029 ± 0.00 0.010 ± 0.00 0.014 ± 0.00 0.034 ± 0.00
Glass Identification 0.015 ± 0.00 0.020 ± 0.00 0.026 ± 0.00 0.046 ± 0.00
Ionosphere 0.078 ± 0.01 2.640 ± 0.05 0.104 ± 0.00 0.12 ± 0.00
WDBC 0.315 ± 0.01 0.138 ± 0.00 0.197 ± 0.01 0.402 ± 0.00
Synthetic Control 0.35 ± 0.03 0.036 ± 0.00 0.143 ± 0.01 0.489 ± 0.00
Vehicle 0.955 ± 0.04 0.185 ± 0.00 0.526 ± 0.01 0.830 ± 0.01
Yeast 2.361 ± 0.03 622.87 ± 0.30 6.718 ± 0.02 2.374 ± 0.08
Ozone 49.82 ± 1.18 1350.86 ± 1.5 26.86 ± 0.63 15.32 ± 0.15
Waveform 48.01 ± 0.39 5559.9 ± 15.3 233.9 ± 1.45 61.27 ± 0.08

both the exact and approximate variants of the algorithm are very efficient on
small datasets, and that the approximate variant remains competitive on larger
datasets. This work also may be considered as a first usage of Casado et al.[4]
and Jiang and Zheng[13] algorithms on real combinatorial problem.

We conclude that the MDS approach seems promising and recent advances
in this field mean this paradigm can be seen as a real alternative to classical
algorithms or those requiring heavy and proprietary solvers such as linear pro-
gramming.
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