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Abstract

The accurate description of solvent effects on X-ray absorption spectra (XAS) is funda-
mental for comparing simulated spectra with experiments in solution. Currently, few protocols
exist that can efficiently reproduce the effects of the solute/solvent interactions on XAS. Here,
we develop an efficient and accurate theoretical protocol for simulating the solvent effects on
XAS. The protocol combines electrostatic embedding QM/MM based on electrostatic poten-
tial fitted (ESPF) operators for describing the solute/solvent interactions and mixed-reference
spin-flip time-dependent density functional theory (MRSF-TDDFT) for simulating accurate
XAS spectra. To demonstrate the capabilities of our protocol, we compute the X-ray absorp-
tion of neutral proline in the gas phase and ionic proline in water in all relevant K-edges,
showing an excellent agreement with experiments. We show that states represented by core
to π∗ transitions are almost unaffected by the interaction with water, whereas the core to
σ∗ transitions are more impacted by the fluctuation of proline structure and the electrostatic
interaction with the solvent. Finally, we reconstruct the pH-dependent X-ray absorption spec-
tra of proline in solution, determining that the N K-edge can be used to distinguish its three
protonation states.

1 Introduction

X-ray spectroscopy is gaining renewed inter-
est due to the recent developments of new
laser sources with ultrashort pulses like X-ray
free electron lasers (XFELs). Such techniques
can provide sufficient resolution even at sub-
femtosecond timescales, opening the way for de-
veloping new experimental techniques based on
attosecond pulses. Among the X-ray spectro-
scopic techniques, X-ray absorption (XAS) is

perhaps one of the most widely used and well-
established techniques, providing at the same
time electronic information from the Near-Edge
X-ray Absorption Fine Structure (NEXAFS)
and geometric information from the extended
X-ray absorption fine-structure (EXAFS).1 X-
ray spectroscopies are an element-specific tech-
nique that is particularly useful for following up
on the dynamics of chemical reactions.2 Indeed,
time-resolved (TR) XAS spectroscopy provides
a wealth of information on (photo)chemical re-
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activity in organic and organometallic com-
plexes.3

X-ray absorption directly probes core-excited
states by promoting core electrons to unoccu-
pied virtual orbitals, following the usual dipole
selection rules for absorption. In the K-edge
spectra of most common organic molecules, the
1s electron can be used to probe transitions to
π∗, σ∗, or Rydberg orbitals. These states can
be affected by the electrostatic interaction with
the solvent as well as the structural fluctuations
due to the temperature. Solvent effects in the
XAS spectra are well-documented experimen-
tally for many chemical systems,3–7 but only a
few theoretical protocols exist in the literature
capable of efficiently simulating solvent effects
on XAS.4,8,9

Here we develop a new model for describ-
ing efficiently and accurately the solvent effects
on the X-ray spectra. Our model is based on
a combination of the electrostatic embedding
QM/MM method, used to equilibrate a water
droplet around the molecule of interest, and
mixed-reference spin-flip time-dependent den-
sity functional theory (MRSF-TDDFT) cou-
pled to QM/MM to extract the X-ray spec-
troscopy. MRSF-TDDFT has been recently
shown to be able to efficiently and accurately
extract XAS, with errors that are within 1
eV of the experimental spectra.10 In addition,
an MRSF-TDDFT/MM coupling was shown to
lead to accurate excited-state non-adiabatic dy-
namics of thymine in water.11

As a test case, we compute the XAS spec-
trum of the aminoacid proline in water (Fig-
ure 2). Proline is the only standard amino acid
with a secondary amino group. The interac-
tion of zwitterionic proline with water is well
documented, indicating that the carboxylate
group accepts less than two hydrogen bonds
and the amine hydrogen atoms donate less than
one hydrogen bond to the surrounding wa-
ter molecules.12 Proline has a rich XAS struc-
ture for the oxygen, nitrogen, and carbon K-
edges,7,13 and the corresponding spectra de-
pend on the pH.6,14 Indeed, at neutral pH, pro-
line exists in a zwitterionic form, in which the
carboxylic group is deprotonated and the amino
group is protonated. At very acidic pH (<2),

the carboxylic group is protonated, the proline
being in a cationic form, whereas at very basic
pH (>11) the amino group is deprotonated and
the proline is in anionic form.

This study is organized as follows: first, we
describe the MRSF-TDDFT methodology for
X-ray spectroscopy and its electrostatic embed-
ding coupling to the solvent via electrostatic
potential fitted (ESPF) charges; second, we de-
scribe a theoretical protocol to simulate the sol-
vent effects in X-ray spectroscopy via the com-
bination of QM/MM molecular dynamics and
MRSF-TDDFT/MM method; finally, we de-
scribe the solvent effects on proline by compar-
ing the gas phase spectra, the spectrum gener-
ated from molecular dynamics snapshots with
and without electrostatics for the three proto-
nation forms of proline.

2 Methods

2.1 Protocol for X-ray spectra
simulations in solution

The simulation of solvent effects on X-ray
spectra implies the description of the solute-
solvent interactions as well as the inhomoge-
neous broadening due to the fluctuations of the
solute in the solvent that acts as a thermal bath.
In Fig. 1, we summarize the main steps of our
protocol. This protocol makes use of QM/MM
partitioning, describing accurately only transi-
tion densities that fit well within the spatial
extension of the QM fragment.

Step 0: Model preparation. The prelim-
inary step is the construction of a model sys-
tem containing the solute and the solvent. To
this aim, the gas-phase ground state optimized
geometry of the neutralized solute is placed in
the center of a box of pure solvent, the temper-
ature and the pressure of which have been equi-
librated at MM level by two following dynamics
propagated respectively in the NVT and NPT
ensembles using the Berendsen thermostat and
barostat. In both cases, Periodic Boundary
Conditions (PBC) have been employed. A
droplet of suitable radius, defined by testing the
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Figure 1: Schematic representation of the theoretical protocol for simulating solvent effects of X-ray
spectra.

dependence of the XAS spectra on droplet size,
is then extracted from the box.

Step 1: Equilibration and production.
The droplet structure is firstly minimized at the
QM/MM level, where the solute is described
at the QM level while the solvent is described
classically. Spherical boundary conditions are
imposed on all the simulations on the droplet
system to prevent diffusion of the outer shell of
the solvent. The QM/MM electrostatic embed-
ding method is based on electrostatic potential
fitted (ESPF) operators, as briefly described in
Sec. 2.2.

Once the system has been relaxed, a two-step
equilibration is done. The droplet is firstly equi-
librated in the NVT ensemble with QM/MM
molecular dynamics (MD) in which the Berend-
sen thermostat is used until it reaches the de-
sired temperature. Second, the equilibration is
further refined using the Bussi thermostat. An
NVT production run using the Bussi thermo-
stat is then performed. If available, a compari-
son with experimental radial distribution func-
tions is a good test of the convergence of the
trajectories. The length of the production run
will depend on the desired number of indepen-
dent snapshots that would be extracted from

the trajectory, which is imposed by the auto-
correlation function.

Step 2: X-ray spectrum in solution.
The lowest states involving core excitations
are calculated at ∆MRSF/MM level on the
different snapshots extracted from MD. The
∆MRSF/MM method is briefly described in
Sec. 2.3. For such calculations, a mixed uncon-
tracted atomic basis set is employed for con-
verging the density at the nuclear region of
the core of interest, and a contracted basis set
that can describe correctly the valence states
for the rest of atoms. The accuracy of ∆MRSF
depends on the choice of exchange-correlation
functional and basis set, which can be validated
by comparing to experimental gas phase spec-
tra. Finally, the XAS spectra are simulated as-
signing an established Gaussian broadening to
each X-ray state.

2.2 Solute-solvent interactions
via electrostatic embedding
QM/MM

The MRSF-TDDFT has been recently cou-
pled to an MM electrostatic environment via
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an electrostatic embedding QM/MM approach
based on electrostatic potential fitted (ESPF)
charges.11 The main advantage of ESPF elec-
trostatic embedding is the reduced number of
integrals, which only depends on the number of
QM atoms and the numerical grid for comput-
ing the ESPF atomic charges.15 Here, we sum-
marize the main features of the model. The
total energy of the QM/MM system can be de-
composed as a sum of three terms,

E = EQM + EMM + Eint , (1)

where EQM is the energy of the QM subsys-
tem in the gas phase, EMM is the energy of the
MM subsystem plus the van der Waals inter-
actions between QM and MM subsystems and
Eint consist in the energy of the electrostatic in-
teractions between the two subsystems. Here,
we restrict our model to non-polarizable MM
force fields. In the ESPF approach, it is conve-
nient to define the QM/MM interaction energy
in terms of Coulombic potential as

Eint =

NQM∑
A=1

qAΦMM
A . (2)

The Coulombic potential felt by a QM atom A
at position rA is given by,

ΦMM
A =

NMM∑
j=1

qj
|rAj|

. (3)

in which rAj = rA − rj. In the equation, rj
and qj are respectively the coordinates and the
charge of MM atom j, and NQM and NMM are
respectively the number of QM and MM atoms.
The ESPF partial charges at the QM centers,
qA = ZA − QA, are obtained as the difference
between the nuclear charge ZA, and the atomic
charge population QA =

∑
µν PµνQA,µν which

in turn is derived by tracing the one-electron
density matrix P with the atomic charge op-
erator matrix QA. The elements of the charge
operator matrix are obtained by solving a linear
set of equations to fit the electrostatic integrals
computed on the Lebedev atom-centered grid

constructed around the QM subsystem,15,16

NQM∑
A

QA,µν

|rkA|
= Vk,µν . (4)

In the equation, the electrostatic integrals on a
grid are defined as

Vk,µν =

∫
d3rχ∗µ(r)

1

|r− rk|
χν(r) , (5)

where rk are the coordinates of the grid points
and χ are the atomic orbitals. A correction is
applied to the charge operator to enforce the
conservation of the total charge of the QM sub-
system.16 Deriving the interaction energy (Eq.
2) with respect to the density matrix P, we can
obtain the QM/MM interaction in the form of
an interaction operator, simply given by

hintµν = −
NMM∑
A

QA,µνΦ
MM
A , (6)

that is added as a one-electron Hamiltonian
contribution to the gas phase Fock operator.
For the calculations of ∆MRSF, this accounts
for adding hintµν in the ROKS Fock operator,
with no extra terms to be added in the response
equations.11

It is further possible to compute the gradi-
ent of the total QM/MM energy (Eq. 1) as
Ex = Ex

QM + Ex
MM + Eint,x. Hereafter, the su-

perscript Ex = ∂E/∂x refers to the derivative
with respect to an x atom coordinate. The an-
alytical derivative Ex

QM depends on the ab ini-
tio method employed, but it is generally avail-
able for the most common electronic structure
methods. Likewise, analytical expressions for
Ex
MM are available. Here we focus on the deriva-

tives of the interaction energy with respect to
QM and MM atom coordinates.16 The deriva-
tive with respect to MM atom coordinates is
simply given by

Eint,xi =

NQM∑
A=1

qAΦMM,xi
A (7)

where the derivative of the Coulombic potential
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with respect to an MM atom is

ΦMM,xi
A = −qi

xAi

|rAi|3
. (8)

The derivative of the interaction energy with
respect to the QM atom is given by

Eint,xB =

NQM∑
A=1

(
qAΦMM,xB

A −Q(xB)
A ΦMM

A

)
, (9)

where ΦMM
A is the derivative of the Coulombic

potential (Eq. 3) with respect to the same QM
coordinate, which is given by

ΦMM,xB
A = −

NMM∑
j=1

qj
xAj

|rAj|3
δAB . (10)

On the other hand, Q
(xB)
A is the derivative of

the ESPF charge with respect to the QM co-
ordinate xB. The parenthesis in the deriva-
tives indicates that the term corresponding to
the derivative of the density matrix is excluded
(see Ref. 16 for further details). The construc-
tion of the ESPF charge operator derivative is
straightforwardly obtained by solving a set of
linear equations

NQM∑
A

QxA
A,µν

|rkA|
= V xA

k,µν −
NQM∑
A

QA,µν

[
1

|rkA|

]xA
.

(11)

2.3 X-ray spectrum from mixed-
reference spin-flip time-
dependent density-functional
theory

MRSF-TDDFT17,18 is a promising new vari-
ant of linear response (LR) theory, which over-
comes the limitations of LR- as well as Spin-
Flip (SF)-TDDFT.19 The essence of the MRSF-
TDDFT is in the utilization of two references,
which naturally expands the response space
resolving issues such as spin-contamination
of SF-TDDFT.20 For its realization, a new
mixed reference state is introduced that has an
equiensemble of MS = +1 and MS = −1 com-

ponents of a triplet state, e.g.,

ρMR
0 (x) =

1

2

{
ρMS=+1
0 (x) + ρMS=−1

0 (x)
}
, (12)

where the idempotency of ρMR
0 (x) was recov-

ered by the concept of hypothetical single refer-
ence.17

The responses from the two components allow
exact external spin adaptations, which yields
completely decoupled linear-response equations
for singlet and triplet excited states as,17∑

rs

(
A(k)(0)
pq,rs + A′(k)pq,rs

)
X(k)
rs

= Ω(k)X
(k)
pq , k = S, T

(13)

where k = S, T labels singlet and triplet states,
A

(k)(0)
pq,rs is an orbital Hessian matrix derived by

the linear response, and A
′(k)
pq,rs is a coupling

matrix between configurations originating from
different components, MS = +1 and MS = −1,
of the mixed reference.17,18 X

(k)
pq and Ω(k) are

the amplitude vectors and the excitation en-
ergies with respect to the reference state, re-
spectively. As a result, not only the spin-
contamination but also the ambiguity with the
cumbersome identification of the resulting re-
sponse states of SF-TDDFT are eliminated.

An important advantage of MRSF-TDDFT
over the usual linear-response TDDFT21–23 is
that MRSF-TDDFT enables the proper com-
putation of the S1/S0 conical intersections, as
both states are treated at the same level of the-
ory in MRSF-TDDFT.24 Additionally, MRSF-
TDDFT not only includes singly but also
some important doubly excited configurations
that are missing in the LR-TDDFT,25 signifi-
cantly improving its prediction accuracy in the
study of diradicals26 and multi-configurational
states.27,28

The particular formulation of MRSF-TDDFT
combined with maximum-overlap method
(MOM) also provides a significant advantage in
the computation of X-ray absorption.10,29 Al-
though LR-TDDFT23 has been the most popu-
lar method for valence excited state studies, the
accuracy of TDDFT to predict experimental X-
ray states is very crude, with errors as large as
∼10 eV for second-period elements like C, N,
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O, and F,30 and even larger errors for heav-
ier elements. These large shifts are attributed
to the lack of description of core-hole orbital
relaxation effects in the approximate exchange-
correlation functionals used in TDDFT, which
cannot account for the drastic change in the
Coulomb interaction of the remaining electrons
when a core electron is excited. Properly tuned
self-interaction corrected range-separated ex-
change functionals can remedy the large errors
in core-excitation energies by DFT methods.31

However, a simple remedy to orbital relaxation
is not available in the context of the TDDFT
approach. These major challenges can be easily
overcome by MRSF-TDDFT with the help of
its high-spin triplet reference, which allows a
core-hole particle (CHP) pair. The particular
∆CHP-MRSF flavor (referred to for simplicity
as ∆MRSF in the following) was designed in
our previous work,10 that we briefly summarize
here. In the ∆MRSF approach, the excitation
energy is calculated as the energy difference
between the X-ray state computed with MRSF-
TDDFT using a core-hole triplet state as the
reference and the singlet ground state computed
at the restricted Kohn-Sham level. The orbital
relaxation of the CHP pair configuration can
be accomplished by replacing the two singly oc-
cupied open (O1 and O2) orbitals of restricted
open-shell Hartree–Fock (ROHF), or restricted
open-shell Kohn-Sham (ROKS) applying DFT,
reference with the particular core (the 1s orbital
for XAS) and the virtual orbitals with MOM.29

In that way, the orbital relaxation due to the
excitation of a core electron is embedded in
the orbital energies, leading to a larger accu-
racy of the spectrum. Finally, to simplify the
excitation space, a restricted excitation win-
dow (REW) is also applied to all calculations.
This restricts MRSF-TDDFT excitation space
from unwanted occupied orbitals. This sim-
ple strategy exhibited near-perfect predictions
with RMSE ∼ 0.5 eV, featuring a median value
of 0.3 and an interquartile range of 0.4 for K-
edge excitation energies of 24 second- and 17
third-row molecules.10

3 Computational details

The model for proline in the gas phase has been
constructed by performing minimum energy ge-
ometry optimization of the ground state. The
geometries without counterions are optimized
in GAMESS-US at BH&HLYP/6-31G* level.
For the zwitterionic case, the N-H distance has
been kept frozen during the process in order to
avoid a proton transfer to the carboxylic group.
The geometries including Na+ and Cl– counte-
rions are fully relaxed without constraints.

For including the solvent effects, the gas
phase proline structures have been soaked in
a pre-equilibrated TIP3P32 water cubic box
with an edge size of 50 Å. From such struc-
tures, we proceed to extract spherical droplets
with a radius of 20 Å centered at Cα of
proline. These systems have been first re-
laxed with a QM/MM minimization at the
HF/3-21G//Amber99 level,33 where the QM
sub-region includes proline and counterions,
whereas the MM region contains all the wa-
ter molecules. A spherical solvent boundary
has been applied to prevent the diffusion of the
outer water molecules during the simulations.34

After minimization, the systems were equi-
librated at QM/MM MD level using the
same conditions as the minimization (HF/3-
21G//Amber99 in which the QM sub-region
includes proline and counterions). A first equi-
libration was run for 150 ps in the canonical
ensemble using the Berendsen thermostat with
a target temperature of 298 K. The QM/MM
MD equilibration was further refined at the
same temperature for another 50 ps using the
Bussi thermostat with spherical solvent bound-
ary (see Fig. S1 in the supporting information.)
Finally, we proceeded to the production run for
150 ps using the Bussi thermostat. A set of
50 independent snapshots has been extracted
from each production trajectory.

For all the MD simulations we used the fol-
lowing parameters. The equations of motion
have been integrated using the Beeman integra-
tor with an integration time step of 1 fs. The
coupling time (τT ) of the thermostat was set
to 0.1 ps for the Berendsen thermostat and 0.2
ps for the Bussi thermostat. An additional re-
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scaling of the velocities has been applied at each
integration step in order to enforce the transla-
tional and rotational invariance of the center of
mass of the system.

Minimization and molecular dynamics were
run with a development version of GAMESS-
US, version 2021 (R2 Patch2),35 coupled to a
modified version of Tinker 8.10.1.36 The im-
age of the droplet model was generated using
the UCSF ChimeraX molecular visualization
tool.37

The K-edge spectra have been simulated
using ∆MRSF as implemented in GAMESS-
US35 with the scalar relativistic effects through
second-order Douglas-Kroll-Hess Hamilto-
nian.38,39 The DFT exchange-correlation
functional employed for all calculations is
BH&HLYP.40 The basis set employed has been
aug-pc-X2 for the core of interest and aug-pc-1
for the other QM centers.41,42 For converging
the core-hole triplet reference, the standard
orbital rotation restriction based on the max-
imum overlap method has been used. From
this reference, the lowest 14 X-ray states were
extracted from linear-response MRSF-TDDFT.
The overall spectra were obtained as a sum of
Gaussian functions for each transition, whose
position was determined by the energy at the
∆MRSF level, the height corresponded to the
transition dipole moment and the width was
fixed at 0.5 eV.

4 Results & Discussion

The X-ray absorption spectra for the carbon,
nitrogen, and oxygen K-edge have been com-
puted for a proline model for the ionic forms
(see Fig. 2) in the gas phase and in the wa-
ter solution using the methodology protocol de-
scribed in the previous sections. The gas phase
spectra of the neutral form of proline for all K-
edges are found in the supporting information,
showing an excellent agreement between the
theoretical and experimental spectra. The cal-
culations have been performed with and with-
out counterions. Here, we only show the spectra
of proline with counterions, in which the right
amount of Na+ and Cl− ions have been added

so that the total net charge is zero (for the ef-
fect of the counterions in the XAS spectrum of
proline, see Figures S12, S13 and S14 of the
supporting information).

Proline can exist in three protonation forms,
namely, cationic, anionic, and zwitterionic
forms depending on the pH (see Fig. 2). The
neutral form is only stable in the gas phase
when there are no counterions present, and will
not be considered in the current study. The
focus of the following sections is on analyz-
ing the proline-water interactions and describ-
ing the X-ray transitions. The energetic shifts
due to the solvent for each of the protonation
forms of proline are discussed independently for
each K-edge, compared to the gas phase, and
to the snapshot average without electrostatic
interactions, allowing us to determine the ener-
getic shift due to the interaction with the sol-
vent, and due to the fluctuations of proline. Fi-
nally, we reconstruct the pH-dependent spectra
of proline.

4.1 Proline models in water

In order to understand better the proline-water
interactions in the droplet models, we extracted
the radial distribution function (RDF) from the
production trajectories. In particular, we fo-
cused our attention on the interactions between
water molecules and the amino and carboxylic
groups of proline in the three different proto-
nation states. The RDF plots obtained for the
zwitterionic structure (in orange in Fig. 3) are
in good agreement with the experimental RDF
plots reported by McLain et al. as both the
position of the main peaks and their relative
intensity match well.12

The water-amino group RDF plots (Fig. 3,
a), instead, show that in the cationic and zwit-
terionic form, which present a peak of simi-
lar intensity around 2 Å, the hydrogens of the
amine group act as hydrogen bond donors to-
ward the oxygens of water. In contrast, the
RDF of the anionic structure does not present
such a peak suggesting that, in this protona-
tion form, the only hydrogen of the amino group
establishes preferentially an intramolecular hy-
drogen bond with one of the oxygens in the
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Figure 2: (a) Cationic, zwitterionic, and an-
ionic forms of proline depending on the pH. The
atom numbering used throughout the article is
indicated in the cationic form. The pH popula-
tions (lower panel) have been constructed using
the Henderson-Hasselbach equation, with car-
boxylic pKa 1.99 and amino pKa 10.6. The
pKa values in water have been extracted from
Ref. 43. (b) Structure of the droplet model
for the zwitterionic form of proline including
sodium (in purple) and chloride (in green) coun-
terions. Similar structures have been obtained
for the anionic and cationic forms, with or with-
out suitable counterions.
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(a) amine H-OW

(b) Carboxylic O-HW
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Figure 3: Normalized radial distribution func-
tions for the proline droplet models for the
anionic, zwitterionic, and cationic forms dur-
ing the 150 ps production QM/MM molecular
dynamics. The distance shown in (a) corre-
sponds to amine’s hydrogen (H) with water oxy-
gen (OW), and in (b) corresponds to the car-
boxylic oxygen (O) with water hydrogen (HW).
The black lines correspond to the experimental
spectra of the zwitterionic form, registered in a
1:10 proline/water solution, reported in Ref. 12.
The dashed line corresponds to the carboxylic
hydrogen and OW in the cationic form.
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carboxylic group (see Fig. S7 of the supporting
information). This hypothesis is further sup-
ported by the calculation of the average dis-
tance (rO2−HN = 3.28 ± 0.25 Å) between the
two oxygens and the hydrogen atom.

In the case of water-carboxylic group RDF
plots (Fig. 3, b), the presence of a peak around
1.75 Å for each protonation form, indicating
clearly the formation of hydrogen bonds be-
tween water and the two oxygen of the car-
boxylic group (the latter acts as hydrogen bond
acceptor.) The distances at which the peaks
occur suggest also a correlation in all the pro-
tonation forms, although the lower intensity of
the peaks for the cation model implies that the
carboxylic group is accepting fewer hydrogen
bonds than the other forms. The presence of
a peak at a comparable distance in the RDF
plot of the water oxygen and hydrogen of the
carboxylic group in the cationic structure in-
dicates that the latter acts also as a hydrogen
bond donor.

As part of the geometrical analysis of the
trajectories, we report also the behaviour of
the counterions along the trajectories that con-
tain them, since it can affect the XAS spec-
trum, especially for the σ∗ peaks and their mix-
ture with Rydberg-type orbitals (see Fig. S2
of the supporting information.) The sodium
ion in both anionic and zwitterionic models
exhibits interaction with the oxygens of the
carboxylic group although, for the anion, the
sodium ion interacts preferentially with one
of the oxygens (rNa−O2 = 2.17 ± 0.08 Å and
rNa−O1 = 4.14±0.12 Å). In the zwitterion model
instead, the interaction is equally shared be-
tween the two oxygens (rNa−O2 = 2.40 ± 0.21
Å and rNa−O1 = 2.33 ± 0.16 Å). The chloride
ion does not form a strong interaction with the
amine moiety of proline. In the cation model,
in fact, the distribution of the distances be-
tween the counterion and the nitrogen atom,
which is non-gaussian, has a median value of
r̃Cl−N = 11.51± 3.61 Å, indicating a weak elec-
trostatic interaction with proline. Similarly, in
the zwitterion case, the chloride-amine distance
has a value of rCl−N = 6.70± 0.33 Å exhibiting
thus a larger interaction with the sodium ion.

4.2 N K-edge
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Figure 4: Nitrogen K-edge absorption of (a)
zwitterionic, (b) anionic, and (c) cationic in
solution (solid line), gas phase (dashed), and
no electrostatics (dotted). The gas phase XAS
spectrum comes along with its analysis (shaded
area) and corresponds to 1s → σ∗N−H (blue)
and 1s → σ∗C−N (red). The spectra for the
solvent model converged up to 408.07, 405.19,
and 408.55 eV for the zwitterionic, anionic, and
cationic structures, respectively.

The gas phase, solvent, and no electrostat-
ics N K-edge spectrum for the three protonated
structures are shown in Figure 4. Since there
is only one nitrogen core, two types of elec-
tronic transitions are observed either to σ∗N−H
localized along one of the N-H bonds or to
σ∗N−C orbitals localized over both N-C2 and N-
C5 bond (see Fig. S9 in the supporting infor-
mation). In the gas phase, the spectrum of the
zwitterionic structure shows a weakly intense
peak at 404.1 eV corresponding to the σ∗N−H
transition and a broader more intense peak at
406.4 eV corresponding to the σ∗N−C . A simi-
lar structure is observed for the cationic form,
slightly blueshifted with respect to the zwitte-
rionic form. Indeed, the σ∗N−H peak is found at
404.4 eV, whereas the σ∗N−C is located at 406.6
eV. Finally, the anionic spectrum is less intense
and redshifted with respect to the zwitterionic
or cationic forms. The first peak is located at
401.9 eV, 0.3 eV above the σ∗N−H , whereas the
σ∗N−C is found at 403.2 eV.
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The N K-edge spectra of proline in water can
be largely affected by the changes in the σ∗ or-
bitals, which depend directly on the N-C (see
Fig. S4 in the supporting information.) and N-
H distances (see Fig. S5 in the supporting infor-
mation.) The zwitterion and cation distances
exhibit similar average distances. The average
N-C bond length (rN−C = 1.54 ± 0.04 Å) is
0.05 Å longer than in the gas phase. On the
contrary, the average N-H bond distance in so-
lution (rN−H = 1.03± 0.03 Å) is 0.07 Å shorter
than in the gas phase. For the anionic form,
the gas phase and solvent average distances are
similar. The average N-C distance in solution
(rN−C = 1.49± 0.03 Å) is 0.03 Å longer than in
the gas phase, while the N-H distance in solu-
tion (rN−H = 1.01± 0.02 Å) is 0.01 Å longer.

The N K-edge spectra in solution show a
strong impact both on the main peak corre-
sponding to the 1s→ σ∗N−C transition and the
σ∗N−H . Indeed, for the zwitterionic and cationic
forms, the σ∗N−H intensity is largely decreased
with respect to the gas phase, which only ap-
pears as a tail of the σ∗N−C transition. In the
anionic form instead, the first peak appears at
the same position as in the gas phase. In the
zwitterionic and cationic forms, a double peak
structure is observed for the σ∗N−C transition in
both cases. The full width at half maximum
of these peaks has a broader distribution of 2.2
eV for the zwitterion and 2.4 eV for the cation.
This distribution is explained by the structural
fluctuation of the N-C2 and N-C5 distances (see
Fig. S4 in the supporting information), which
largely affect the energy of the σ∗N−C orbitals.
For the zwitterion, the peak maximum is red-
shifted around 0.4 eV with respect to the gas
phase, whereas in the cationic form, the peak
maximum is blueshifted 0.4 eV. The anionic
form, on the contrary, has a peak structure and
width similar to the gas phase. The σ∗N−C tran-
sition is blueshifted more than 1.0 eV.

Comparing the spectrum in solution with the
spectrum without electrostatic interactions, we
can unravel the effect of interactions of proline
with water on the σ∗ transitions. For the an-
ionic form, the spectra with and without elec-
trostatics are identical, indicating that the ef-
fect of the solvent on neutral nitrogen is negligi-

ble. For the zwitterionic and cationic forms, the
electrostatic interaction modulates slightly the
intensity of the first σ∗N−C peak, without affect-
ing its excitation energy. For the second peak,
on the contrary, the transition is redshifted by
the solvent in both cases.

4.3 O K-edge
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Figure 5: Oxygen K-edge absorption of (a)
zwitterionic, (b) anionic, and (c) cationic in
solution (solid line), gas phase (dashed), and
no electrostatics (dotted). The gas phase XAS
spectrum comes along with its analysis (shaded
area) and corresponds to oxygen 1 (blue) and
2 (red) according to the nomenclature of Fig.
2.The spectra for the solvent model is converged
up to 537.72, 539.49 and 540.50 eV for the zwit-
terionic, anionic and cationic structure, respec-
tively.

The gas phase, solvent, and no electrostat-
ics O K-edge spectrum for the three protonated
structures are shown in Figure 5. The total gas
phase spectra are decomposed in the K-edge of
O1 and O2, according to the nomenclature in
Figure 2. For the equivalent decomposition of
the solvent spectra, see Fig. S15 of the sup-
porting information. The three forms show a
similar spectrum, with a first main peak corre-
sponding to the 1s(O)→ π∗ transition between
532 and 534 eVs. In the case, of the anion and
zwitterion, the π∗ orbital is delocalized over the
carboxylate group (see Fig. S10 supporting in-
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formation). In the anionic forms, the O1 and
O2 transitions are overlapping due to the sym-
metry between the two oxygens, leading to a
maximum peak at around 532.9 eV. In the case
of zwitterionic form, the 1s(O2)→ π∗ transi-
tion is slightly blueshifted with respect to O1

due to the intermolecular hydrogen bond that is
formed with the amine group. The absorption
maximum is found at 533.2 eV. In the cationic
form, the transition from the core-orbital of O1

is to the σ∗O−H , shifted by more than 3.4 eV due
to the protonation of the oxygen. For the lower
part of the spectrum, the absorption maximum
is found at 532.7 eV. Above 534 eV, the spec-
trum corresponds to transitions to σ∗ or the
lone pairs of oxygen, which are mixed with the
Rydberg character. These transitions are less
intense and structured than the π∗ transitions.
In the case of the cationic form, they span a
larger range of energies due to the shift caused
by the protonation of O1.

The O K-edge spectra of proline in water can
be largely affected by the changes both in the
π∗ and the σ∗ orbitals, which depend on the
fluctuation of C-O distances for all forms. The
cationic form can also be affected by the O-H
distance. The torsion of the carboxylic group
could also affect the energetics of π∗, but this
motion is not observed in our dynamics (see
Fig. S8 in the supporting information). From
the analysis of the C-O distance along the tra-
jectories, it is possible to observe that there is
an almost perfect delocalization of the double
bond across the two oxygens in the zwitterion
model (rC−O = 1.26 ± 0.02 Å), 0.01 Å larger
to the gas phase. The anion model presents a
similar behavior although, in such a case, one
bond is slightly longer than the other (rC−O1 =
1.25± 0.02 Å and rC−O2 = 1.27± 0.02 Å), close
to the gas phase value of 1.26 Å. Instead, as ex-
pected in the cation model, one can distinguish
clearly a C=O double bond (rC−O = 1.21±0.02
Å) and a single bond (rC−OH = 1.34 ± 0.03
Å). The double bond is 0.01 Å shorter in the
gas phase, whereas the single bond is 0.02 Å
shorter.

The O K-edge spectra for the three proto-
nated structures in solution are shown in Fig.
5. In the zwitterionic structure, the main π∗

transition is slightly redshifted (around 0.2 eV)
and its intensity is slightly reduced in solution
compared to the gas phase one. A similar trend
is observed for the lowest π∗ peak in the cationic
form, in which energy is redshifted by around
0.4 eV and a similar decrease of intensity. The
σ∗O−H transition from O1 core of the cationic
form appearing at 536 eV is smeared out, over-
lapping with other σ∗ transitions. These tran-
sitions fall however at the water window re-
gion,44,45 making it impossible to record the
proline spectra at such high energies. Finally,
the anionic spectrum appears blueshifted with
respect to the gas phase, with a maximum peak
shift of 0.1 eV.

From the comparison between the gas phase,
the solvent spectra, and the spectrum deacti-
vating electrostatic interactions, we can see a
cancellation effect between the structural fluc-
tuations and the solvent electrostatic interac-
tions. On the one hand, the structural fluctu-
ations tend to redshift by as much as 1 eV the
π∗ peaks, which are broadened and less intense
than in the gas phase. This is probably due
to the formation of hydrogen bonds with wa-
ter. On the other hand, the electrostatic inter-
action blueshifts the π∗ due to an unfavorable
electrostatic interaction, which brings back the
π∗ states at almost the same excitation energy
as in the gas phase.

4.4 C K-edge

The gas phase, solvent, and no electrostatics
C K-edge spectrum for the three protonated
structures are shown in Figure 6. The three
forms show a similar spectrum, due to the fact
that the protonation or deprotonation does not
affect strongly the electronic structure of the
carbons. The spectra have essentially two main
contributions (see Fig. S11 for the supporting
information for the molecular orbital pictures).
A first main peak is found between 288 and 290
eV, and it corresponds to the 1s(C1)→ π∗ tran-
sition, in which the π∗ is centered on the car-
boxylic group. This peak is slightly blueshifted
with respect to the other two forms. The second
set of transitions forms a broader band found
between 288 and 294 eV, corresponding to tran-
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Figure 6: Carbon K-edge absorption of (a)
zwitterionic, (b) anionic, and (c) cationic in
solution (solid line), gas phase (dashed), and
no electrostatics (dotted). The gas phase XAS
spectrum comes along with its analysis (shaded
area) and corresponds to carbon 1 (blue) and
carbon 2 to 5 (red) according to the nomencla-
ture of Fig. 2. The spectra for the solvent model
converged up to 296.43, 294.97, and 297.98 eV
for the zwitterionic, anionic, and cationic struc-
tures, respectively.

sitions of the other carbons to the σ∗ orbitals.
The σ∗ orbitals are mixed with Rydberg-type
orbitals, which explains the broad range of en-
ergies. For all forms, a second intense peak is
found around 291 eV, followed by several shoul-
ders at higher energies.

The C K-edge spectra of proline in water can
be largely affected by the changes in the σ∗ or-
bitals, which depend directly on the C-C dis-
tances for all the carbons (see S6 in the support-
ing information), on C-O distances for C1 (see
Fig. S3 in the supporting information) and on
N-C distances for C2 and C5 (see Fig. S4 in the
supporting information.) Unlike the C-N and
C-O bonds, the C-C bonds are less affected by
the change in the protonation state of proline,
with average values that are very close in the
three different models (rC−C = 1.54 ± 0.03 Å
for the zwitterion, rC−C = 1.55±0.04 Å for the
anion and rC−C = 1.54±0.04 Å for the cation).
These values are between 0.01 and 0.02 Å larger
than in the gas phase.

The solvent effect is small in the case of the
C K-edge (for the decomposition of the solvent
spectra, see Fig. S16 of the supporting informa-
tion.) For the zwitterionic and anionic forms,
the π∗ transition is blue-shifted by 0.1 and 0.3
eV and slightly more intense with respect to
the gas phase, whereas the cationic form is red-
shifted by 0.1 eV and slightly less intense with
respect to the gas phase. The effect of the sol-
vent on the σ∗ peaks is small. Indeed, only the
cationic form has a splitting into two peaks ap-
pearing at 290.6 and 292.2 eVs.

Comparing the gas phase, solvent, and no-
electrostatics, we observe a similar trend as in
the case of the oxygen K-edge in the cationic
form. Indeed, the fluctuation of the structure
blueshifts the π∗ transition, while the electro-
statics redshifts it with respect to the gas phase.
In the zwitterionic, this effect is more clearly
observed for the σ∗ transitions. The anionic
form seems to be largely unaffected by the pres-
ence of electrostatic interactions.

4.5 pH-dependent spectra

Proline exhibits two pKa values, one corre-
sponding to the deprotonation of its carboxylic
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acid group (pKa1=1.95) and one correspond-
ing to the deprotonation of its amine moi-
ety (pKa2=10.6).43 Here, we construct the pH-
dependent X-Ray spectra. For the sake of sim-
plicity, we will focus the discussion on the N
K-edge, for which experimental results are also
available.6 The pH-dependent O and C K-edge
spectra can be found in Fig. S17 of the support-
ing information.

The pH-dependent XAS spectra are con-
structed by using the computed spectra of the
solvated anion, zwitterion, and cation weighted
by each population extracted from the Hen-
derson–Hasselbach equation for the zwitterionic
(pZ), anionic (pA), and cationic (pC) forms (see
Fig. 2). Imposing that their populations add
up to one, the populations are given by

pZ =
1

1 + 10pH−pKa2 + 10pKa1−pH
(14)

pC =pZ · 10pH−pKa1

pA =pZ · 10pH−pKa2 . (15)

The populations for the different pH values are
plotted in Fig. 2.

Fig. 7 (top) shows the computed N K-edge
spectra at pHs 6.3 and 12.2 compared to the
experimental spectra.5 Since we simulated only
the lower part of the spectrum, the higher-
energy region (above 408 eV) is not repro-
duced in our theoretical model. Converging
such a spectrum would require a convergence
of the continuum and probably an extension of
the QM region to better describe that quasi-
ionization region and the electron transfer to
water, which is beyond the scope of the present
model.

At pH 6.3, the spectrum corresponds essen-
tially to the zwitterionic form, whereas at pH
12.2 the spectrum corresponds to the anionic
form. At both pH values, we observe an excel-
lent agreement between the experimental and
theoretical spectra, both in terms of intensity
and excitation energies. We confirm thus the
disappearance of the σ∗N−H peak at pH=6.3,
whereas this is still observed for pH=12.2. The
broadening of the main σ∗C−N transition at
pH=7 is slightly more compact in the theo-
retical spectrum compared to the experimental
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Figure 7: pH-dependent N K-edge spectra of
proline. (top) comparison between experimen-
tal (dashed) and theoretical (solid) spectra at
pH=6.3 (orange), and pH=12.2 (green); (bot-
tom) theoretical spectra at pH=0 (pink), pH=2
(blue), pH=7 (orange), pH=10.5 (red), and
pH=12 (green). The spectra converged up to
408.07, 405.19, and 408.55 eV for the zwitte-
rionic, anionic, and cationic structures, respec-
tively. Experimental data are reproduced from
Ref. 5.

spectrum. The double peak structure observed
for that peak might is thus not observable ex-
perimentally.

In Fig. 7, we reconstruct the theoretical XAS
spectrum of proline along a range of different
pH values (0, 2, 7, 10.5, and 12). At pH=0, the
population corresponds to the cationic form. At
pH=2, the population is half-half between the
cationic and zwitterionic forms. At pH=7, the
population is essentially the zwitterionic state.
At pH=10.5, a half-half population corresponds
to the zwitterionic and anionic forms, and at
pH=12 only the anionic form is present. As
we have seen from the experimental spectra,
it is possible to clearly distinguish the anionic
and zwitterionic forms from the loss of inten-
sity of the σ∗C−N peak, the redshift of the spec-
trum and the appearance of the σ∗H−N peak.
The next question is whether the cationic form
(appearing at acidic pH values) can be distin-
guished from the zwitterionic form through the
N K-edge XAS spectrum. In principle, despite
the double peak structure being experimentally
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not observed, the two forms could be distin-
guished by a change in the absorption maxi-
mum of the σ∗C−N peak, which should be slightly
blueshifted at acidic pH. For the oxygen K-
edge, which could potentially be used for iden-
tifying the three protonation forms, most of the
spectrum cannot be recorded since it falls out-
side the water window at which water oxygens
absorb above 533 eV. For the carbon K-edge,
the absorption spectrum is similar for the main
transition to the π∗, and not sufficiently struc-
tured for the σ∗ transitions to clearly identify
the three protonation forms.

4.6 Conclusions

We have developed an efficient theoretical pro-
tocol for computing the solvent effects of X-ray
spectra using an atomistic description of the
solvent. The protocol is based on the combina-
tion of mixed-reference time-dependent density-
functional theory (MRSF-TDDFT) with elec-
trostatic embedding QM/MM based on electro-
static potential fitting charges.

We have applied this protocol to compute the
nitrogen, oxygen, and carbon K-edges of three
protonation forms of the amino acid proline.
We describe the solvent effects in each of the
edges by comparing the gas phase spectra with
the spectra generated in water droplets with
and without the electrostatic interaction with
the solvent. We show that the 1s → π∗ peak,
the most intense peak in the carbon and oxygen
K-edges, is largely unaffected by the presence of
the solvent, experiencing only a small shift due
to the electrostatic interaction with water. At
variance, the 1s→ σ∗ transitions have an effect
on both the electrostatic interaction with the
solvent and the fluctuations of the structure.
These fluctuations affect the mixed character of
σ∗ orbitals with Rydberg-type orbitals. In the
case of the N K-edge, in which only σ∗ transi-
tions are observed, the largest effect of the sol-
vent is observed. Indeed, in this core, the three
forms of proline can be distinguished from the
X-ray absorption spectra as shown from the re-
construction of pH-dependent spectra.

In summary, the ∆MRSF/MM protocol pro-
vides an efficient theoretical framework for de-

scribing solvent effects on X-ray spectroscopy.
Currently, one limitation exists in this method-
ology, namely, that the SOMO→SOMO config-
uration is excluded from the excitation space.
This implies that the converged core-hole refer-
ence must be in a state with a negligible tran-
sition dipole moment for constructing a reason-
able X-ray absorption spectrum. This will be
solved in the future by extending the excitation
space included in the MRSF methodology.

Supporting Information Avail-

able

The supporting information contains the com-
parison of experimental and theoretical proline
in the gas phase, statistical analysis of geomet-
rical parameters for the QM/MM MD trajec-
tories, the molecular orbitals representative of
the different X-ray transitions, the effect of the
counterions on the gas phase X-ray absorption
spectra of proline, the decomposition of the sol-
vent spectra in cores, and the pH-dependent
oxygen and carbon K-edge absorption spectra.
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