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#### Abstract

We prove existence and uniqueness of solutions of a semilinear PDE driven by a Bessel type generator $L^{\delta}$ with low dimension $0<\delta<1$. $L^{\delta}$ is a local operator, whose drift is the derivative of $x \mapsto \log (|x|)$ : in particular it is a Schwartz distribution, which is not the derivative of a continuous function. The solutions are intended in a duality (weak) sense with respect to state space $L^{2}\left(\mathbb{R}_{+}, d \mu\right), \mu$ being an invariant measure for the Bessel semigroup.
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## 1. Introduction

In this paper, we investigate the existence and uniqueness of weak solutions of semilinear parabolic partial differential equations (PDEs) driven by the generator $L^{\delta}$ of the Markov semigroup associated with the Bessel process with dimension $0<\delta<1$.

Recall that the class of Bessel processes is a family of Markov processes with values in $\mathbb{R}_{+}$and parameterized by $\delta \in \mathbb{R}_{+}$, called the dimension. Throughout this paper, we refer the regime $\delta \in(0,1)$ as the low dimension case. Bessel processes have been largely investigated in the literature. We refer the reader to e.g [17, 24, 20] for an overview on the basic theory. Typical examples of low dimension Bessel processes appear in queueing theory (see e.g. [7]) and the theory of Schramm-Loewner evolution curves, see e.g. [16]. Two-parameter family of Schramm-Loewner evolution $S L E(\kappa, \kappa-4)$ defined in [15] provides a source of examples of Bessel flows with very singular behavior when $\delta=1-\frac{4}{\kappa}, \kappa>4$. We refer the reader to [8, 4] for more details. Bessel processes with dimension $\delta>1$ also naturally appears in interacting particle systems related to random matrix theory (see e.g. [14]) and in stochastic volatility or interest rates models in mathematical finance, see e.g. [6].

The dimension $\delta \in \mathbb{R}_{+}$dictates the regularity of the Bessel process. Indeed, in the regular case $\delta>1$, it is a pathwise non-negative solution of

$$
\begin{equation*}
d X_{t}=\frac{\delta-1}{2} X_{t}^{-1} d t+d W_{t}, \quad X_{0}=x_{0} \tag{1.1}
\end{equation*}
$$

where $W$ is a standard Brownian motion, see for instance Exercise (1.26) of Chapter IX in [20]. In particular, $X$ is an Itô process. In the low dimension case $\delta \in(0,1)$, the integral $\int_{0}^{t} X_{s}^{-1} d s$ does not converge and the correspondent Bessel process is not a semimartingale but a Dirichlet process, see e.g. [9] or Chapter 14 of [21]. In fact,

[^0]in that case, the Bessel process is highly recurrent and hits zero very often, so that $x_{0}=0$ is a true singularity for the Bessel process. Consequently, in the low dimension case $\delta \in(0,1)$, we cannot expect it to be a solution of a classical stochastic differential equation (SDE).

It is a well-established fact that any low-dimension Bessel process can be decomposed into the sum of a standard Brownian motion and a null quadratic variation process, expressed in terms of a density occupation measure via local times. For further insights, one may refer to works such as [5] and [17]. Recently, in the study conducted by [18], the authors characterize any low dimension Bessel process as the unique solution of (1.1) interpreted as a Stochastic Differential Equation (SDE) with a distributional drift. In this novel perspective, the singular drift, represented by $x \mapsto \frac{\delta-1}{2} \frac{1}{x}$, is elucidated as the derivative, in the sense of Schwartz distributions, of the function $x \mapsto \frac{\delta-1}{2} \log |x|$, which complements earlier representations based on principal values through local times. The authors prove that the Bessel process with dimension $\delta \in(0,1)$ is the unique nonnegative solution of a suitable strong-martingale problem driven by its generator $L^{\delta}$. We refer the reader to [18] and Definition 2.4 for further details.

In this article, we devote our attention to the semilinear backward Kolmogorov PDE associated with the generator $L^{\delta}$ of the Bessel process in the singular regime $\delta \in(0,1)$

$$
\left\{\begin{array}{l}
\left(\partial_{t}+L^{\delta}\right) u+f\left(\cdot \cdot \cdot, u, \partial_{x} u\right)=0  \tag{1.2}\\
u(T, x)=g(x)
\end{array}\right.
$$

Formally speaking

$$
\begin{equation*}
L^{\delta} \phi=\frac{\phi^{\prime \prime}}{2}+\frac{\delta-1}{2} p \cdot v \cdot \frac{1}{x} \phi^{\prime}, \tag{1.3}
\end{equation*}
$$

where p.v. is the Cauchy principal value. In (1.2), the coefficient $f:[0, T] \times \mathbb{R}_{+} \times \mathbb{R} \times$ $\mathbb{R} \rightarrow \mathbb{R}$ is a Borel Lipschitz function in the two last variables and $g$ is a Borel function belonging to $L^{2}(d \mu)$, where $\mu$ is the Borel measure described in Definition 2.1. If $f=0$, then the candidate solution is given by $u\left(s, x_{0}\right)=\mathbb{E}\left(g\left(X_{T-s}^{x_{0}}\right)\right), s \in[0, T]$, where $\left(X_{t}^{x_{0}}\right)$ is the standard Bessel process starting at $x_{0}$ with dimension $\delta \in(0,1)$.

As described in [18], $L^{\delta}$ is a particular example of generator of an SDE with distributional drift,

$$
\begin{equation*}
d X_{t}=d W_{t}+b\left(X_{t}\right) d t \tag{1.4}
\end{equation*}
$$

where the drift $b$ is a distribution (not a measure). Recently, several authors have been investigated generators associated with SDEs of the type (1.4). In this direction, we refer the reader to e.g. [11] and other references therein. In that literature, in general, $b$ is the derivative (gradient) of a continuous function. In the present work, the drift in the description of the action $L^{\delta} \phi$ in (1.3) is the derivative of a discontinuous function unbounded at zero. As in typical examples of SDEs with distributional drift, the domain of the generator $\mathcal{D}_{L^{\delta}}(\mathbb{R})$ does not contain all the smooth functions (even with compact support). In particular, the function $\phi(x)=x$ even cut outside a compact interval does not belong to $\mathcal{D}_{L^{\delta}}(\mathbb{R})$.

The main result of the present article is Theorem 5.15, which states the existence and uniqueness of a weak solution of the $\operatorname{PDE}(1.2)$, where the duality is described by a space of test functions $D$ suitably specified in (2.2) and the pivot space is $L^{2}(d \mu)$, see

Definition 5.3. Proposition 5.8 reduces the problem to the existence and uniqueness of mild solutions (see Definition 5.4), where the corresponding semigroup $\left(P_{t}^{\delta}\right)$ is the one associated with the generator $L^{\delta}$. By Proposition 2.12, the Borel measure $\mu$ is an invariant measure, analogously to the case of heat semigroup (associated with Brownian motion), where this role is played by the Lebesgue measure.

The proof of Theorem 5.15 relies on a suitable fixed point theorem based on the crucial inequality stated in Proposition 3.10, which plays the role of some basic Schauder estimate. The natural evolution space for (1.2) is the space $\mathcal{H}$ of elements in $L^{2}(d \mu)$ whose derivative in the sense of distributions belongs again to $L^{2}(d \mu)$. Lemma 3.2 shows that the space $\mathcal{H}$ fits with the domain of a symmetric closed form, defined on the Hilbert space $H=L^{2}(d \mu)$, which is equal to the domain of the square root of the map $-L_{F}^{\delta}$, the so called (self-adjoint) Friederichs extension of the operator $-L^{\delta}$, see Proposition 2.15.

This article is organized as follows. Section 2 presents some preliminary results concerning the Bessel process and its associated semigroup. Section 3 presents Friedrichs self-adjoint extension of the symmetric positive linear operator $-L^{\delta}$. Sections 4 and 5 discuss the main results of the paper. In particular, Theorem 5.15 given in Section 5 describes the existence of a unique weak solution of the PDE (1.2) under mild regularity conditions (Hypotheses 5.11 and 5.12) on the coefficient $f$ and the terminal data $g$. The appendix A briefly recalls some basic results about the Friedrichs self-adjoint extension. Appendix B presents the proofs of Proposition 2.18, Lemma 3.2 and other technical auxiliary results.

## 2. Recalls and preliminary results

### 2.1. Bessel process and strong martingale problem.

Given $0<\delta<1$, we introduce our basic Borel $\sigma$-finite positive measure on $\mathbb{R}_{+}$.

## Definition 2.1.

$$
\mu(d x):=x^{\delta-1} \mathbb{1}_{\{x>0\}} d x .
$$

We call $L^{2}(d \mu)$ as the space of functions $f: \mathbb{R}_{+} \rightarrow \mathbb{R}$ such that $\int_{\mathbb{R}_{+}} f^{2}(x) \mu(d x)<\infty$. The inner product and norm of the Hilbert space $L^{2}(d \mu)$ will be denoted, respectively, by $\langle\cdot, \cdot\rangle_{L^{2}(d \mu)}$ and $\|\cdot\|_{L^{2}(d \mu)}$. Throughout this article, we denote by $L^{1,2}(d t d \mu)$ as the Hilbert space $L^{1}\left([0, T] ; L^{2}(d \mu)\right)$. The usual inner product on $L^{2}\left(\mathbb{R}_{+}, d x\right)$ and related norm are denoted by $\langle\cdot, \cdot\rangle$ and $\|\cdot\|$ respectively. In the paper, for a given function $v:[0, T] \times \mathbb{R}_{+} \rightarrow \mathbb{R}$, we will often denote $v(t):=v(t, \cdot), t \in[0, T]$.

Similarly as in Definition 3.2 and considerations before Remark 3.5 in [18], we set

$$
\begin{gather*}
\mathcal{D}_{L^{\delta}}\left(\mathbb{R}_{+}\right):=\left\{f \in C^{2}\left(\mathbb{R}_{+}\right) \mid f^{\prime}(0)=0\right\},  \tag{2.1}\\
D:=\left\{\varphi \in C_{0}^{2}\left(\mathbb{R}_{+}\right) ; \varphi^{\prime}(0)=0\right\} \tag{2.2}
\end{gather*}
$$

where $C_{0}^{2}\left(\mathbb{R}_{+}\right)$is the space of $C^{2}$ functions on $\mathbb{R}_{+}$with compact support. Notice that $D$ is a subset of the set $\mathcal{D}_{L^{\delta}}\left(\mathbb{R}_{+}\right)$and $D \subset L^{2}(d \mu)$.
Remark 2.2. $D$ is a closed subspace of the Banach space $C_{b}^{2}\left(\mathbb{R}_{+}\right)$of bounded functions $f: \mathbb{R}_{+} \rightarrow \mathbb{R}$ of class $C^{2}$ with first and second order bounded derivatives.

We define $L^{\delta}: \mathcal{D}_{L^{\delta}}\left(\mathbb{R}_{+}\right) \rightarrow C\left(\mathbb{R}_{+}\right)$as

$$
L^{\delta} f(x):= \begin{cases}\frac{f^{\prime \prime}(x)}{2^{2}}+\frac{(\delta-1) f^{\prime}(x)}{2 x}, & x>0  \tag{2.3}\\ \delta f^{\prime \prime}(0), & x=0 .\end{cases}
$$

## Remark 2.3.

(1) Except when explicitly stated otherwise, $L^{\delta}$ with stand for the restriction to $D$ of (2.3).
(2) If $f \in D$ and $x>0$, we can write $L^{\delta} f(x)=\frac{i d^{1-\delta}}{2}\left(i d^{\delta-1} f^{\prime}\right)^{\prime}(x)$, where id stands for the identity function $x \mapsto x$.
Given a fixed Brownian motion $W$ on some fixed probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and $x \geq 0$, the $\delta$-squared Bessel process $S$ is the unique positive strong solution of

$$
\begin{equation*}
d S_{t}=\sqrt{S_{t}} d W_{t}+\delta d t, S_{0}=x_{0}^{2}, t \geq 0 \tag{2.4}
\end{equation*}
$$

Let $x_{0} \in \mathbb{R}_{+}, \delta \in(0,1)$. The $\delta$-dimensional Bessel process, $X$, starting from $x_{0}$ is characterized as $X_{t}=\sqrt{S_{t}}$.

Let $s \in[0, T]$. Obviously we can also consider the (unique) strong solution $S=S^{s, x_{0}}$ of

$$
\begin{equation*}
d S_{t}=\sqrt{\left|S_{t}\right|} d W_{t}+\delta d t, S_{s}=x_{0}^{2}, t \geq s \tag{2.5}
\end{equation*}
$$

The process $S$ is necessarily non-negative because of comparison theorem. For details, see Proposition 2.18 in Chapter 5 of [13]. We set $X:=X^{s, x_{0}}$ defined as $X_{t}=\sqrt{S_{t}}$.
Definition 2.4. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space and let $\mathfrak{F}=\left(\mathcal{F}_{t}\right)$ be the canonical filtration associated with a fixed Brownian motion $W$. Let $x_{0} \in \mathbb{R}_{+}$. We say that a continuous $\mathfrak{F}$-adapted $\mathbb{R}_{+}$-valued process $Y$ is a solution to the strong martingale problem (related to $L^{\delta}$ ) with respect to $D$ and $W$ (with related filtered probability space), with initial condition $Y_{s}=x_{0}$ if

$$
\begin{equation*}
f\left(Y_{t}\right)-f\left(x_{0}\right)-\int_{s}^{t} L^{\delta} f\left(Y_{r}\right) d r=\int_{s}^{t} f^{\prime}\left(Y_{r}\right) d W_{r}, \tag{2.6}
\end{equation*}
$$

for all $f \in D$.
Remark 2.5. The strong martingale problem formulation above is equivalent to the one, considered in [18], where $D$ is replaced by $\mathcal{D}_{L^{\delta}}\left(\mathbb{R}_{+}\right)$, see Proposition 3.6 of [18]. This property can be established by density arguments and also by Remark B. 1 (1) in Appendix B.
Proposition 2.6. Let $x_{0} \geq 0$ and $s \in[0, T)$. The process $Y=X^{s, x_{0}}$ is the unique solution of the strong martingale problem with respect to (related to $L^{\delta}$ ) $D$ and $W$, with initial condition $Y_{s}=x_{0}$.
Proof. Without loss of generality, we can suppose $s=0$. The existence follows by Proposition 3.6 of [18] and the fact that $D \subset \mathcal{D}_{L^{\delta}}\left(\mathbb{R}_{+}\right)$. By Remark 2.5, a solution of the martingale problem with respect to $D$ in the sense of Definition 2.4 also fulfills the one where $D$ is replaced by $\mathcal{D}_{L^{\delta}}\left(\mathbb{R}_{+}\right)$. At this point, uniqueness follows by Proposition 3.11 of [18].

For every $s \in[0, T)$, the distribution of the process $\left(X_{t}^{s, x_{0}}\right)_{t \in[s, T]}$ is the same as $\left(X_{t \in[0, T-s]}^{x_{0}}\right)$, where $X^{x_{0}}$ is the classical Bessel process starting at $x_{0}$. In other words, the unique solution $Y$ mentioned in Proposition 2.6 is a shifted Bessel process with starting point $x_{0}$ and dimension $\delta$.

For further details on the (strong) martingale problem, the reader may consult [18], where we focused on the case $s=0$, but we can easily adapt to the present framework. Here, we need to introduce a time inhomogeneous version of the strong martingale problem.

Proposition 2.7. Let $s \in[0, T), x_{0} \geq 0$. Then $X:=X^{s, x_{0}}$ solves the (inhomogeneous) strong martingale problem with respect to $D$ and $W$, with initial condition $X_{s}=x_{0}$. This means the following: For every $u \in C^{1,2}\left([s, T] \times \mathbb{R}_{+} ; \mathbb{R}_{+}\right)$such that $\partial_{x} u(s, 0)=0$, we have

$$
\begin{equation*}
u\left(t, X_{t}\right)=u\left(s, x_{0}\right)+\int_{s}^{t}\left(L^{\delta} u\left(r, X_{r}\right)+\partial_{s} u\left(r, X_{r}\right)\right) d r+\int_{s}^{t} \partial_{x} u\left(r, X_{r}\right) d W_{r} . \tag{2.7}
\end{equation*}
$$

Proof. Without loss of generality, we set $s=0$. Suppose first that $u \in C^{1}([0, T] ; D)$, where $D$ is equipped with the norm introduced in Remark 2.2. In this case, the result follows by standard arguments, see e.g. Theorem 4.18 e.g. [3]. In the general case we consider again the sequence ( $\chi_{n}$ ) defined in (B.1) and we set $u_{n}(t, x):=$ $\left(u \chi_{n}\right)(t, x),(t, x) \in[s, T] \times \mathbb{R}_{+}$. By Remark B. 1 (2), $u_{n}$ belongs to $C^{1}([0, T] ; D)$ so that (2.7) holds for $u_{n}$. Moreover, by the same Remark, $u_{n}$ (resp. $\partial_{x} u_{n}, L_{x}^{\delta} u_{n}$ ) converges to $u$ (resp. $\partial_{x} u, L_{x}^{\delta} u$ ) uniformly on compact subsets of $[0, T] \times \mathbb{R}_{+}$. It follows by standard arguments that (2.7) also holds for $u \in C^{1,2}\left([s, T] \times \mathbb{R}_{+} ; \mathbb{R}_{+}\right)$such that $\partial_{x} u(s, 0)=0$.

### 2.2. Transition semigroup of Bessel process.

In this section, we present some properties associated to the Bessel process marginal laws. We refer the reader to e.g. Chapter 6 and Appendix A of [12], for more details. The reader may also consult Chapter XI in [20] for related properties and in particular the discussion after Definition (1.9) of the same book.

We denote by $\mathcal{B}_{b}\left(\mathbb{R}_{+}\right)$as the linear space of Borel bounded functions $f: \mathbb{R}_{+} \rightarrow \mathbb{R}$. The marginal distributional law of $X_{t}, t>0$, starting from $x \geq 0$ is given by

$$
\begin{equation*}
\mathbb{E}\left[f\left(X_{t}\right)\right]=\int_{\mathbb{R}_{+}} p_{t}^{\delta}(x, y) f(y) d y \tag{2.8}
\end{equation*}
$$

for $f \in \mathcal{B}_{b}\left(\mathbb{R}_{+}\right)$. Here,

$$
\begin{equation*}
p_{t}^{\delta}(x, y):=\frac{y}{t}\left(\frac{y}{x}\right)^{\nu} \exp \left(-\frac{x^{2}+y^{2}}{2 t}\right) I_{\nu}\left(\frac{x y}{t}\right), \quad t, x, y>0 \tag{2.9}
\end{equation*}
$$

and for $t, y>0$ and $x=0$,

$$
\begin{equation*}
p_{t}^{\delta}(0, y):=2^{-\nu} t^{-(\nu+1)}[\Gamma(\nu+1)]^{-1} y^{2 \nu+1} \exp \left(-\frac{y^{2}}{2 t}\right) \tag{2.10}
\end{equation*}
$$

where $\nu=\frac{\delta}{2}-1$. Here, $I_{\nu}$ is the so-called modified Bessel function (see [1] p.g. 374 and [22] p.g. 77) and $\Gamma$ is the Gamma function, see [1] p.g 255.

Remark 2.8. For $t, x, y>0$, one can easily check that $p_{t}^{\delta}(x, y) y^{1-\delta}=p_{t}^{\delta}(y, x) x^{1-\delta}$.
Remark 2.9. For $0<t$ and $y>0, x \mapsto p_{t}^{\delta}(x, y)$ is of class $C^{1}((0,+\infty))$ (therefore absolutely continuous) and

$$
\begin{equation*}
\partial_{x} p_{t}^{\delta}(x, y)=\frac{1}{2 t}\left(p_{t}^{\delta+2}(x, y)-p_{t}^{\delta}(x, y)\right) \tag{2.11}
\end{equation*}
$$

This is a consequence of the recursive property $\partial_{x} I_{\nu}(x)=I_{\nu+1}(x)+\frac{\nu}{x} I_{\nu}(x)$ (see (9.6.26) in Chapter 9 of [1] or Section 3.71 of [22]). In fact (2.11) comes out differentiating (2.9).

For each $f \in \mathcal{B}_{b}\left(\mathbb{R}_{+}\right)$, we denote

$$
P_{t}^{\delta}[f](x):=\left\{\begin{array}{cc}
f(x) & ; \quad t=0  \tag{2.12}\\
\int_{\mathbb{R}_{+}} p_{t}^{\delta}(x, y) f(y) d y & ; t>0 .
\end{array}\right.
$$

Proposition 2.10. For a given $t \geq 0$, the mapping $P_{t}^{\delta}: \mathcal{B}_{b}\left(\mathbb{R}_{+}\right) \cap L^{2}(d \mu) \subset L^{2}(d \mu) \rightarrow$ $L^{2}(d \mu)$, given by (2.12), has the contraction property, see item (3) of Definition A.1.
Proof. Let $f \in \mathcal{B}_{b}\left(\mathbb{R}_{+}\right) \cap L^{2}(d \mu)$. When $t=0$ the statements are obviously true. So we suppose $t>0$. Since $p_{t}^{\delta}$ is a probability density, we can apply Jensen's inequality and deduce that $\left(P_{t}^{\delta}[f](x)\right)^{2} \leq P_{t}^{\delta}\left[f^{2}\right](x)$ for every $x \in \mathbb{R}_{+}$. By integrating on both sides of that inequality, using expression (2.12) and applying Tonelli's theorem, we get

$$
\begin{aligned}
\left\|P_{t}^{\delta}[f]\right\|_{L^{2}(d \mu)}^{2} & =\int_{\mathbb{R}_{+}}\left(P_{t}^{\delta}[f](x)\right)^{2} \mu(d x) \leq \int_{\mathbb{R}_{+}} \int_{\mathbb{R}_{+}} p_{t}^{\delta}(x, y) f^{2}(y) d y \mu(d x) \\
& =\int_{\mathbb{R}_{+}} f^{2}(y) \int_{\mathbb{R}_{+}} p_{t}^{\delta}(x, y) \mu(d x) d y \\
& =\int_{\mathbb{R}_{+}} f^{2}(y) \int_{\mathbb{R}_{+}} p_{t}^{\delta}(x, y) y^{1-\delta} \mu(d x) \mu(d y) .
\end{aligned}
$$

By Remark 2.8, the latter expression is equal to

$$
\begin{aligned}
\int_{\mathbb{R}_{+}} f^{2}(y) \int_{\mathbb{R}_{+}} p_{t}^{\delta}(y, x) x^{1-\delta} \mu(d x) \mu(d y) & =\int_{\mathbb{R}_{+}} f^{2}(y) \int_{\mathbb{R}_{+}} p_{t}^{\delta}(y, x) d x \mu(d y) \\
& =\int_{\mathbb{R}_{+}} f^{2}(y) \mu(d y)=\|f\|_{L^{2}(d \mu)}^{2}
\end{aligned}
$$

Since $\mathcal{B}_{b}\left(\mathbb{R}_{+}\right) \cap L^{2}(d \mu)$ is dense in $L^{2}(d \mu)$, Proposition 2.10 allows us to extend continuously $P_{t}^{\delta}$ to $L^{2}(d \mu)$. We will of course adopt the same notation for that extension.

Proposition 2.11. For each $t \geq 0, P_{t}^{\delta}: L^{2}(d \mu) \rightarrow L^{2}(d \mu)$ has the contraction property and, in particular, it is continuous with respect to the $L^{2}(d \mu)$-norm. Moreover, for every $f \in L^{2}(d \mu)$

$$
\begin{equation*}
P_{t}^{\delta}[f](x)=\int_{\mathbb{R}_{+}} p_{t}^{\delta}(x, y) f(y) d t, x \text { a.e. } \tag{2.13}
\end{equation*}
$$

and, for every $f, g \in L^{2}(d \mu)$ and $t \geq 0$,

$$
\begin{equation*}
\left\langle P_{t}^{\delta}[f], g\right\rangle_{L^{2}(d \mu)}=\left\langle f, P_{t}^{\delta}[g]\right\rangle_{L^{2}(d \mu)} . \tag{2.14}
\end{equation*}
$$

Proof. The first part holds true because $\mathcal{B}_{b}\left(\mathbb{R}_{+}\right) \cap L^{2}(d \mu)$ is dense in $L^{2}(d \mu)$ and the fact that $t \mapsto P_{t}[f]$ is continuous. Concerning (2.13), let us fix $f \in L^{2}(d \mu)$. Decomposing $f$ into $f=f^{+}-f^{-}$, we are allowed to suppose that $f$ is non-negative. We remark indeed that $f^{+}$and $f^{-}$still belong to $L^{2}(d \mu)$. For each $m>0$ we denote

$$
f^{m}(x)=(f(x) \vee(-m)) \wedge m, x \geq 0
$$

Since $f^{m}$ is a bounded Borel function, we have

$$
\begin{equation*}
P_{t}^{\delta}\left[f^{m}\right](x)=\int_{\mathbb{R}_{+}} p_{t}^{\delta}(x, y) f^{m}(y) d y, \forall x>0 \tag{2.15}
\end{equation*}
$$

Let us fix $x>0$. Since $p_{t}^{\delta}(x, y) d y$ is a Borel probability measure, letting $m$ going to infinity, the right-hand side of (2.15) converges to the right-hand side of (2.13), which could theoretically be infinite.

Now each $f^{m}$ also belongs to $L^{2}(d \mu)$ : we remark that, for this, $\{0\}$ is not relevant since $\mu(\{0\})=0$. Since $\left(f^{m}\right)$ converges in $L^{2}(d \mu)$ to $f$, then $\left(P_{t}^{\delta}\left[f^{m}\right]\right)$ converges in $L^{2}(d \mu)$ to $P_{t}^{\delta}[f]$, there is a subsequence $\left(m_{k}\right)$ such that $\left(f^{m_{k}}\right)$ converges a.e. to $f$ and $P_{t}^{\delta}\left[f^{m_{k}}\right]$ converges a.e. to $P_{t}^{\delta}[f]$. Consequently for $x>0$ a.e.

$$
P_{t}^{\delta}[f](x)=\lim _{k \rightarrow+\infty} P_{t}^{\delta}\left[f^{m_{k}}\right](x)=\lim _{k \rightarrow+\infty} \int_{\mathbb{R}_{+}} p_{t}^{\delta}(x, y) f^{m_{k}}(y) d y=\int_{\mathbb{R}_{+}} p_{t}^{\delta}(x, y) f(y) d y
$$

In particular, for almost all $x \geq 0$, the right-hand side of (2.13) is finite.
Concerning (2.14), let us suppose $t>0$. By using Remark 2.8, we get

$$
\begin{aligned}
\left\langle P_{t}^{\delta}[f], g\right\rangle_{L^{2}(d \mu)} & =\int_{\mathbb{R}_{+}} g(x) \int_{\mathbb{R}_{+}} p_{t}^{\delta}(x, y) f(y) d \mu(x) \\
& =\int_{\mathbb{R}_{+}} g(x) \int_{\mathbb{R}_{+}} p_{t}^{\delta}(x, y) f(y) y^{1-\delta} d \mu(y) d \mu(x) \\
& =\int_{\mathbb{R}_{+}} g(x) \int_{\mathbb{R}_{+}} p_{t}^{\delta}(y, x) f(y) x^{1-\delta} d \mu(y) d \mu(x) \\
& =\int_{\mathbb{R}_{+}} f(y) \int_{\mathbb{R}_{+}} p_{t}^{\delta}(y, x) g(x) x^{1-\delta} d \mu(x) d \mu(y) \\
& =\int_{\mathbb{R}_{+}} f(y) P_{t}^{\delta}[g](y) d \mu(y)=\left\langle f, P^{\delta}[g]\right\rangle_{L^{2}(d \mu)} .
\end{aligned}
$$

We observe that (2.14) implies that the operators $\left(P_{t}^{\delta}\right)$ are symmetric maps in the sense of item (1) of Definition A.1, with $H=L^{2}(d \mu)$.

Proposition 2.12. The measure $\mu$ is invariant with respect to $\left(P_{t}^{\delta}\right)$ in the sense that for every $f \in L^{1}(d \mu) \cap L^{2}(d \mu)$ and $t \geq 0$, we have

$$
\begin{equation*}
\int_{\mathbb{R}_{+}} P_{t}^{\delta}[f](x) d \mu(x)=\int_{\mathbb{R}_{+}} f(x) d \mu(x) . \tag{2.16}
\end{equation*}
$$

Proof. Taking into account the definition of $\mu$ and Remark 2.8, the left-hand side of (2.16) equals

$$
\begin{aligned}
\int_{\mathbb{R}_{+}} f(y) \int_{\mathbb{R}_{+}} p_{t}^{\delta}(x, y) y^{1-\delta} \mu(d y) \mu(d x) & =\int_{\mathbb{R}_{+}} f(y) \int_{\mathbb{R}_{+}} p_{t}^{\delta}(y, x) x^{1-\delta} \mu(d x) \mu(d y) \\
& =\int_{\mathbb{R}_{+}} f(y) \int_{\mathbb{R}_{+}} p_{t}^{\delta}(y, x) d x \mu(d y) \\
& =\int_{\mathbb{R}_{+}} f(y) \mu(d y)
\end{aligned}
$$

since $\int_{\mathbb{R}_{+}} p_{t}^{\delta}(y, x) d x=1$.

Remark 2.13. The discussion just after Definition 1.9 of [20] in Chapter XI says that the family $\left(P_{t}^{\delta}\right)$ defines a Feller semigroup on the space $C_{0}\left(\mathbb{R}_{+}\right)$of all real continuous functions defined on $\mathbb{R}_{+}$and vanishing at infinity. The definition of Feller semigroup is given in Definition 2.1 in Chapter III of the same book.

In particular we have the following.
Lemma 2.14. Let $f \in C_{0}\left(\mathbb{R}_{+}\right)$.
(1) For all $t \geq 0$ we have $P_{t}[f] \in C_{0}\left(\mathbb{R}_{+}\right)$.
(2) For $0 \leq s \leq t, P_{s+t}^{\delta}[f]=P_{s}^{\delta}\left[P_{t}^{\delta}[f]\right]$.
(3) $\lim _{t \downarrow 0} \sup _{x}\left|P_{t}^{\delta}[f](x)-f(x)\right|=0$.
2.3. $L^{\delta}$ as restriction of the Bessel infinitesimal generator.

A consequence of Lemma 2.14 is the following.
Proposition 2.15. For a given $f \in D$, the map $t \mapsto P_{t}^{\delta}[f]$ is differentiable at $t=0$ with values in $L^{2}(d \mu)$. Moreover, $\lim _{t \downarrow 0} \frac{P_{t}^{\delta}[f]-f}{t}=L^{\delta} f$ in $L^{2}(d \mu)$, for each $f \in D$.
Proof. Let $f \in C_{0}\left(\mathbb{R}_{+}\right) \cap L^{2}(d \mu)$, in particular, this is the case if $f \in D$. In particular $f$ also belongs to $L^{1}(d \mu)$.
(1) We first prove that $t \mapsto P_{t}^{\delta}[f]$ is continuous at $t=0$ with values in $L^{2}(d \mu)$.

Taking into account Lemma 2.14 (3), it is enough to prove

$$
\begin{equation*}
\lim _{t \rightarrow 0}\left\|P_{t}^{\delta}[f]-f\right\|_{L^{1}(d \mu)}=0 \tag{2.17}
\end{equation*}
$$

Without loss of generality, we may suppose $f \geq 0$. Then $P_{t}^{\delta}[f] \geq 0$ for all $t$, which yields

$$
\begin{equation*}
\left(P_{t}^{\delta}[f]-f\right)^{-} \leq f \tag{2.18}
\end{equation*}
$$

Indeed, setting $g=P^{\delta}[f]-f$, we clearly get

$$
g^{-}=\max (-g, 0)=\max \left(f-P_{t}^{\delta}[f], 0\right) \leq \max (f, 0)=f .
$$

By the invariance of $\mu$ (see Proposition 2.12) and (2.18), we have

$$
\begin{equation*}
\int_{\mathbb{R}_{+}}\left|P_{t}^{\delta}[f]-f\right| d \mu=\int_{\mathbb{R}_{+}}\left(P_{t}^{\delta}[f]-f\right) d \mu+2 \int_{\mathbb{R}_{+}}\left(P_{t}^{\delta}[f]-f\right)^{-} d \mu=2 \int_{\mathbb{R}_{+}}\left(P_{t}^{\delta}[f]-f\right)^{-} d \mu . \tag{2.19}
\end{equation*}
$$

By Lemma 2.14 item (3), we have $\lim _{t \rightarrow 0} P_{t}^{\delta}[f](x)-f(x)=0$. Hence, by (2.19), we conclude the proof using Lebesgue dominated convergence theorem.
(2) In fact, $t \mapsto P_{t}^{\delta}[f]$ is continuous also for $t=t_{0}>0$. Indeed, we recall that by Lemma 2.14 (1), $P_{t_{0}}^{\delta}[f] \in C_{0}\left(\mathbb{R}_{+}\right)$.

At this point we apply Lemma 2.14 (2) and the continuity at $t=0$ related to the function $P_{t_{0}} f$, which belongs to $C_{0}\left(\mathbb{R}_{+}\right)$, see item (1).
(3) Now we prove differentiability at $t=0$. We recall that, for every $x \geq 0$, $Y=X^{0, x}$ fulfills (2.6) with $s=0$. Taking the expectation in (2.6) and dividing by $t$, yields

$$
\frac{P_{t}^{\delta}[f](x)-f(x)}{t}=\frac{1}{t} \int_{0}^{t} P_{r}^{\delta}\left[L^{\delta} f\right](x) d r, t \geq 0 .
$$

So,

$$
\left\|\frac{P_{t}^{\delta}[f]-f}{t}-L^{\delta} f\right\|_{L^{2}(d \mu)} \leq \frac{1}{t} \int_{0}^{t}\left\|P_{s}^{\delta}\left[L^{\delta} f\right]-L^{\delta} f\right\|_{L^{2}(d \mu)} d s
$$

Since $t \mapsto P_{t}^{\delta}[g]$ is continuous, with $g=L^{\delta} f$, we apply the mean value theorem for Bochner integrals and take the limit when $t \downarrow 0$ and the proof is concluded.

Remark 2.16. As a direct consequence of Proposition 2.15, the generator of the semigroup $\left(P_{t}^{\delta}\right)$ restricted to $D$ coincides with $L^{\delta}$.
Proposition 2.17. The following relation holds

$$
\left\langle f, L^{\delta} g\right\rangle_{L^{2}(d \mu)}=\left\langle g, L^{\delta} f\right\rangle_{L^{2}(d \mu)}=-\frac{1}{2}\left\langle g^{\prime}, f^{\prime}\right\rangle_{L^{2}(d \mu)}
$$

for $f, g \in D$. In particular, $-L^{\delta}$ is a symmetric non-negative definite operator on $D$.
Proof. By using Remark 2.3, we may apply integration by parts to get

$$
\left\langle g, L^{\delta} f\right\rangle_{L^{2}(d \mu)}=\frac{1}{2}\left\langle g,\left(i d^{\delta-1} f^{\prime}\right)^{\prime}\right\rangle=-\frac{1}{2}\left\langle\left(i d^{\delta-1} f^{\prime}\right), g^{\prime}\right\rangle=-\frac{1}{2}\left\langle f^{\prime}, g^{\prime}\right\rangle_{L^{2}(d \mu)}
$$

for $f, g \in D$. By exchanging the role of $f$ and $g$, this implies that $L^{\delta}$ is symmetric. In particular, taking $f=g,\left\langle f, L^{\delta} f\right\rangle_{L^{2}(d \mu)}=-\frac{1}{2}\left\|f^{\prime}\right\|_{L^{2}(d \mu)}^{2}$ which means that $L^{\delta}$ is non-positive on $D$.

### 2.4. The dynamics evolution space.

We define $\mathcal{H}$ to be the subspace of absolutely continuous functions $f \in L^{2}(d \mu)$ such that there exists a function $g \in L^{2}(d \mu)$ such that

$$
f(x)-f(y)=\int_{y}^{x} g(z) d z
$$

for all $x, y \geq 0$. Obviously, if $f \in \mathcal{H}$ then $f^{\prime}=g$, where $f^{\prime}$ is intended in the sense of distributions. We equip $\mathcal{H}$ with the following norm

$$
\begin{equation*}
\|f\|_{\mathcal{H}}^{2}:=\|f\|_{L^{2}(d \mu)}^{2}+\frac{1}{2}\|g\|_{L^{2}(d \mu)}^{2} . \tag{2.20}
\end{equation*}
$$

The proof of the following Proposition is given in the Appendix B.

## Proposition 2.18.

(1) $D$ is dense in $\mathcal{H}$.
(2) $D$ is dense in $L^{2}(d \mu)$.

Proposition 2.19. For fixed $t>0, P_{t}^{\delta}[f] \in \mathcal{H}$ for all $f \in L^{2}(d \mu)$ and $P_{t}^{\delta}$ maps $L^{2}(d \mu)$ into $\mathcal{H}$ continuously.

Proof. Let $f \in L^{2}(d \mu)$. By Proposition 2.11, we first observe

$$
\begin{equation*}
\left\|P_{t}^{\delta}[f]\right\|_{L^{2}(d \mu)}^{2} \leq\|f\|_{L^{2}(d \mu)}^{2} . \tag{2.21}
\end{equation*}
$$

We prove now that $P_{t}^{\delta}[f] \in \mathcal{H}$. For this purpose, let $\varphi: \mathbb{R}_{+} \rightarrow \mathbb{R}$ be a smooth function with compact support. By Remark 2.9, for each $y>0, x \mapsto p_{t}^{\delta}(x, y)$ is absolutely continuous. Then, by using Proposition 2.11, Fubini's theorem and integration by parts, one can write

$$
\begin{align*}
-\int_{\mathbb{R}_{+}} P_{t}^{\delta}[f](x) \varphi^{\prime}(x) d x & =-\int_{\mathbb{R}_{+}}\left(\int_{\mathbb{R}_{+}} p_{t}^{\delta}(x, y) f(y) d y\right) \varphi^{\prime}(x) d x  \tag{2.22}\\
& =-\int_{\mathbb{R}_{+}}\left(\int_{\mathbb{R}_{+}} p_{t}^{\delta}(x, y) \varphi^{\prime}(x) d x\right) f(y) d y \\
& =\varphi(0) \int_{\mathbb{R}_{+}} p_{t}^{\delta}(0, y) f(y) d y+\int_{\mathbb{R}_{+}}\left(\int_{\mathbb{R}_{+}} \partial_{x} p_{t}^{\delta}(x, y) \varphi(x) d x\right) f(y) d y \\
& =\varphi(0) \int_{\mathbb{R}_{+}} p_{t}^{\delta}(0, y) f(y) d y+\int_{\mathbb{R}_{+}}\left(\int_{\mathbb{R}_{+}} \partial_{x} p_{t}^{\delta}(x, y) f(y) d y\right) \varphi(x) d x .
\end{align*}
$$

We remark that for every function $f \in L^{2}(d \mu)$, we have $x \mapsto \int_{\mathbb{R}_{+}} \partial_{x} p_{t}^{\delta}(x, y) f(y) d y \in$ $L^{2}(d \mu)$ by (2.11). This proves that $x \mapsto P_{t}^{\delta}[f](x)$ is absolutely continuous and

$$
\begin{equation*}
\left(P_{t}^{\delta}[f]\right)^{\prime}(x)=\int_{\mathbb{R}_{+}} f(y) \partial_{x} p_{t}^{\delta}(x, y) d y \tag{2.23}
\end{equation*}
$$

We now check that $\left(P_{t}^{\delta}[f]\right)^{\prime} \in L^{2}(d \mu)$. By (2.23) and again (2.11), we have

$$
\left\|\left(P_{t}[f]\right)^{\prime}\right\|_{L^{2}(d \mu)}^{2}=\int_{\mathbb{R}_{+}}\left(\int_{\mathbb{R}_{+}} f(y) \partial_{x} p_{t}^{\delta}(x, y) d y\right)^{2} \mu(d x)
$$

$$
\begin{align*}
& =\frac{1}{4 t^{2}} \int_{\mathbb{R}_{+}}\left(P_{t}^{\delta+2}[f](x)-P_{t}^{\delta}[f](x)\right)^{2} \mu(d x) \\
& \leq \frac{1}{2 t^{2}}\left(\int_{\mathbb{R}_{+}}\left(P_{t}^{\delta+2}[f](x)\right)^{2} \mu(d x)+\int_{\mathbb{R}_{+}}\left(P_{t}^{\delta}[f](x)\right)^{2} \mu(d x)\right)  \tag{2.24}\\
& \leq \frac{1}{t^{2}}\|f\|_{L^{2}(d \mu)}^{2} .
\end{align*}
$$

Therefore, from (2.21) and (2.24), $P_{t}^{\delta}[f] \in \mathcal{H}$ and

$$
\begin{equation*}
\left\|P_{t}^{\delta}[f]\right\|_{\mathcal{H}}^{2} \leq\left(1+\frac{1}{2 t^{2}}\right)\|f\|_{L^{2}(d \mu)}^{2} . \tag{2.25}
\end{equation*}
$$

This shows that $P_{t}^{\delta}$ maps continuously $L^{2}(d \mu)$ to $\mathcal{H}$. This concludes the proof.

## 3. Friedrichs extension in the Bessel case

In this section, we adapt and apply the concepts and results presented in Appendix A.

Proposition 3.1. Let $L^{\delta}: D \subset L^{2}(d \mu) \rightarrow L^{2}(d \mu)$ be the operator defined in (2.3). Then, $-L^{\delta}$ admits the Friedrichs extension (see Definition A.9) which we denote by $-L_{F}^{\delta}$.

Proof. By Proposition 2.17 and Proposition 2.18, $-L^{\delta}$ is non-negative, symmetric and densely defined on $L^{2}(d \mu)$. Then, by applying Proposition A. 10 (with $T=-L^{\delta}$ and $\operatorname{dom}(T)=D$ ), we conclude it admits the Friedrichs extension $-L_{F}^{\delta}$.

By definition, $-L_{F}^{\delta}$ is a non-negative self-adjoint operator. Moreover, we observe that the map $\sqrt{-L_{F}^{\delta}}: \operatorname{dom}\left(\sqrt{-L_{F}^{\delta}}\right) \subset L^{2}(d \mu) \rightarrow L^{2}(d \mu)$ is well-defined in the sense of spectral analysis, see considerations before Proposition A. 6 in Appendix A.

The proof of the following lemma is postponed to Appendix B.
Lemma 3.2. $\operatorname{dom}\left(\sqrt{-L_{F}^{\delta}}\right)=\mathcal{H}$. Moreover $D(\epsilon)=\operatorname{dom}\left(\sqrt{-L_{F}^{\delta}}\right)$, where $\epsilon$ is the closed symmetric form associated with $-L_{F}^{\delta}$ (in the sense of Proposition A.6).
Proposition 3.3. For $f, g \in \operatorname{dom}\left(-L_{F}^{\delta}\right)$, we have

$$
\begin{equation*}
\left\langle f, L_{F}^{\delta} g\right\rangle_{L^{2}(d \mu)}=\left\langle L_{F}^{\delta} f, g\right\rangle_{L^{2}(d \mu)}=-\frac{1}{2}\left\langle f^{\prime}, g^{\prime}\right\rangle_{L^{2}(d \mu)} . \tag{3.1}
\end{equation*}
$$

Proof. Since $-L_{F}^{\delta}$ is self-adjoint, the first equality is evident. We now check that

$$
\begin{equation*}
\left\langle f,-L_{F}^{\delta} g\right\rangle_{L^{2}(d \mu)}=\frac{1}{2}\left\langle f^{\prime}, g^{\prime}\right\rangle_{L^{2}(d \mu)} \tag{3.2}
\end{equation*}
$$

for all $f, g \in \operatorname{dom}\left(-L_{F}^{\delta}\right)$. By Lemma 3.2 and Proposition A. 6 item (1) and (3), we observe that $\operatorname{dom}\left(-L_{F}^{\delta}\right) \subset \mathcal{H}$. Since $D$ is dense in $\mathcal{H}$, we only need to prove (3.2) for $f \in D$ and $g \in \operatorname{dom}\left(-L_{F}^{\delta}\right)$. By item (1) of Proposition 2.18, there exists a sequence $\left(g_{n}\right)$ of functions $g_{n} \in D$ such that $\lim _{n} g_{n}=g$ and $\lim _{n} g_{n}^{\prime}=g^{\prime}$ in $L^{2}(d \mu)$. Taking into
account the first equality in (3.1) and the fact that $-L_{F}^{\delta}$ is an extension of $-L^{\delta}$, by Proposition 2.17, we get

$$
\begin{aligned}
\left\langle f,-L_{F}^{\delta} g\right\rangle_{L^{2}(d \mu)} & =\left\langle-L^{\delta} f, g\right\rangle_{L^{2}(d \mu)}=\lim _{n}\left\langle-L^{\delta} f, g_{n}\right\rangle_{L^{2}(d \mu)} \\
& =\frac{1}{2} \lim _{n}\left\langle f^{\prime}, g_{n}^{\prime}\right\rangle_{L^{2}(d \mu)}=\frac{1}{2}\left\langle f^{\prime}, g^{\prime}\right\rangle_{L^{2}(d \mu)} .
\end{aligned}
$$

From now on $P=\left(P_{t}\right)_{t \geq 0}$ stands for the semigroup with generator $-L_{F}^{\delta}$, whose existence is guaranteed by Proposition A.3, as described in Definition A.2, taking $H=L^{2}(d \mu)$. The objective now is to prove that $P=P^{\delta}$ on $L^{2}(d \mu)$, with $P^{\delta}$ defined in (2.12), see Corollary 3.7.

Remark 3.4. By Corollary A.4, for every $\phi \in \operatorname{dom}\left(-L_{F}^{\delta}\right)$ and $t>0$, we have $P_{t}[\phi] \in \operatorname{dom}\left(-L_{F}^{\delta}\right)$. Moreover, $\partial_{t} P_{t}[\phi]=L_{F}^{\delta} P_{t}[\phi]=P_{t}\left[L_{F}^{\delta} \phi\right]$ with values in $L^{2}(d \mu)$. In particular, the map $t \mapsto P_{t}[\phi]$ from $[0, T]$ to $L^{2}(d \mu)$ is of class $C^{1}\left([0, T], L^{2}(d \mu)\right)$, therefore, absolutely continuous.
Let $\phi \in D$, in particular $\phi$ belongs to $\operatorname{dom}\left(-L_{F}^{\delta}\right)$. By Remark 3.4,

$$
P_{t}[\phi]=\phi+\int_{0}^{t} P_{s}\left[L_{F}^{\delta} \phi\right] d s=\phi+\int_{0}^{t} L_{F}^{\delta} P_{s}[\phi] d s
$$

Setting $v(t):=P_{t}[\phi]$, taking into account the first equality in the statement of Proposition 3.3 and that $L^{\delta}=L_{F}^{\delta}$ on $D$, for all $f \in D$, we get

$$
\begin{align*}
\langle v(t), f\rangle_{L^{2}(d \mu)} & =\langle\phi, f\rangle_{L^{2}(d \mu)}+\int_{0}^{t}\left\langle L_{F}^{\delta} v(s), f\right\rangle_{L^{2}(d \mu)} d s \\
& =\langle\phi, f\rangle_{L^{2}(d \mu)}+\int_{0}^{t}\left\langle v(s), L_{F}^{\delta} f\right\rangle_{L^{2}(d \mu)} d s . \tag{3.3}
\end{align*}
$$

Consequently

$$
\begin{equation*}
\langle v(t), f\rangle_{L^{2}(d \mu)}=\langle\phi, f\rangle_{L^{2}(d \mu)}+\int_{0}^{t}\left\langle v(s), L^{\delta} f\right\rangle_{L^{2}(d \mu)} d s, t \in[0, T], \forall f \in D \tag{3.4}
\end{equation*}
$$

Let us fix $x \geq 0$ and $\phi \in D$. Taking the expectation on (2.6) (with $s=0$ ), substituting there $f$ with $\phi$, using (2.12) and the fact that $X_{t}^{s, x}$ has the same law as $X_{t-s}^{0, x}$, we obtain

$$
\begin{equation*}
P_{t}^{\delta}[\phi](x)=\phi(x)+\int_{0}^{t} P_{s}^{\delta}\left[L^{\delta} \phi\right](x) d s . \tag{3.5}
\end{equation*}
$$

Evaluating the $L^{2}(d \mu)$-inner product of $P_{t}^{\delta}[\phi]$ against $f \in D$, taking into account (2.14) in Proposition 2.11, we obtain

$$
\begin{align*}
\left\langle P_{t}^{\delta}[f], \phi\right\rangle_{L^{2}(d \mu)} & =\left\langle P_{t}^{\delta}[\phi], f\right\rangle_{L^{2}(d \mu)}=\langle\phi, f\rangle_{L^{2}(d \mu)}+\int_{0}^{t}\left\langle P_{s}^{\delta}\left[L^{\delta} \phi\right], f\right\rangle_{L^{2}(d \mu)} d s \\
& =\langle\phi, f\rangle_{L^{2}(d \mu)}+\int_{0}^{t}\left\langle L^{\delta} \phi, P_{s}^{\delta}[f]\right\rangle_{L^{2}(d \mu)} d s, \forall \phi \in D . \tag{3.6}
\end{align*}
$$

Setting $u(t):=P_{t}^{\delta}[f], t \geq 0$, we see that $u$ also solves (3.4) (substituting $v$ with $u$ ). Next, we wish to show that for each $t \in[0, T]$ and $\phi \in D, P_{t}^{\delta}[\phi]=P_{t}[\phi]$. This will be a consequence of the following result.
Proposition 3.5. We fix $\phi \in D$. There exists at most one function $v \in L^{1,2}(d t d \mu)$ that satisfies (3.4).

Proof. Let $u, v \in L^{1,2}(d t d \mu)$ be solutions of (3.4). To show that $w=v-u$ vanishes, we will apply the lemma below, see (3.7).
Lemma 3.6. Let $w \in L^{1,2}(d t d \mu)$. Suppose that for every $f \in D$, we have

$$
\begin{equation*}
\langle w(t), f\rangle_{L^{2}(d \mu)}=\int_{0}^{t}\left\langle w(s), L^{\delta} f\right\rangle_{L^{2}(d \mu)} d s, t \in[0, T] \tag{3.7}
\end{equation*}
$$

or

$$
\begin{equation*}
\langle w(t), f\rangle_{L^{2}(d \mu)}=\int_{t}^{T}\left\langle w(s), L^{\delta} f\right\rangle_{L^{2}(d \mu)} d s, t \in[0, T] \tag{3.8}
\end{equation*}
$$

Then $w \equiv 0$.
Proof. We only suppose (3.7) since, under (3.8), one would proceed similarly.
(1) We start proving that for every $f \in \operatorname{dom}\left(-L_{F}^{\delta}\right)$

$$
\begin{equation*}
\langle w(t), f\rangle_{L^{2}(d \mu)}=\int_{0}^{t}\left\langle w(s), L_{F}^{\delta} f\right\rangle_{L^{2}(d \mu)} d s \tag{3.9}
\end{equation*}
$$

Since $L_{F}^{\delta}$ extends $L$, by (3.7), and using the fact that $\int_{0}^{t} w(s) d s$ exists as a Bochner integral with values in $L^{2}(d \mu)$, we have

$$
\begin{equation*}
\langle w(t), f\rangle_{L^{2}(d \mu)}=\int_{0}^{t}\left\langle w(s), L_{F}^{\delta} f\right\rangle_{L^{2}(d \mu)}=\left\langle\int_{0}^{t} w(s) d s, L_{F}^{\delta} f\right\rangle_{L^{2}(d \mu)} \tag{3.10}
\end{equation*}
$$

for every $f \in D$.
Since $f \mapsto\langle w(t), f\rangle_{L^{2}(d \mu)}$ is continuous with respect to the $L^{2}(d \mu)$-norm, then

$$
\int_{0}^{t} w(s) d s \in \operatorname{dom}\left(\left(-L_{F}^{\delta}\right)^{*}\right)=\operatorname{dom}\left(-L_{F}^{\delta}\right)
$$

Consequently, since $-L_{F}^{\delta}$ is self-adjoint, by (3.10) for every $f \in D$ we have

$$
\begin{equation*}
\langle w(t), f\rangle_{L^{2}(d \mu)}=\left\langle L_{F}^{\delta} \int_{0}^{t} w(s) d s, f\right\rangle_{L^{2}(d \mu)} \tag{3.11}
\end{equation*}
$$

Since $D$ is dense in $L^{2}(d \mu)$, (3.11) holds for every $f \in L^{2}(d \mu)$, in particular for any $f \in \operatorname{dom}\left(-L_{F}^{\delta}\right)$. Again, being $-L_{F}^{\delta}$ self-adjoint, and again by Bochner integral properties, we now obtain (3.9) for every $f \in \operatorname{dom}\left(-\left(L_{F}^{\delta}\right)\right)$.
(2) Next, we check that for every $t \in[0, T]$,

$$
\begin{equation*}
\langle w(t), \Phi(t)\rangle_{L^{2}(d \mu)}=\int_{0}^{t}\left\langle\left(w(r), \partial_{r} \Phi+L_{F}^{\delta} \Phi\right)(r)\right\rangle_{L^{2}(d \mu)} d r \tag{3.12}
\end{equation*}
$$

for every $\Phi \in C^{1}\left([0, T] ; \operatorname{dom}\left(-L_{F}^{\delta}\right)\right)$, where $\operatorname{dom}\left(-L_{F}^{\delta}\right)$ is equipped with the graph norm $\|\cdot\|_{\operatorname{dom}\left(-L_{F}^{\delta}\right)}$, i.e.

$$
\|f\|_{\operatorname{dom}\left(-L_{F}^{\delta}\right)}^{2}:=\|f\|_{L^{2}(d \mu)}^{2}+\left\|L_{F}^{\delta} f\right\|_{L^{2}(d \mu)}^{2}
$$

Under the norm $\|\cdot\|_{\operatorname{dom}\left(-L_{F}^{\delta}\right)}$, since $-L_{F}^{\delta}$ is a closed operator, then $\operatorname{dom}\left(-L_{F}^{\delta}\right)$ is a Hilbert space. It will be enough to prove (3.12) for

$$
\begin{equation*}
\Phi(t, x):=l(t) f(x), \tag{3.13}
\end{equation*}
$$

where $l \in C^{1}\left([0, T], \mathbb{R}_{+}\right)$and $f \in \operatorname{dom}\left(-L_{F}^{\delta}\right)$. Indeed, by Lemma B.2, taking $\hat{B}=\operatorname{dom}\left(-L_{F}^{\delta}\right)$, there exists a sequence $\left\{\Phi_{n} ; n \geq 1\right\} \subset C^{1}\left([0, T] ; \operatorname{dom}\left(-L_{F}^{\delta}\right)\right)$, of type $\Phi_{n}(t, \cdot)=\sum_{k} f_{k}^{n} l_{k}^{n}(t), f_{k}^{n} \in \operatorname{dom}\left(-L_{F}^{\delta}\right), l_{k}^{n} \in C^{1}\left([0, T] ; \mathbb{R}_{+}\right)$such that $\Phi_{n} \rightarrow \Phi$ in $C^{1}\left([0, T] ; \operatorname{dom}\left(-L_{F}^{\delta}\right)\right)$.
(3) Let us prove now (3.12) for $\Phi$ of the form (3.13). Integrating by parts and using (3.9), we get

$$
\begin{aligned}
\langle w(t), \Phi(t)\rangle_{L^{2}(d \mu)} & =l(t)\langle w(t), f\rangle_{L^{2}(d \mu)} \\
& =\int_{0}^{t} \dot{l}(r)\langle w(r), f\rangle_{L^{2}(d \mu)} d r+\int_{0}^{t} l(r)\left\langle w(r), L_{F}^{\delta} f\right\rangle_{L^{2}(d \mu)} d r \\
& =\int_{0}^{t}\langle w(r), i(r) f\rangle_{L^{2}(d \mu)} d r+\int_{0}^{t}\left\langle w(r), l(r) L_{F}^{\delta} f\right\rangle_{L^{2}(d \mu)} d r \\
& =\int_{0}^{t}\left\langle w(r), \partial_{r} \Phi(r)\right\rangle_{L^{2}(d \mu)}+\int_{0}^{t}\left\langle w(r), L_{F}^{\delta} \Phi(r)\right\rangle_{L^{2}(d \mu)} d r
\end{aligned}
$$

where $i$ denotes the derivative of $l$. This yields therefore (3.12).
(4) We extend (3.12) for $\Phi \in C^{1}\left([0, T] ; L^{2}(d \mu)\right) \cap C^{0}\left([0, T] ; \operatorname{dom}\left(-L_{F}^{\delta}\right)\right)$.

For such $\Phi$, we set

$$
\Phi_{\epsilon}(t)=\int_{0}^{t} \frac{\Phi((s+\epsilon) \wedge T)-\Phi(s)}{\epsilon} d s+\Phi(0), t \in[0, T] .
$$

Clearly, $\Phi_{\epsilon} \in C^{1}\left([0, T] ; \operatorname{dom}\left(-L_{F}^{\delta}\right)\right)$. By (3.12) replacing $\Phi$ with $\Phi_{\epsilon}$, for $t \in[0, T]$, we get

$$
\begin{aligned}
\left\langle w(t), \Phi_{\epsilon}(t)\right\rangle_{L^{2}(d \mu)} & =\int_{0}^{t}\left\langle w(s), \frac{\Phi((s+\epsilon) \wedge T)-\Phi(s)}{\epsilon}\right\rangle_{L^{2}(d \mu)} d s \\
& +\int_{0}^{t}\left\langle w(s), \int_{0}^{s} \frac{L_{F}^{\delta} \Phi((r+\epsilon) \wedge T)-L_{F}^{\delta} \Phi(r)}{\epsilon} d r\right\rangle_{L^{2}(d \mu)} d s \\
& =: \Phi_{1, \epsilon}(t)+\Phi_{2, \epsilon}(t) .
\end{aligned}
$$

Let $t \in[0, T]$. We observe $\Phi_{\epsilon}(t) \underset{\epsilon \rightarrow 0}{\longrightarrow} \Phi(t)$ in $L^{2}(d \mu)$ and hence,

$$
\left\langle w(t), \Phi_{\epsilon}(t)\right\rangle_{L^{2}(d \mu)}^{\longrightarrow} \underset{\epsilon \rightarrow 0}{\longrightarrow}\langle w(t), \Phi(t)\rangle_{L^{2}(d \mu)} .
$$

Concerning $\Phi_{1, \epsilon}$, since $\Phi \in C^{1}\left([0, T], L^{2}(d \mu)\right)$, we first extend $\Phi(s)$ after $T$ so that $\dot{\Phi}(s)=\dot{\Phi}(T)$, for $s \geq t$. Then, using mean value theorem

$$
\frac{\Phi_{\epsilon}((s+\epsilon) \wedge T)-\Phi(s)}{\epsilon}=\frac{1}{\varepsilon} \int_{s}^{s+\varepsilon} \dot{\Phi}(r) d r \underset{\epsilon \rightarrow 0}{\longrightarrow} \dot{\Phi}(s)
$$

uniformly in $s$ in $L^{2}(d \mu)$. So

$$
\Phi_{1, \epsilon}(t) \underset{\epsilon \rightarrow 0}{\longrightarrow} \int_{0}^{t}\langle w(s), \Phi(t)\rangle_{L^{2}(d \mu)} d s
$$

Concerning $\Phi_{2, \epsilon}$, since $L_{F}^{\delta} \Phi \in C\left([0, T], L^{2}(d \mu)\right)$, then

$$
\int_{0}^{s} \frac{L_{F}^{\delta} \Phi((r+\epsilon) \wedge T)-L_{F}^{\delta} \Phi(r)}{\epsilon} d r \underset{\epsilon \rightarrow 0}{\longrightarrow} L_{F}^{\delta} \Phi(s)
$$

uniformly in $s$ in $L^{2}(d \mu)$. Consequently the result follows.
(5) The idea is now to prove

$$
\begin{equation*}
\langle w(t), g\rangle_{L^{2}(d \mu)}=0, \text { for all } g \in D, t \in[0, T] \tag{3.14}
\end{equation*}
$$

which will imply $w \equiv 0$ since $D$ is dense in $L^{2}(d \mu)$.
(6) To prove (3.14) we fix $t \in[0, T]$ and we set $\Phi_{t}(s)=P_{t-s}[g]$ for $s \in[0, t]$. Since $g \in D \subset \operatorname{dom}\left(-L_{F}^{\delta}\right)$, by Remark 3.4, for every $t \in[0, T], \Phi:[0, t] \rightarrow \operatorname{dom}\left(-L_{F}^{\delta}\right)$ belongs to $C^{1}\left([0, t] ; L^{2}(d \mu)\right) \cap C^{0}\left([0, t] ; \operatorname{dom}\left(-L_{F}^{\delta}\right)\right.$. We remark in particular that, whenever $g \in D$, the function $s \mapsto L_{F}^{\delta} P_{s} g=P_{s} L_{F}^{\delta} g$ is continuous and

$$
\partial_{s} \Phi_{t}(s)+L_{F}^{\delta} \Phi_{t}(s)=0, s \in[0, t] .
$$

Using (3.12), we obtain

$$
\langle w(t), g\rangle_{L^{2}(d \mu)}=\left\langle w(t), \Phi_{t}(t)\right\rangle_{L^{2}(d \mu)}=\int_{0}^{t}\left\langle w(s), \partial_{s} \Phi_{t}(s)+L_{F}^{\delta} \Phi_{t}(s)\right\rangle d s=0 .
$$

This concludes (3.14).

Corollary 3.7. $P_{t}^{\delta}[f]=P_{t}[f]$ for all $f \in L^{2}(d \mu)$.
Proof. Let $t \in[0, T]$. We first show the statement for $f \in D$. By the considerations just after the Remark 3.4, the function $t \mapsto v(t):=P_{t}[f]$ solves (3.4). Moreover, $t \mapsto P_{t}^{\delta}[f]$ also solves the same equation by (3.6). Then, by Proposition 3.5 we have $P_{t}^{\delta}[f]=P_{t}[f]$ for every $f \in D$. By Proposition 2.11, $P_{t}^{\delta}$ is continuous on $L^{2}(d \mu)$. By Proposition A. 3 and Definition A.1, $P_{t}$ has the same continuity properties. Since $D$ is dense in $L^{2}(d \mu)$ the equality extends to all $f \in L^{2}(d \mu)$.

By Lemma 3.2, we have $\operatorname{dom}\left(\sqrt{-L_{F}^{\delta}}\right) \times \operatorname{dom}\left(\sqrt{-L_{F}^{\delta}}\right)=\mathcal{H} \times \mathcal{H}$. Therefore, the symmetric closed form $\epsilon$ corresponding to $-L_{F}^{\delta}$ as described in Proposition A. 6 (see (A.2)) can be characterized as $\epsilon: \mathcal{H} \times \mathcal{H} \rightarrow \mathbb{R}$.

Remark 3.8. By Proposition 2.17 and Proposition A. 6 item (4) (with $T=-L^{\delta}$ ), for $u, v \in D$, we have

$$
\begin{equation*}
\epsilon(u, v)=\frac{1}{2}\left\langle v^{\prime}, u^{\prime}\right\rangle_{L^{2}(d \mu)} . \tag{3.15}
\end{equation*}
$$

Remark 3.9. By Proposition 2.18 (1) $D$ is dense in $\mathcal{H}$. Since $\epsilon$ is closed and (3.15) is continuous on $\mathcal{H} \times \mathcal{H}$, Remark 3.8 implies

$$
\begin{equation*}
\epsilon(u, v)=\frac{1}{2}\left\langle v^{\prime}, u^{\prime}\right\rangle_{L^{2}(d \mu)}, \quad \forall u, v \in \mathcal{H} \tag{3.16}
\end{equation*}
$$

We can now rewrite (2.20) as

$$
\begin{equation*}
\|f\|_{\mathcal{H}}^{2}=\|f\|_{L^{2}(d \mu)}^{2}+\epsilon(f, f) . \tag{3.17}
\end{equation*}
$$

In order to prove uniqueness of a mild solution of the semilinear PDE (1.2), we will make use of the following result.

Proposition 3.10. For every $f \in \mathcal{H}$ and $t>0$, we have

$$
\begin{equation*}
\left\|\left(P_{t}^{\delta}[f]\right)^{\prime}\right\|_{L^{2}(d \mu)} \leq \frac{1}{\sqrt{t}}\|f\|_{L^{2}(d \mu)} \tag{3.18}
\end{equation*}
$$

Proof. Proposition 2.19 allows to show that $P_{t}^{\delta}[f] \in \mathcal{H}$. The upper bound follows by Proposition A. 7 taking into account (3.16).

Corollary 3.11. We have $P_{t}^{\delta}[f] \in \mathcal{H}$ and

$$
\begin{equation*}
\left\|P_{t}^{\delta}[f]\right\|_{\mathcal{H}} \leq\left(1+\frac{1}{\sqrt{t}}\right)\|f\|_{L^{2}(d \mu)} . \tag{3.19}
\end{equation*}
$$

for every $t>0$ and $f \in L^{2}(d \mu)$.
Proof. Let $f \in L^{2}(d \mu)$. We recall that $P_{t}[f]$ belongs to $\mathcal{H}$ by Proposition 2.19. It remains to establish the upper bound. If $f \in \mathcal{H}$ the result follows from Propositions 3.10 and Proposition 2.10 (which states the contraction property for $P_{t}^{\delta}$ ) taking into account (2.20). In order to extend to any $f \in L^{2}(d \mu)$, we can make use of Proposition 2.18 which yields the existence of a a sequence $\left(f_{n}\right)$ in $\mathcal{H}$ (even in $D$ ) converging in $L^{2}(d \mu)$ to $f$. Now (3.19) holds for $f_{n}$, which implies that the sequence $P_{t}^{\delta}\left[f_{n}\right]$ is Cauchy in $\mathcal{H}$. Therefore it converges to some $g \in L^{2}(d \mu)$. By Proposition 2.19, $P_{t}^{\delta}$ is continuous from $L^{2}(d \mu)$ to $\mathcal{H}$, then $g=P_{t}[f]$ and finally (3.19) extends to $f \in L^{2}(d \mu)$.

## 4. The linear PDE

In the sequel, we fix $g \in L^{2}(d \mu)$ and $l \in L^{1,2}(d t d \mu)$. In this section, we present some tools concerning the linear PDE

$$
\begin{equation*}
\left(\partial_{t}+L^{\delta}\right) u+l=0, \quad u(T) \equiv g \tag{4.1}
\end{equation*}
$$

We denote by $B$ the Banach space $B=L^{1}([0, T] ; \mathcal{H})$ i.e. the space of (classes of) strongly (Bochner) measurable functions $u:[0, T] \rightarrow \mathcal{H}$ such that

$$
\begin{equation*}
\|u\|_{B}:=\int_{0}^{T}\|u(t)\|_{\mathcal{H}} d t<\infty . \tag{4.2}
\end{equation*}
$$

We denote

$$
\begin{equation*}
v(t):=P_{T-t}^{\delta}[g]+\int_{t}^{T} P_{s-t}^{\delta}[l(s)] d s, t \in[0, T] . \tag{4.3}
\end{equation*}
$$

We recall that, by Corollary $3.7, P^{\delta}=P$ on $L^{2}(d \mu)$, where $P$ is the semigroup associated with $-L_{F}^{\delta}$, see Proposition A. 3 and Definition A.1.
Proposition 4.1. Let $v$ be the function defined in (4.3). For every $t \in[0, T], v(t) \in$ $L^{2}(\mu)$ and $v:[0, T] \rightarrow L^{2}(d \mu)$ is continuous. Moreover $v$ belongs to $B$.
Remark 4.2. Recall that since $v:[0, T] \rightarrow L^{2}(d \mu)$ is continuous, then it is Bochnermeasurable.

Proof (of Proposition 4.1).
We decompose

$$
v=v_{0}+v_{1},
$$

where

$$
\begin{aligned}
& v_{0}(t):=P_{T-t}^{\delta}[g], \\
& v_{1}(t):=\int_{t}^{T} P_{s-t}^{\delta}[l(s)] d s, t \in[0, T] .
\end{aligned}
$$

We first prove the statement for $v$ replaced by $v_{0}$ and $v_{1}$.
Concerning $v_{0}, v_{0}(t) \in L^{2}(d \mu)$ for every $t \in[0, T]$. Since $t \mapsto P_{t}^{\delta}$ is strongly continuous (see Definition A. 1 with $H=L^{2}(d \mu)$ ), then $t \mapsto v_{0}(t)$ is continuous. By Corollary 3.11, for every $t \in[0, T)$, we have that $v_{0}(t) \in \mathcal{H}$ and

$$
\left\|P_{T-t}^{\delta}[g]\right\|_{\mathcal{H}} d t \leq\left(1+\frac{1}{\sqrt{T-t}}\right)\|g\|_{L^{2}(d \mu)} .
$$

Since

$$
\int_{0}^{T}\left\|v_{0}(t)\right\|_{\mathcal{H}} d t \leq\|g\|_{L^{2}(d \mu)} \int_{0}^{T}\left(1+\frac{1}{\sqrt{T-t}}\right) d t<\infty
$$

we then observe $v_{0}$ belongs to $B$. This proves the statement for $v$ replaced with $v_{0}$.
Concerning $v_{1}$, for $t \in\left[0, T\left[\right.\right.$, the contraction property of $P^{\delta}$ (see Definition A.1) tells us immediately that $v_{1}(t) \in L^{2}(d \mu)$. As far as the continuity is concerned, let $t_{0}, t \in[0, T]$. Without loss of generality, we can suppose $t>t_{0}$.

We have $v_{1}(t)-v_{1}\left(t_{0}\right)=-\left(I_{1}(t)+I_{2}(t)\right)$, where

$$
\begin{gathered}
I_{1}(t)=\int_{t_{0}}^{t} P_{s-t_{0}}^{\delta}[l(s)] d s \\
I_{2}(t)=\int_{t}^{T}\left(P_{s-t_{0}}^{\delta}-P_{s-t}^{\delta}\right)[l(s)] d s .
\end{gathered}
$$

As far as $I_{1}$ is concerned, the contraction property of $P^{\delta}$ gives

$$
\left\|I_{1}(t)\right\|_{L^{2}(d \mu)} \leq \int_{t_{0}}^{t}\left\|P^{\delta}[l(s)]\right\|_{L^{2}(d \mu)} d s \leq \int_{t_{0}}^{t}\|l(s)\|_{L^{2}(d \mu)} d s
$$

Then, $\lim _{t \rightarrow t_{0}}\left\|I_{1}(t)\right\|_{L^{2}(d \mu)}=0$.
Concerning $I_{2}$, for $s>t$, the semigroup property implies $P_{s-t_{0}}^{\delta}-P_{s-t}^{\delta}=P_{s-t}^{\delta}\left[P_{t-t_{0}}^{\delta}-I\right]$. By the contraction property

$$
\left\|I_{2}(t)\right\|_{L^{2}(d \mu)} \leq \int_{0}^{T}\left\|\left(P_{t-t_{0}}^{\delta}-I\right)[l(s)]\right\|_{L^{2}(d \mu)} d s
$$

Since $\left(P_{t}^{\delta}\right)$ is strongly continuous (see item (4) in Definition A.1), then for every $s \in$ $\left[0, T\left[\right.\right.$, we have $\lim _{t \rightarrow t_{0}}\left\|\left(P_{t-t_{0}}^{\delta}-I\right)[l(s)]\right\|_{L^{2}(d \mu)}=0$. Besides, by contraction property, for almost all $s \in[0, T]$,

$$
\left\|\left(P_{t-t_{0}}^{\delta}-I\right)[l(s)]\right\|_{L^{2}(d \mu)} \leq 2\|l(s)\|_{L^{2}(d \mu)} .
$$

Since $l$ belongs to $L^{1,2}(d t d \mu)$, then we may apply Lebesgue dominated convergence theorem to state $\lim _{t \rightarrow t_{0}}\left\|I_{2}(t)\right\|_{L^{2}(d \mu)}=0$. This concludes the proof of the continuity of $v_{1}$ on $[0, T]$ with values in $L^{2}(d \mu)$.
It remains to show that $v_{1} \in B$. By Proposition 2.19, $P_{s-t}^{\delta}[l(s)] \in \mathcal{H}$. By a wellknown inequality for Bochner integrals, we have

$$
\begin{align*}
\int_{0}^{T}\left\|v_{1}(s)\right\|_{\mathcal{H}} d s & \leq \int_{0}^{T} \int_{t}^{T}\left\|P_{s-t}^{\delta}[l(s)]\right\|_{\mathcal{H}} d s d t \\
& =\int_{0}^{T} \int_{0}^{s}\left\|P_{s-t}^{\delta}[l(s)]\right\|_{\mathcal{H}} d t d s \\
& \leq \int_{0}^{T} \int_{0}^{s}\left(1+\frac{1}{\sqrt{s-t}}\right)\|l(s)\|_{L^{2}(d \mu)} d t d s \\
& =\int_{0}^{T}\|l(s)\|_{L^{2}(d \mu)} \int_{0}^{s}\left(1+\frac{1}{\sqrt{t}}\right) d t d s . \tag{4.4}
\end{align*}
$$

Also

$$
\int_{0}^{s}\left(1+\frac{1}{\sqrt{t}}\right) d t=s+2 \sqrt{s} \leq T+2 \sqrt{T}
$$

Since $l \in L^{1,2}(d t d \mu)$, then the right-hand side of (4.4) is finite and hence $v_{1} \in B$. This concludes the proof.

In the next section, in order to connect weak and mild solutions of our backward Kolmogorov-type PDE, we need the following lemma.

Lemma 4.3. Let $g \in L^{2}(d \mu)$ and $l \in L^{1,2}(d t d \mu)$. Let $v$ be the function defined in (4.3). For every $\phi \in D$, we have

$$
\begin{equation*}
\langle v(t), \phi\rangle_{L^{2}(d \mu)}=\langle g, \phi\rangle_{L^{2}(d \mu)}+\int_{t}^{T}\left\langle v(r), L^{\delta} \phi\right\rangle_{L^{2}(d \mu)} d r+\int_{t}^{T}\langle l(r), \phi\rangle_{L^{2}(d \mu)} d r . \tag{4.5}
\end{equation*}
$$

Proof. By linearity we can reduce the problem to two separate cases: when $l \equiv 0$ and when $g \equiv 0$.
(1) Suppose first that $l \equiv 0$. Suppose first $g \in D$. By Remark $3.4 v(t):=P_{T-t}^{\delta}[g]$ belongs to $\operatorname{dom}\left(-L_{F}^{\delta}\right)$ for every $t \in[0, T]$ and

$$
\begin{equation*}
\partial_{s} v(s)=-L_{F}^{\delta} v(s), s \in[0, T] . \tag{4.6}
\end{equation*}
$$

Moreover $-L_{F}^{\delta} v(s)=P_{T-s}^{\delta}\left[-L_{F}^{\delta} g\right], s \in[0, T]$. Consequently, since $-L^{\delta}[g] \in$ $L^{2}(d \mu)$, Proposition 4.1, implies that $t \mapsto-L_{F}^{\delta} v(t)$ is continuous with values in $L^{2}(d \mu)$. Integrating (4.6), from a generic $t \in[0, T[$ to $T$, we get

$$
g-v(t)=-\int_{t}^{T} L_{F}^{\delta} v(s) d s
$$

Taking the inner product of previous equality with $\phi \in D$, using the fact that $L_{F}^{\delta}$ is symmetric and $L_{F}^{\delta}$ extends $L^{\delta}$, we obtain (4.5). By the contraction property, one can easily show that $g \mapsto P_{T-t}^{\delta}[g]$ is linear and continuous from $L^{2}(d \mu)$ to $L^{1,2}(d t d \mu)$. Consequently, since $D$ is dense in $L^{2}(d \mu)$, then the equality (4.5) extends to every $g \in L^{2}(d \mu)$.
(2) The next step consists in fixing $g \equiv 0$ and let $l$ be a generic element in $L^{1,2}(d t d \mu)$. In this case, (4.3) is given by

$$
\begin{equation*}
v(t)=\int_{t}^{T} P_{r-t}^{\delta}[l(r)] d r, t \in[0, T] . \tag{4.7}
\end{equation*}
$$

We define $w:[0, T] \rightarrow L^{2}(d \mu)$ by

$$
w(t):=v(t)-\int_{t}^{T} l(r) d r, t \in[0, T]
$$

Let $\phi \in D$. We need to show

$$
\begin{equation*}
\langle w(t), \phi\rangle_{L^{2}(d \mu)}=\int_{t}^{T}\left\langle v(r), L^{\delta} \phi\right\rangle_{L^{2}(d \mu)} d r . \tag{4.8}
\end{equation*}
$$

By Proposition 2.11, $P^{\delta}$ is symmetric and then we have

$$
\begin{align*}
\langle w(t), \phi\rangle_{L^{2}(d \mu)} & =\left\langle\int_{t}^{T} P_{r-t}^{\delta}[l(r)] d r, \phi\right\rangle_{L^{2}(d \mu)}-\int_{t}^{T}\langle l(r), \phi\rangle_{L^{2}(d \mu)} d r \\
& =\int_{t}^{T}\left\langle l(r), P_{r-t}^{\delta}[\phi]\right\rangle_{L^{2}(d \mu)} d r-\int_{t}^{T}\langle l(r), \phi\rangle_{L^{2}(d \mu)} d r . \tag{4.9}
\end{align*}
$$

By Remark 3.4, $P_{r-t}^{\delta}[\phi] \in \operatorname{dom}\left(L_{F}^{\delta}\right)$ and

$$
P_{r-t}^{\delta}[\phi]=\phi+\int_{t}^{r} P_{r-s}^{\delta}\left[L_{F}^{\delta} \phi\right] d s
$$

Consequently, by using (4.7) and (4.9), we have

$$
\langle w(t), \phi\rangle_{L^{2}(d \mu)}=\int_{t}^{T}\langle l(r), \phi\rangle_{L^{2}(d \mu)} d r+\int_{t}^{T}\left\langle l(r), \int_{t}^{r} P_{r-s}^{\delta}\left[L_{F}^{\delta} \phi\right] d s\right\rangle_{L^{2}(d \mu)} d r
$$

$$
\begin{aligned}
& -\int_{t}^{T}\langle l(r), \phi\rangle_{L^{2}(d \mu)} d r \\
& =\int_{t}^{T} \int_{t}^{r}\left\langle l(r), P_{r-s}^{\delta}\left[L_{F}^{\delta} \phi\right]\right\rangle_{L^{2}(d \mu)} d s d r=\int_{t}^{T} \int_{s}^{T}\left\langle l(r), P_{r-s}^{\delta}\left[L_{F}^{\delta} \phi\right]\right\rangle_{L^{2}(d \mu)} d r d s \\
& =\int_{t}^{T} \int_{s}^{T}\left\langle P_{r-s}^{\delta}[l(r)], L_{F}^{\delta} \phi\right\rangle_{L^{2}(d \mu)} d r d s=\int_{t}^{T}\left\langle v(s), L_{F}^{\delta} \phi\right\rangle_{L^{2}(d \mu)} d s .
\end{aligned}
$$

Since $L^{\delta}$ is a restriction of $L_{F}^{\delta}$, then (4.8) follows. This concludes the proof.

Lemma 4.3 shows in particular that $v$ defined in (4.3) is a weak solution of (4.1) in the sense of Definition 5.3.

## 5. The non-Linear pde

Let $f:[0, T] \times \mathbb{R}_{+} \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}, g \in L^{2}(d \mu)$ and a constant $C>0$ such that

$$
\begin{equation*}
|f(t, x, u, v)| \leq\left|f_{0}(t, x)\right|+C(|u|+|v|), t \in[0, T], x \geq 0, u, v \in \mathbb{R} \tag{5.1}
\end{equation*}
$$

where $f_{0} \in L^{1,2}(d t d \mu)$.
We will consider the PDE

$$
\begin{equation*}
\left(\partial_{t}+L^{\delta}\right) u+f\left(\cdot, \cdot, u, \partial_{x} u\right)=0, \quad u(T) \equiv g . \tag{5.2}
\end{equation*}
$$

Definition 5.1. $u$ is said to be a classical solution of (5.2) if it is of class $C^{1,2}([0, T] \times$ $\left.\mathbb{R}_{+}, \mathbb{R}\right)$ (which induces $g=u(T) \in C^{2}\left(\mathbb{R}_{+}, \mathbb{R}\right)$ ) such that $\partial_{x} u(\cdot, 0) \equiv 0$ and it satisfies (5.2) in the strict sense.

In previous definition, we remark that, for every $t \in[0, T], u(t) \in \mathcal{D}_{L^{\delta}}\left(\mathbb{R}_{+}\right)$which was defined in (2.1).

Let $u:[0, T] \rightarrow L^{2}(d \mu)$ be a Bochner integrable function such that $u(t) \in \mathcal{H}$ for almost all $t \in[0, T[$. We also suppose that

$$
\begin{equation*}
\left.l: r \mapsto f\left(r, x, u(r), \partial_{x} u(r)\right)\right) \in L^{1,2}(d t d \mu) . \tag{5.3}
\end{equation*}
$$

Remark 5.2. If $u \in L^{1}([0, T] ; \mathcal{H})$, then (5.3) holds true.
Definition 5.3. We say that $u:[0, T] \times \mathbb{R}_{+} \rightarrow \mathbb{R}$ is a weak solution of (5.2) if for all $\phi \in D$ and $t \in[0, T]$
$\langle u(t), \phi\rangle_{L^{2}(d \mu)}=\langle g, \phi\rangle_{L^{2}(d \mu)}+\int_{t}^{T}\left\langle u(s), L^{\delta} \phi\right\rangle_{L^{2}(d \mu)} d s+\int_{t}^{T}\left\langle f\left(s, \cdot, u(s), \partial_{x} u(s)\right), \phi\right\rangle_{L^{2}(d \mu)} d s$.

In fact the notion of weak solution can be even be formulated under the more general assumption that $\left.(t, x) \mapsto f\left(r, x, u(r, x), \partial_{x} u(r, x)\right)\right)$ belongs to $L^{1}\left([0, T] ; L_{\mathrm{loc}}^{2}\left(\mathbb{R}_{+}\right)\right)$. In fact the test functions in $D$ have compact support.

Definition 5.4. We say that $u:[0, T] \times \mathbb{R}_{+} \rightarrow \mathbb{R}$ is a mild solution of (5.2) if

$$
\begin{equation*}
u(t)=P_{T-t}^{\delta}[g]+\int_{t}^{T} P_{s-t}^{\delta}\left[f\left(s, \cdot, u(s, \cdot), \partial_{x} u(s, \cdot)\right)\right] d s, t \in[0, T], \tag{5.5}
\end{equation*}
$$

where the equality (5.5) holds in $L^{2}(d \mu)$.
Remark 5.5. By (5.3), (4.3) and Proposition 4.1, the right-hand side of (5.5) is welldefined.

As expected, we now present the following result.
Proposition 5.6. Let $u$ be a classical solution of (5.2) such that such that $u \in$ $L^{1,2}(d t d \mu)$ and $u(t) \in \mathcal{H}$ for almost all $t$. We also suppose (5.3). Then $u$ is also a weak solution of (5.2).

Proof. Let $t \in[0, T]$. Since $u(t) \in \mathcal{D}_{L^{\delta}}\left(\mathbb{R}_{+}\right)$then $L^{\delta} u(t) \in C\left(\mathbb{R}_{+}\right)$. However $u(t)$ does not necessarily belong to $D$ so that $L^{\delta} u(t)$ does not necessarily belong to $L^{2}(d \mu)$. Integrating in time both sides of (5.2), $u$ fulfills

$$
u(t, x)=g(x)+\int_{t}^{T}\left(L^{\delta} u(r, x) d r+f\left(r, x, u(r, x), \partial_{x} u(r, x)\right)\right) d r, \forall(t, x) \in[0, T] \times \mathbb{R}_{+}
$$

By integrating against $\phi \in D$ with respect to $\mu(d x)$, we get

$$
\begin{align*}
\langle u(t), \phi\rangle_{L^{2}(d \mu)} & =\langle g, \phi\rangle_{L^{2}(d \mu)}+\int_{t}^{T} \int_{\mathbb{R}_{+}} L^{\delta} u(s, x) \phi(x) d \mu(x) d s \\
& +\int_{t}^{T}\left\langle f\left(s, u(s), \partial_{x} u(s)\right), \phi\right\rangle_{L^{2}(d \mu)} d s . \tag{5.6}
\end{align*}
$$

We remark that, by (2.3), $(s, x) \mapsto L^{\delta} u(s, x)$ is locally bounded, so $\int_{t}^{T} \int_{K}\left|L^{\delta} u(s, x)\right| d \mu(x) d s<$ $\infty$, for every compact $K$ of $\mathbb{R}_{+}$.

The result follows if we show that

$$
\begin{equation*}
\int_{\mathbb{R}_{+}} L^{\delta} \ell(x) \phi(x) d \mu(x)=\left\langle\ell, L^{\delta} \phi\right\rangle_{L^{2}(d \mu)}, \tag{5.7}
\end{equation*}
$$

for every $\ell \in \mathcal{D}_{L^{\delta}}\left(\mathbb{R}_{+}\right)$. Now (5.7) holds of course if $\ell \in D$ because $L_{F}^{\delta}$ is symmetric and $L^{\delta}$ is a restriction of $L_{F}^{\delta}$.

Let us suppose now $\ell \in \mathcal{D}_{L^{\delta}}\left(\mathbb{R}_{+}\right)$. By Remark B. 1 (1), there is a sequence $\left(\ell_{n}\right)$ in $D$ such that $\ell_{n}, \ell_{n}^{\prime}, L^{\delta} \ell_{n}$ can be shown to converge respectively to $\ell, \ell^{\prime}, L^{\delta} \ell$ uniformly on compact intervals. Since (5.7) holds for $\ell$ replaced by $\ell_{n}$, finally we get (5.7) also for $\ell$. This concludes the proof.

Proposition 5.7 (Uniqueness for the homogeneous PDE). The vanishing function $u \equiv 0$ is the unique weak solution (in the sense of Definition 5.3) of the homogeneous PDE

$$
\left\{\begin{array}{l}
\left(\partial_{t}+L^{\delta}\right) u=0,  \tag{5.8}\\
u(T, x)=0
\end{array}\right.
$$

Proof. Let $w$ be a weak solution of (5.8). By definition, for every $f \in D$, we have (3.8) and then the result follows by Lemma 3.6.

Proposition 5.8. Let $u:[0, T] \rightarrow L^{2}(d \mu)$ such that $u(t) \in \mathcal{H}$ for almost all $t \in[0, T]$. We also suppose that that $\left.r \mapsto f\left(r, x, u(r), \partial_{x} u(r)\right)\right)$ belongs to $L^{1,2}(d t d \mu)$. Then $u$ is a weak solution of (5.2) if and only if it is a mild solution.

Proof. If $u$ is a mild solution, setting

$$
l(s)=f\left(s, \cdot, u(s), \partial_{x} u(s)\right), s \in[0, T],
$$

Lemma 4.3 implies that it is also a weak solution.
Suppose that $u$ is a weak solution. We set

$$
\begin{equation*}
v(t, \cdot):=P_{T-t}^{\delta}[g]+\int_{t}^{T} P_{s-t}^{\delta}\left[f\left(s, \cdot, u(s, \cdot), \partial_{x} u(s, \cdot)\right)\right] d s \tag{5.9}
\end{equation*}
$$

Applying again Lemma 4.3 we see that $v$ is also a weak solution of (5.2). So, by linearity $u-v$ is a weak solution of (5.8). By Proposition $5.7 u=v$.

We introduce now the solution map $A$ related to the PDE (5.2) in the sense of mild solutions. In particular, to $u$ belonging to $B$ we associate $A u$ defined by the right-hand side of (5.5), i.e.

$$
\begin{equation*}
A u(t):=P_{T-t}^{\delta}[g]+\int_{t}^{T} P_{s-t}^{\delta}\left[f\left(s, \cdot, u(s, \cdot), \partial_{x} u(s, \cdot)\right)\right] d s, t \in[0, T] \tag{5.10}
\end{equation*}
$$

By Remark 5.2, (5.3) is fulfilled and hence Remark 5.5 allows to state that $A u$ is well-defined. We also have the following.

Proposition 5.9. For each $u \in B$, we have $A u \in B$. Moreover, for every $t \in[0, T]$, $A u(t) \in L^{2}(\mu)$ and $t \mapsto A u(t)$ is continuous from $[0, T]$ to $L^{2}(d \mu)$.
Proof. The result follows by Proposition 4.1 setting

$$
l(s)=f\left(s, \cdot, u(s), u^{\prime}(s)\right), s \in[0, T] .
$$

Next statement concerns a tool for establishing that map $A$ defined in (5.10) admits a unique fixed point.

Proposition 5.10. Let $S$ be a generic set and $M: S \rightarrow S$ be a generic application.
Suppose that for some integer $n_{0}>1, M^{n_{0}}$ has a unique fixed point $u \in S$. Then $u$ is also the unique fixed point of $M$.

Proof. We have that $M^{n_{0}}(M u)=M\left(M^{n_{0}} u\right)=M u$. Since $u$ is the unique fixed point of $M^{n_{0}}$ then $M u=u$, which proves that $u$ is a fixed point of $M$.

We show now uniqueness. Suppose that there is another fixed point $v \in S$ of $M$. Then, applying iteratively $n_{0}-1$ times we get $M^{n_{0}} v=v$ and $M^{n_{0}} u=u$. Since $M^{n_{0}} u$ admits a unique fixed point then necessarily $u=v$.

We introduce now a reinforced hypothesis on $f$ defined at the beginning of Section 5. Up to now, $f$ was only supposed to fulfill (5.1).

## Hypothesis 5.11.

(1) $\left|f\left(t, x, y_{1}, z_{1}\right)-f\left(t, x, y_{2}, z_{2}\right)\right| \leq C\left(\left|y_{1}-y_{2}\right|+\left|z_{1}-z_{2}\right|\right)$, for every $t \in[0, T], x \geq$ $0, y_{1}, y_{2}, z_{1}, z_{2} \in \mathbb{R}$.
(2) $f_{0}(t, x):=(t, x) \mapsto f(t, x, 0,0)$ belongs to $L^{1,2}(d t d \mu)$.

Indeed Hypothesis 5.11 implies (5.1).
Concerning the final condition $g$ we still make the following assumption.
Hypothesis 5.12. $g \in L^{2}(d \mu)$.
In the proposition below we make use of the family of equivalent norms parametrized by $\lambda>0,\|\cdot\|_{B, \lambda}$, given by

$$
\|u\|_{B, \lambda}:=\int_{0}^{T} \exp (\lambda t)\|u(t)\|_{\mathcal{H}} d t .
$$

Clearly $\|\cdot\|_{B, \lambda}=\|\cdot\|_{B}$ if $\lambda=0$.
Proposition 5.13. Suppose that $f$ and $g$ satisfy Hypotheses 5.11 and 5.12. Let $A$ be the map defined in (5.10). Then $A^{2}$ is a contraction.

Proof. First we are going to show that for $u, v \in B$ and $t \in[0, T]$ such that $u(t), v(t) \in$ $\mathcal{H}$, which happens a.e.

$$
\begin{equation*}
\|A u(t)-A v(t)\|_{\mathcal{H}} \leq C_{T} \int_{t}^{T}\|u(s)-v(s)\|_{\mathcal{H}} \frac{1}{\sqrt{s-t}} d s \tag{5.11}
\end{equation*}
$$

where $C_{T}=\sqrt{2} C(\sqrt{T}+1)$ and $C$ comes from item (1) of Hypothesis 5.11). Indeed by a classical inequality for Bochner integrals and by Corollary 3.11

$$
\begin{aligned}
\|A u(t)-A v(t)\|_{\mathcal{H}} & \leq \int_{t}^{T}\left\|P_{s-t}^{\delta}\left[f_{u}(s)-f_{v}(s)\right]\right\|_{\mathcal{H}} d s \\
& \leq \int_{t}^{T}\left\|f_{u}(s)-f_{v}(s)\right\|_{L^{2}(d \mu)}\left(1+\frac{1}{\sqrt{s-t}}\right) d s \\
& \leq C \int_{t}^{T}\left(\|u(s)-v(s)\|_{L^{2}(d \mu)}+\left\|(u(s)-v(s))^{\prime}\right\|_{L^{2}(d \mu)}\right)\left(1+\frac{1}{\sqrt{s-t}}\right) d s \\
& \leq C(\sqrt{T}+1) \int_{t}^{T}\left(\|u(s)-v(s)\|_{L^{2}(d \mu)}+\left\|(u(s)-v(s))^{\prime}\right\|_{L^{2}(d \mu)}\right) \frac{1}{\sqrt{s-t}} d s \\
& \leq 2 C(\sqrt{T}+1) \int_{t}^{T}\|u(s)-v(s)\|_{\mathcal{H}} \frac{1}{\sqrt{s-t}} d s,
\end{aligned}
$$

where $f_{u}(s)=f\left(s, \cdot, u(s), u^{\prime}(s)\right)$. In the second to last inequality we have used the fact that $1 \leq \frac{\sqrt{T}}{\sqrt{s-t}}$ and in the last inequality we have used the fact that, for $a, b \geq 0$ we
have $a+b \leq 2 \sqrt{a^{2}+\frac{b^{2}}{2}}$. This establishes (5.11). From (5.11) we deduce

$$
\begin{aligned}
\left\|A^{2} u(t)-A^{2} v(t)\right\|_{\mathcal{H}} & \leq C_{T} \int_{t}^{T}\|A u(s)-A v(s)\|_{\mathcal{H}} \frac{1}{\sqrt{s-t}} d s \leq \\
& \leq C_{T}^{2} \int_{t}^{T} \int_{s}^{T}\|u(r)-v(r)\|_{\mathcal{H}} \frac{1}{\sqrt{r-s}} d r \frac{1}{\sqrt{s-t}} d s \\
& \leq C_{T}^{2} \int_{t}^{T}\|u(r)-v(r)\|_{\mathcal{H}} \int_{t}^{r} \frac{1}{\sqrt{r-s}} \frac{1}{\sqrt{s-t}} d s d r .
\end{aligned}
$$

We know that

$$
\int_{t}^{r} \frac{1}{\sqrt{r-s}} \frac{1}{\sqrt{s-t}} d s=\int_{0}^{r-t} \frac{1}{\sqrt{r-s-t}} \frac{1}{\sqrt{s}} d s=\beta\left(\frac{1}{2}, \frac{1}{2}\right)=\pi
$$

where $\beta$ is the usual Beta function (see [1] section 6.1), so

$$
\begin{equation*}
\left\|A^{2} u(t)-A^{2} v(t)\right\|_{\mathcal{H}} \leq C_{T}^{2} \pi \int_{t}^{T}\|u(r)-v(r)\|_{\mathcal{H}} d r \tag{5.12}
\end{equation*}
$$

(5.12) implies

$$
\begin{aligned}
\int_{0}^{T} \exp (\lambda t)\left\|A^{2} u(t)-A^{2} v(t)\right\|_{\mathcal{H}} d t & \leq C_{T}^{2} \pi \int_{0}^{T} \exp (\lambda t) \int_{t}^{T}\|u(s)-v(s)\|_{\mathcal{H}} d s d t \\
& =C_{T}^{2} \pi \int_{0}^{T}\|u(s)-v(s)\|_{\mathcal{H}} \int_{0}^{s} \exp (\lambda(t)) d t d s \\
& =\frac{C_{T}^{2} \pi}{\lambda} \int_{0}^{T}\|u(s)-v(s)\|_{\mathcal{H}}(\exp (\lambda s)-1) d s \\
& \leq \frac{C_{T}^{2} \pi}{\lambda} \int_{0}^{T}\|u(s)-v(s)\|_{\mathcal{H}} \exp (\lambda s) d s
\end{aligned}
$$

This establishes

$$
\left\|A^{2} u-A^{2} v\right\|_{B, \lambda} \leq \frac{C_{T}^{2} T \pi}{\lambda}\|u-v\|_{B, \lambda} .
$$

Choosing $\lambda>C_{T}^{2} T \pi$ we have that $A^{2}: B \rightarrow B$ is a contraction with respect to $\|\cdot\|_{B, \lambda}$.

Corollary 5.14. The map $A$ defined in (5.10) has a unique fixed point.
Proof. It is a direct consequence of Propositions 5.13 and 5.10.
We can now state the main theorem of the paper.
Theorem 5.15. Let $f:[0, T] \times \mathbb{R}_{+} \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ and $g: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$fulfilling Hypotheses 5.11 and 5.12. Then there exists a unique weak solution $u:[0, T] \rightarrow L^{2}(d \mu)$ of (5.2) belonging to $B$.

Proof. By Proposition 5.8, it is equivalent to prove existence and uniqueness of a mild solution $u$.

Concerning existence, Corollary 5.14 says that the operator $A$, (4.3), admits a (unique) fixed point $u \in B$. By Proposition $4.1 u(t) \in L^{2}(d \mu)$ for every $t \in[0, T]$. Concerning uniqueness, let $u$ and $v$ be two mild solutions belonging to $B$. By Corollary $5.14 u(t)=v(t)$ for almost all $t \in[0, T]$ as elements of $\mathcal{H}$ and, therefore, also as elements of $L^{2}(d \mu)$. Since mild solutions are continuous in $L^{2}(d \mu)$ the result follows.

## Appendix A. Semigroups, self-adjoint operators, closed forms and Friedrichs extension

In this section we recall some useful functional analysis results for the study of parabolic PDEs. We also summarize what we need from the basic theory of the so called Friedrichs self-adjoint extension of a symmetric positive linear operator. In this section $H$ denotes a Hilbert space with inner product $\langle\cdot, \cdot\rangle_{H}$ and corresponding norm $\|\cdot\|_{H}$

For the two definitions below we refer, e.g., to Section 1.3. of [10].
Definition A.1. Let $\left(P_{t}\right)_{t \geq 0}$ be a family of linear operators mapping $H$ into $H$. We say that $\left(P_{t}\right)_{t>0}$ is a symmetric contractive strongly continuous semigroup if the following holds.
(1) $\left\langle P_{t}[u], v\right\rangle_{H}=\left\langle u, P_{t}[v]\right\rangle_{H}, u, v \in H$ (symmetry),
(2) $P_{t} P_{s}=P_{t+s}, t, s \geq 0$ (semigroup property),
(3) $\left\|P_{t}[u]\right\|_{H} \leq\|u\|_{H}$ (contraction property),
(4) for all $u \in H, \lim _{t \downarrow 0}\left\|P_{t}[u]-u\right\|_{H}=0$ (strong continuity).

In particular the map $t \mapsto P_{t}[u]$ is continuous from $[0, T]$ to $H$, taking into account previous items (4) and (2).
Definition A.2. The generator, $T$, of a symmetric contractive strongly continuous semigroup, $\left(P_{t}\right)$, on $H$ is defined by

$$
\left\{\begin{array}{l}
T u=\lim _{t \downarrow 0} \frac{P_{t} u-u}{t}  \tag{A.1}\\
\operatorname{dom}(T)=\{u \in H, \text { for which } T u \text { exists in } H\} .
\end{array}\right.
$$

The next proposition is an adaptation of Lemma 1.3.2 in Section 1.3 of [10].
Proposition A.3. Let $T$ be a non-positive definite, self-adjoint linear operator on $H$. There exists a unique symmetric, contractive and strongly continuous semigroup, $P=\left(P_{t}\right)_{t \geq 0}$, on $H$ such that $T$ is the generator of $P$.

The following statement can be found in Corollary 1.4 in Section 1.1 of [19].
Corollary A.4. Let $T$ be the generator of a symmetric contractive strongly continuous semigroup $\left(P_{t}\right)$ on $H$. Then for $u \in \operatorname{dom}(T)$, we have $P_{t}[u] \in \operatorname{dom}(T)$ and $\partial_{t} P_{t}[u]=$ $T P_{t}[u]=P_{t}[T u]$ on $H$.

The following definition can be found in Section 1.1 of [10].
Definition A.5. A bilinear form $\epsilon: D(\epsilon) \times D(\epsilon) \rightarrow \mathbb{R}$ on $H$, where $D(\epsilon)$ is a dense linear subspace of $H$, is called a symmetric form if it is a "inner product" on $D(\epsilon)$ without the assumption

$$
\epsilon(u, u)=0 \Rightarrow u=0 .
$$

We say that a symmetric form $\epsilon$ is closed when $D(\epsilon)$ is complete with respect to the metric (norm) generated by the inner product

$$
(u, v):=\epsilon(u, v)+\langle u, v\rangle_{H} .
$$

Let $T: \operatorname{dom}(T) \subset H \rightarrow H$, where $\operatorname{dom}(T)$ is a dense linear subspace in $H$, be a non-negative self-adjoint linear map. By Theorem 1 of Section 6, Chapter XI of [23], there is a unique so called spectral resolution related to $T$. By means of this one can define the maps $\phi(T)$ for any continuous function $\phi: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$, in particular we can take $\phi(x)=\sqrt{x}$. We consider the map $\sqrt{T}: \operatorname{dom}(\sqrt{T}) \subset H \rightarrow H$, where $\operatorname{dom}(\sqrt{T})$ and $\sqrt{T}$ are intended via the spectral resolution, see discussion after Lemma 1.3.1 of [10].

The next two propositions come from Theorem 1.3.1 and Corollary 1.3.1 in Section 1.3 of [10].

Proposition A.6. There exists an one to one correspondence between the family of closed symmetric forms $\epsilon$ on $H$ and the family of non-negative self-adjoint linear operators $T: \operatorname{dom}(T) \subset H \rightarrow H$. That equivalence is characterized by the following.
(1) $D(\epsilon)=\operatorname{dom}(\sqrt{T})$,

$$
\begin{equation*}
\epsilon(u, v)=\langle\sqrt{T} u, \sqrt{T} v\rangle_{H}, \quad \forall u, v \in D(\epsilon), \tag{2}
\end{equation*}
$$

(3) $\operatorname{dom}(T) \subset D(\epsilon)$,
(4) $\epsilon(u, v)=\langle v, T u\rangle_{H}, u \in \operatorname{dom}(T)$ and $v \in \operatorname{dom}(\sqrt{T})$.

The next proposition is an adaptation of Lemma 1.3.3 in Section 1.3 of [10].
Proposition A.7. Let $T$ be a non-negative definite, self-adjoint operator and $\epsilon$ be the closed form corresponding to $T$ as described in Proposition A.6. Let $\left(P_{t}\right)$ be the unique semigroup whose generator is $-T$ as described in Proposition A.3. We have the following properties.
(1) For $t>0 P_{t}(H) \subset D(\epsilon)(=\operatorname{dom}(\sqrt{T}))$.
(2) $\epsilon\left(P_{t}[u], P_{t}[u]\right) \leq \frac{1}{2 t}\|u\|_{H}^{2}, u \in D(\epsilon)$.

For the following two definitions and proposition, see [2].
Definition A.8. Let $T_{1}, T_{2}$ be two non-negative definite, self-adjoint operators on $H$. We say that $T_{2}$ is greater than $T_{1}$, we write $T_{2} \geq T_{1}$, if the following holds:

- $\operatorname{dom}\left(\sqrt{T_{2}}\right) \subseteq \operatorname{dom}\left(\sqrt{T_{1}}\right)$,
- $\left\|\sqrt{T_{1}} u\right\|_{H} \leq\left\|\sqrt{T_{2}} u\right\|_{H}, u \in \operatorname{dom}\left(\sqrt{T_{2}}\right)$.

Definition A.9. Let $H$ be a Hilbert space and $T$ a symmetric, non-negative linear operator on $H$. The greatest (with respect to the order in Definition A.8) non-negative self-adjoint extension of $T$, if it exists, is called the Friedrichs extension of $T$ and represented by $T_{F}$. Then we say that $T$ admits the Friedrichs extension.

Proposition A.10. Let $H$ be a Hilbert space and $T$ a non-negative definite, symmetric, densely defined (i.e. its domain $\operatorname{dom}(T)$ is dense in $H$ ) linear operator. $T$ admits the Friedrichs extension, $T_{F}$. Moreover
$\operatorname{dom}\left(\sqrt{T_{F}}\right)=\left\{f \in H ; \exists\left(f_{n}\right), f_{n} \in \operatorname{dom}(T), \lim _{n} f_{n}=f, \lim _{m, n}\left\langle f_{m}-f_{n}, T f_{n}-T f_{m}\right\rangle_{H}=0\right\}$,
and $T_{F}$ is the restriction of $T^{*}$ on $\operatorname{dom}\left(T^{*}\right) \cap \operatorname{dom}\left(\sqrt{T_{F}}\right)$.
Remark A.11. $g^{*} \in \operatorname{dom}\left(T^{*}\right)$ (as usual) if and only if the liner form $f \mapsto\left\langle T f, g^{*}\right\rangle_{H}$ is continuous.

## Appendix B. Technical results

We start introducing an useful sequence of approximating functions. Let $\chi \in$ $C^{\infty}(\mathbb{R},[0,1])$ verifying

$$
\chi(x)=\left\{\begin{array}{l}
1, x \leq-1 \\
0, x \geq 0
\end{array}\right.
$$

For each $n \in \mathbb{N}$, we set $\chi_{n}(x):=\chi(x-(n+1)), x \in \mathbb{R}_{+}$, so

$$
\chi_{n}(x)=\left\{\begin{array}{l}
1, x \leq n,  \tag{B.1}\\
0, x \geq n+1 .
\end{array}\right.
$$

In particular the functions $\chi_{n}$ have compact support.
Remark B.1. Let $\left(\chi_{n}\right)$ be the sequence defined in (B.1). Each $\chi_{n}$ is a function with compact support such that in a neighborhood of zero, $\chi_{n}$ (resp. $\chi_{n}^{\prime}, \chi_{n}^{\prime \prime}$ ) is equal to 1 (resp. vanish).
(1) Let $f \in \mathcal{D}_{L^{\delta}}\left(\mathbb{R}_{+}\right)$. Setting $f_{n}:=f \chi_{n}, n \in \mathbb{N}$, we have that $f_{n} \in D$, where $D$ was defined in (2.2). Moreover it is easy to show that $f_{n}, f_{n}^{\prime}, L^{\delta} f_{n}$ converge respectively to $f, f^{\prime}, L^{\delta} f$ uniformly on each compact interval.
(2) Let $u \in C^{1,2}\left([0, T] \times \mathbb{R}_{+} ; \mathbb{R}\right)$ with $\partial_{x} u(s, 0)=0$. In particular $u:[0, T] \rightarrow$ $\mathcal{D}_{L^{\delta}}\left(\mathbb{R}_{+}\right)$. We set $u_{n}(t, x):=u(t, x) \chi_{n}(x), \quad(t, x) \in[0, T] \times \mathbb{R}_{+}$. Then $t \mapsto$ $u_{n}(t) \in C^{1}([0, T] ; D)$. Moreover it is easy to see that $u_{n}, \partial_{x} u_{n}, L_{x}^{\delta} u_{n}$ converge respectively to $u, \partial_{x} u, L_{x}^{\delta} u$ uniformly on compact sets of $[0, T] \times \mathbb{R}_{+}$. Here $L_{x}^{\delta}$ means $L^{\delta}$ acting on the space variable $x$.

Proof (of Proposition 2.18).
Let $\chi$ and the sequence $\left(\chi_{n}\right)$ defined in (B.1). Let $f \in L^{2}(d \mu)$ (resp. $f \in \mathcal{H}$ ). We prove now the two items simultaneously. We need to approach it by a sequence in $D$ converging in $L^{2}(d \mu)$ (resp. $\left.f \in \mathcal{H}\right)$.

- Concerning both items (1) and (2) we reduce first to the case when $f$ has compact support. For this we prove that there exists a sequence $\left(f_{n}\right)$ converging to $f$ where $f_{n}$ has compact support.

We fix now $f_{n}:=f \chi_{n}$. The sequence $\left(f_{n}\right)$ obviously converges to $f$ in $L^{2}(d \mu)$. Suppose now that $f \in \mathcal{H}$ and let $\left(f_{n}\right)$ be the same sequence. We have that $f_{n}(x)-f_{n}(y)=\int_{y}^{x} g_{n}(z) d z$ with $g_{n}=g \chi_{n}+f \chi_{n}^{\prime}$, where $g:=f^{\prime}$ (in the sense of distributions). So, $f_{n}$ belongs to $\mathcal{H}$. Moreover $g \chi_{n} \rightarrow g$ and $f \chi_{n}^{\prime} \rightarrow 0$ in $L^{2}(d \mu)$. Therefore $g_{n} \rightarrow g$ in $L^{2}(d \mu)$ which proves the result.

- For both points (1) and (2), we reduce now to the case when $f$ has a compact support and vanishes in a neighborhood of zero. For this we prove that for $f \in$ $L^{2}(d \mu)(f \in \mathcal{H})$ with compact support there exists a sequence $\left(f_{n}\right)$ converging to $f$ where $f_{n}$ has compact support and vanishes at 0 .

Suppose that $f \in L^{2}(d \mu)$ (resp. $f \in \mathcal{H}$ ) has compact support. We set $\psi_{n}(x):=\chi(1-x n), x \geq 0$, so

$$
\psi_{n}(x)=\left\{\begin{array}{l}
1, x \geq \frac{2}{n}, \\
0, x \leq \frac{1}{n} .
\end{array}\right.
$$

and $f_{n}:=f \psi_{n}$. Clearly, since $f \in L^{2}(d \mu)$ then the sequence $\left(f_{n}\right)$ converges to $f$ in $L^{2}(d \mu)$, besides $f_{n}$ has compact support and is null on $\left[0, \frac{1}{n}\right)$. Suppose now $f \in \mathcal{H}$. We set $g:=f^{\prime}, g_{n}:=f_{n}^{\prime}$ (in the sense of distributions), so that we have $g_{n}=g \psi_{n}+f \psi_{n}^{\prime}$. Clearly $g_{n} \rightarrow g$ in $L^{2}(d \mu)$ and the result is established. We have then proved the existence of a sequence $\left(f_{n}\right)$ of functions with compact support vanishing on a neighborhood of 0 converging to $f$ in $L^{2}(d \mu)$ (respectively in $\left.\mathcal{H}\right)$.

- In order to approach a function $f \in L^{2}(d \mu)$ (resp. $\mathcal{H}$ ) with support in $(0,+\infty)$ by a sequence of functions $\left(f_{n}\right)$ belonging to $D$ we just proceed by convoluting $f$ with a sequence of mollifiers with compact support converging to the Dirac measure at zero.

Proof (of Lemma 3.2).

- First we prove the inclusion $\operatorname{dom}\left(\sqrt{-L_{F}^{\delta}}\right) \subset \mathcal{H}$. Let $f \in \operatorname{dom}\left(\sqrt{-L_{F}^{\delta}}\right)$.

By Proposition A. 10 with $H=L^{2}(d \mu), T=-L^{\delta}$ and $D=\operatorname{dom}(T)$, there exists a sequence $\left(f_{n}\right), f_{n} \in D$, such that $\lim _{n} f_{n}=f$ in $L^{2}(d \mu)$ and

$$
\lim _{n, m}\left\langle f_{m}-f_{n}, L^{\delta} f_{n}-L^{\delta} f_{m}\right\rangle_{L^{2}(d \mu)}=0 .
$$

Consequently, by Proposition 2.17

$$
\begin{equation*}
\lim _{n, m} \frac{1}{2}\left\langle f_{n}^{\prime}-f_{m}^{\prime}, f_{n}^{\prime}-f_{m}^{\prime}\right\rangle_{L^{2}(d \mu)}=-\lim _{n, m}\left\langle f_{m}-f_{n}, L^{\delta} f_{n}-L^{\delta} f_{m}\right\rangle_{L^{2}(d \mu)}=0 . \tag{B.2}
\end{equation*}
$$

That implies that $\left(f_{n}^{\prime}\right)$ is Cauchy in $L^{2}(d \mu)$ which yields the existence of $l \in$ $L^{2}(d \mu)$ such that $\lim _{n} f_{n}^{\prime}=l$. It remains to prove that $l$ is the derivative of $f$ in the sense of distributions.

Let $\phi \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$. In particular $x \mapsto \phi(x) x^{1-\delta}$ and $x \mapsto \phi^{\prime}(x) x^{1-\delta}$ belong to $L^{2}(d \mu)$ since $\mu$ is a $\sigma$-finite Borel measure on $\mathbb{R}_{+}$. We have

$$
\begin{aligned}
\int_{\mathbb{R}_{+}} \phi(x) l(x) d x & =\int_{\mathbb{R}_{+}} \phi(x) l(x) x^{1-\delta} \mu(d x)=\lim _{n} \int_{\mathbb{R}_{+}} f_{n}^{\prime}(x) \phi(x) x^{1-\delta} \mu(d x) \\
& =\lim _{n} \int_{\mathbb{R}_{+}} f_{n}^{\prime}(x) \phi(x) d x=-\lim _{n} \int_{\mathbb{R}_{+}} \phi^{\prime}(x) f_{n}(x) d x \\
& =-\lim _{n} \int_{\mathbb{R}_{+}} \phi^{\prime}(x) f_{n}(x) x^{1-\delta} \mu(d x) \\
& =-\int_{\mathbb{R}_{+}} \phi^{\prime}(x) f(x) x^{1-\delta} \mu(d x)=-\int_{\mathbb{R}_{+}} \phi^{\prime}(x) f(x) d x,
\end{aligned}
$$

where for the second equality (resp. for the second to last equality) we use the fact that $x \mapsto \phi(x) x^{1-\delta}$ (resp. $\left.x \mapsto \phi^{\prime}(x) x^{1-\delta}\right)$ belongs to $L^{2}(d \mu)$. This proves that $l$ is the derivative of $f$ in the sense of distributions and by consequence $f \in \mathcal{H}$.

- Now we prove the converse inclusion $\mathcal{H} \subset \operatorname{dom}\left(\sqrt{-L_{F}^{\delta}}\right)$. Let $f \in \mathcal{H}$. By Proposition 2.18 item (1) there exists a sequence of functions $\left(f_{n}\right), f_{n} \in D$, such that $\lim _{n} f_{n}=f$ and $\lim _{n} f_{n}^{\prime}=f^{\prime}$ in $L^{2}(d \mu)$. In particular $\left(f_{n}^{\prime}\right)$ is Cauchy. Now again $\stackrel{n}{\text { Proposition } 2.17}{ }^{n}$ yields

$$
\lim _{n, m}\left\langle f_{n}-f_{m}, L^{\delta} f_{n}-L^{\delta} f_{m}\right\rangle_{L^{2}(d \mu)}=-\frac{1}{2} \lim _{n, m}\left\langle f_{n}^{\prime}-f_{m}^{\prime}, f_{n}^{\prime}-f_{m}^{\prime}\right\rangle_{L^{2}(d \mu)}=0
$$

By Proposition A.10, $f$ is shown to belong to $\operatorname{dom}\left(\sqrt{-L_{F}^{\delta}}\right)$.

Lemma B.2. Let $\hat{B}$ be a real Banach space and $\Phi:[0, T] \rightarrow \hat{B}$ of class $C^{1}$. Then there exists a sequence $\left(\Phi_{n}\right)$ of the type

$$
\begin{equation*}
\Phi_{n}(t)=\sum_{k} l_{k}^{n}(t) f_{k}^{n}, \text { where } l_{k}^{n} \in C^{\infty}\left([0, T] ; \mathbb{R}_{+}\right) \text {and } f_{k}^{n} \in \hat{B} \tag{B.3}
\end{equation*}
$$

such that $\Phi_{n} \rightarrow \Phi$ and $\Phi_{n}^{\prime} \rightarrow \Phi^{\prime}$ uniformly, i.e. in $C^{1}([0, T] ; \hat{B})$.
Proof. For each $n$ we consider a dyadic partition of $[0, T]$ given by $t_{k}=2^{-n} k T, k \in$ $\left\{0, \ldots, 2^{n}\right\}, n \in \mathbb{N}$. We define the open recovering of $[0, T]$

$$
U_{k}^{n}=\left\{\begin{array}{l}
{\left[t_{0}, t_{1}\right) \quad k=0,}  \tag{B.4}\\
\left(t_{k-1}, t_{k+1}\right) \quad k \in\left\{1, \ldots, 2^{n}-1\right\}, \\
\left(t_{2^{n}-1}, T\right] \quad k=2^{n} .
\end{array}\right.
$$

For each $n$ we consider a smooth partition $\left(\varphi_{k}^{n}\right)$ of the unity on $[0, T]$. In particular,

$$
\begin{aligned}
& \sum_{k=0}^{2^{n}} \varphi_{k}^{n}=1 \\
& \varphi_{k}^{n} \geq 0, \quad k \in\left\{0, \ldots, 2^{n}\right\}
\end{aligned}
$$

$$
\operatorname{supp} \varphi_{k}^{n} \subset U_{k}^{n}
$$

We set $v=\Phi^{\prime}$. We define

$$
v_{n}(t):=\sum_{k=0}^{2^{n}} v\left(t_{k}\right) \varphi_{k}^{n}(t)
$$

Notice that $v \in C^{0}([0, T] ; \hat{B})$. Since $v$ is uniformly continuous $v_{n} \rightarrow v$ uniformly. We set now $\Phi_{n}(t):=\Phi(0)+\int_{0}^{t} v_{n}(s) d s=\Phi(0)+\sum_{k=0}^{2^{n}} l_{k}^{n}(t) v\left(t_{k}\right)$, where $l_{k}^{n}(t):=\int_{0}^{t} \varphi_{k}^{n}(s) d s$. We have $\Phi_{n}^{\prime}=v_{n} \rightarrow v=f^{\prime}$ uniformly, as we have discussed above. Consequently $\Phi_{n} \rightarrow \Phi$ in $C^{0}([0, T] ; \hat{B})$, which shows that $\Phi_{n} \rightarrow \Phi$ in $C^{1}([0, T] ; \hat{B})$.
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