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#### Abstract

How are songs processed in the human brain? In song, tunes and lyrics are tightly bound in a music-language synergy to convey meaning and emotions beyond mere linguistic content, raising questions on how the two components are represented and integrated into a cohesive perceptual whole. Previous research pointed to areas of the human cortex sensitive to music, speech, and song, finding both shared and specialized sites. Yet, the interactions between tunes and lyrics processing when listening to songs remain poorly understood. To tackle this question, we probed neural predictive mechanisms specific to music and speech with electroencephalography. The encoding of melodic predictions was compared when listeners were presented with songs or the corresponding hummed (speech-free) melodies. Similarly, the encoding of phonemic predictions was studied in song and the corresponding spoken (melody-free) lyrics. We found that the concurrence of music and speech in songs alters how their predictive signals are generated and processed, altering their neural encoding. Furthermore, we found a trade-off in the neural encoding of melodic and phonemic expectations, with their balance depending both on who was listening (internal driver reflecting the listener's preference, e.g., musical training) and how the song is composed and performed (external driver reflecting the salience of lyrics and tunes). Altogether, our results indicate that song involves parallel prediction processes competitively interacting for the use of shared processing resources.
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## Introduction

Music and speech are forms of communication central to human societies. Both music and speech are human universals that engage learning and cultural transmission. They make use of perceptually discrete elements embedded within highly structured temporal sequences in a principled way and can be produced with the earliest of musical instruments - the human voice [1]. Darwin was puzzled by the many links between music and speech and suggested that the evolutionary history of the two might be rooted in a protolanguage based on song [2]. Whether true or false, the development of musical and speech abilities has ancient origins, and neural pathways and mechanisms specific to music, much like speech, may thus have formed as part of human evolution [3, 4, 5, 6]. Yet, it remains uncertain if music and speech processing share a neural architecture that is comparable beyond their sensory and motor machinery or if the underlying systems share general working mechanisms and fundamental principles.

Puzzling is the case of singing, poetry, infant-directed speech, and all expression modalities where boundaries between speech and music are blurred. Tunes and lyrics are tightly bound and weighted in a music-language synergy (e.g., prosody in speech, melody in song), conveying emotions and intentions beyond the linguistic content and raising questions on how the two are integrated into a cohesive song percept. While such synergy points at lyrics-tunes integration mechanisms that extend beyond a shared sensorimotor system [7, 8], it is unclear how music and speech components are combined into a perceptual whole.

Here, we investigate if song perception emerges as the integration of two independent music and speech processes or if, and in what ways, the two processes interact with each other. In other words, does the simultaneous presence of music and speech properties in song alter how those two components are represented in the human brain? To answer that question, the present study probed music and speech encoding with electroencephalography (EEG), comparing the neural processing of song, music, and speech. Specifically, our investigation focuses on the study of music and speech expectation mechanisms, which have been found to reflect similar predictive processing principles and are taken here as a common ground for the investigation of the two processes.
Previous comparative studies focused on identifying cortical areas responding to music and speech by using neuroimaging techniques with high spatial resolution, such as fMRI, finding both shared and specialized cortical sites [9, 7, 10, 8]. Interestingly, there is also evidence for non-primary cortical sites that are selective to song but not speech or music without lyrics [11]. Yet, while spatial overlap or segregation tells us about where the information is processed, it does not necessarily tell us how it is processed. For instance, neural activation in distinct cortical sites might be underpinned by a common predictive mechanism [12, 13, 14, 15, 16]. In fact, there is considerable evidence pointing to predictive processing as a foundational neural mechanism, which would underpin both music [17, 18, 19] and speech $[20,21,22,23,24,25,26]$ perception, in spite of its manifestation occurring in spatially distinct cortical sites. Auditory prediction errors have been shown to modulate EEG signals, offering a window into top-down neural prediction mechanisms both for music [17, 18, 19] and speech [20, 21, 22, 23, 24, 25, 26]. Yet, the interaction between music and speech predictions in song processing remains unknown.
Here, we used electroencephalography (EEG) and linear encoding analyses to isolate neural signatures of music and speech prediction, testing if and how the two processes interact during song perception. To that end, we designed an experiment involving the listening of songs (sung speech with no instrumental music), melodies (hummed versions of the same songs with no speech content), and speech (spoken versions of the same songs without melodic and rhythmical content). Music-speech interactions were studied by contrasting the neural encoding of speech predictions during speech and song listening and the neural encoding of melodic predictions during music and song listening. Further analyses were conducted to determine if music-speech interactions depend on the listener's musical training (internal factors) and on the song's complexity (external factors). The results are in line with our hypothesis that speech and music predictions are carried out in parallel, with one prediction being influenced by the other and providing a new angle to the debate on the music-speech interaction in songs. Specifically, we found that their processing occurs in parallel while relying on common cognitive resources, leading to competitive neural dynamics that we could measure with EEG.

## Results

EEG data were acquired from $N=20$ adult participants listening to songs and the corresponding spoken and hummed versions. In doing so, the linguistic content - the lyrics - is shared between spoken and sung versions. Conversely, the melodic content - the rhythm and pitch progressions - is shared between hummed and sung versions (Fig. 1. A). Speech and song stimuli were actual recordings from the same singers, while melody ones were synthesized based on an ad-hoc song-to-hum algorithm (Fig,1, B).
Multivariate temporal response functions (mTRFs) were then estimated with multiple lag linear regression [27, 28] to assess the simultaneous cortical tracking of linguistic and melodic properties for the three types of stimuli separately (Fig. 1, C). Within this framework, brain responses can be described as a linear combination of multiple predictor variables (Fig. 1, D), thus enabling the neurophysiological interpretation of the relative model weights and giving insights into the neural encoding of particular stimulus dimensions [28, 29]. Here, we probed neural processes reflecting top-down predictive processes at the level of speech phonemes [30, 20, 26] and music notes [17, 18, 19]. mTRF models were fit to capture the neural encoding of stimulus properties at the level of sound acoustics ( $E$ : envelope, $D$ : half-way rectified envelope derivative), segmentation ( $O p$ : phoneme onsets, and $O m$ : note onsets), and statistical expectations ( $P$ : phonemic expectations; $M$ : melodic expectations). Acoustic and segmentation features served as nuisance regressors, absorbing EEG variance relating to lower-level features and, in turn, magnifying our ability to assess the encoding of the higher-level top-down processes [24].


Figure 1: Experimental, analytic framework, and envelope tracking validation. (A) EEG signals were recorded from participants as they listened to 18 sung speech recordings (song), their natural speech counterparts (speech), and their hummed version (melody). Song shared the linguistic content with the speech stimuli and the melodic content with the melody stimuli. (B) Spoken and sung lyrics are real recordings, while melodies were synthesized based on an ad-hoc song-to-hum algorithm. (C) Sound acoustics, onsets, and expectation features were independently extracted from the three versions of the stimuli. (D) Multivariate lag regression was then used to estimate the linear relationship between different subgroups of such features and the EEG signal. The resulting multivariate temporal response functions (mTRFs) were then studied in terms of how well they could predict unseen EEG data measured as z-scored Pearson's correlation and by observing which features and peri-stimulus latencies were driving such predictions. (E) Bar plots report the $z$-score gain (average across channels) over the baseline for each stimulus type, averaged across all subjects (mean $\pm$ SE) when considering an mTRF using only acoustic features (envelope and its derivative) as regressors. Red dots represent individual participants. Z-score gains were significant for all conditions (Bonferroni-corrected with $m=2$ Wilcoxon rank-sum test for melody and $t$-test for song and speech, melody: $p<0.001, Z=3.92$; song: $p<0.001, d=1.63$; speech: $p<0.001, d=1.60$ ), while there was no statistical evidence for differences across conditions (one-way ANOVA, $p>0.05$ ). Topoplots indicate z -scores across the scalp for the average participant. Only significant channels (FDR corrected $t$-test with significance threshold set at $p<0.001$ ) are displayed.

Melodic surprisal $S m$ and entropy $H m$ (together referred to as melodic expectation features $M$ ) were calculated with IDyOM - Information Dynamics of Music - [31], a generative model of musical structure that causally estimates the probability distribution over all possible note-pitch continuations given short-term information about the melodic sequence and long-term information from a large corpus of Western music. The first estimate is associated with the short-term memory of the statistics of the musical piece under test, while the second simulates the statistical knowledge of a listener implicitly acquired in a lifetime of exposure to music. Based on such estimates, we could define two measures that capture distinct aspects of expectation and surprise at each new note within a melody: note-pitch entropy and surprisal. These two features are complementary in that the first indicates the degree of expectation (after the event is observed), while the second clarifies the degree of uncertainty of the context (before the event is observed), thus corresponding to a weaker or stronger sequence violation, respectively.

On the other hand, phonemic surprisal $S p$ and entropy $H p$ (together referred to as phonemic expectation features $P$ ) were derived from probability distributions learned from an English pronouncing dictionary [32]. Note that expectations for the phonemic and melodic streams were consistent in two ways. First, their calculation is in line with the information theory definitions of Shannon entropy and information content [33]. Second, melodic expectations only consider the pitch value associated with each note, excluding considerations of onset time expectations [17]. This analytic decision allowed us to study melodic expectations that conceptually align with speech features, in that phonemes' expectations were also built disregarding timing information.

## Cortical tracking of speech, song, and melody acoustics

First, mTRF analyses were carried out to determine the cortical tracking of speech, melody, and song acoustic features, providing a baseline for evaluating differences between conditions. Speech and music have strong acoustic differences, and depending on the set of stimuli, one could measure stronger or weaker envelope tracking simply due to different signal-to-noise ratios [34]. Moreover, lower-level differences in the acoustics of music and speech could falsely induce differences in response strengths and patterns of higher-level linguistic and melodic components. To avoid such confounds, we constructed our stimuli to minimize such spectral differences and other substantial acoustic mismatches due, for instance, to the use of musical instruments other than the human voice.

We observed a robust low-frequency $(1-8 H z)$ cortical tracking of the sound acoustics ( $A$ : envelope $E$ and its derivative $D$ ) for the three types of stimuli. EEG prediction correlations were above chance (Bonferroni-corrected Wilcoxon rank-sum test for melody and $t$-test for speech and song, melody: $p<0.001, Z=3.92$; song: $p<0.001, d=1.63$; speech: $p<0.001, d=1.60$; Fig. 1, E), with the chance level calculated by running the mTRF analysis after randomly shuffling the input (i.e., stimulus and EEG were misaligned). In all the conditions, best-predicted electrodes were in a broad centro-parietal area of the scalp (FDR corrected $t$-test with significance threshold set at $p=0.001$; Fig. 1, E). There was no statistical evidence for differences across conditions on the average of electrodes (one-way ANOVA, $p>0.05 ; \mathrm{Fig} 1, \mathrm{E}$ ) and also on individual electrodes (FDR corrected $t$-test with significance threshold set at $p=0.05$ ).

## Cortical tracking of phonemic expectations during speech and song listening

EEG responses to speech and song were used to assess the cortical encoding of phonemic expectations and test the hypothesis that those are encoded in responses to songs as they do for speech (Fig. 2, A). For both speech and song conditions, including $P$ among the predictors significantly improved the average model predictions across channels ( $t$-test, speech: $p=0.005, d=0.73$; song: $p<0.001, d=0.92$; Fig. 2, C) but also almost all individual channel predictions (FDR corrected $t$-test with significance threshold set at $p=0.05$; Fig. 2, E). Significance was assessed by comparing the predictive power of the full model $A O p P$ to the one of a reduced model $A O p$ representing the null hypothesis, in which the predictor under investigation $P$ was randomly shuffled, thus controlling for correlated variables, namely acoustics $A$ and phoneme onsets $O p$. Thanks to this analysis, we could determine that phonemic expectations explained a distinct portion of the data variance, thus accounting for unique features of brain responses.

We also tested the individual contribution of phonemic entropy $H p$ and surprise $S p$ to disentangle their effects as we hypothesize the two variables reflect separable and yet complementary stages of information processing. When testing for surprisal and entropy features individually (i.e., shuffling only one of the two at the time), we found that, when considering the average over all electrodes, both were encoded in responses to song ( $t$-test, $S p$ : $p=0.049, d=0.48$; $H p: p=0.039, d=0.51$ ) and speech ( $t$-test, $S p: p=0.024, d=0.56 ; H p: p=0.007, d=0.69$ ) with no significant difference between the encoding of the two ( $t$-test, $p>0.05$ ). However, when looking at individual channels, we had significant z-score gains for entropy and surprisal individually only for speech (FDR corrected $t$-test with significance threshold set at $p=0.05$; Fig. 2 , E). For song, only considering the two complementary features together led to the significant reconstruction of individual channels (FDR corrected $t$-test with significance threshold set at $p=0.05$; Fig. 2, C), suggesting an interaction between the two. Finally, especially for the speech condition, phoneme-related features seem to better reconstruct left channels (Fig. 2, panels C and E) as opposed to simple acoustics (panel E of Fig. 1 and 2). Yet, we found no significant effect of left-lateralization of phoneme-related features across subjects ( $p>0.05$; lateralization test).
Note that the encoding of the control variables ( $A O p$ model) on the average over all electrodes was already significant per se ( $t$-test or Wilcoxon signed-rank test depending on Gaussianity; $E$ : speech: $p<0.001, d=1.12$; song: $p=0.001$, $d=0.87 ; D$ : speech: $p=0.012, Z=2.5$; song: $p<0.001, Z=3.92$; $O p$ : speech: $p=0.001, d=0.89$, song: $p<0.001, Z=3.92$ ). Interestingly, for speech, we found a better fit due to $E$ than $D$, indicating a stronger encoding of the energy envelope as opposed to the acoustic onsets ( $t$-test, $p<0.05, d=0.65$ ). Conversely, for song, we found a better fit due to $D$ than $O p$, indicating a stronger encoding of categorical onsets as opposed to acoustic ones ( $t$-test, $p<0.01, d=0.69$ ). This result is also reflected in the comparison across the song and speech conditions: for speech,


Figure 2: Cortical tracking of phonemic and melodic expectations during song listening. (A) Hypothesis 1: we can robustly track phonemic expectations in the EEG responses to song as we do for speech-only. (B) Hypothesis 2: we can robustly track melodic expectations in the EEG responses to song as we do for melody-only. (C-D) Z-transformed encoding correlations for individual channels (scalp topographies, FDR corrected $t$-test with significance threshold set at $p<0.05$ ) and for the average over all channels (bar plot, mean+-SE across participants and trials) for pairs of conditions and two subsets of features, A (acoustic + expectation features shuffled) and AP (acoustic + expectation features). Red dots represent individual participants. For both phonemic and melodic expectations, we had significant $z$-score improvement for all conditions when adding the expectation features (surprise and entropy). For phonemes, $p=0.005$ with $d=0.73$ for speech, $p<0.001$ with $d=0.92$ for song. For music notes, $p<0.001$ with $d=2.22$ for melody, $p<0.001$ with $d=1.16$ for song. (E-F) EEG prediction correlations gain with respect to the null model displayed on the scalp for pairs of conditions and different features. Only significant channels (FDR corrected $t$-test with significance threshold set at $p<0.05$ ) are displayed. (G-H) TRF kernels relative to the envelope, its derivative, onsets, entropy, and surprisal at Fz (mean+-SE across participants) for pairs of conditions. Horizontal bars indicate the significance of TRF's portions ( $t$-test with significance threshold set at $p<0.05$ ) for each condition (colored bars) and their difference (black bars).
we found a stronger envelope encoding for right temporal electrodes, and, for song, a stronger onset encoding for centro-frontal electrodes (FDR-corrected $t$-test with significance threshold set at $p=0.05$ ).

Finally, panel G of figure 2 juxtaposes TRFs at channels Fz for pairs of conditions and features of interest to assess if the same feature is processed with different timing, polarities, and strengths for speech and sung speech. Moreover, different features may exhibit different dynamics that reflect different stages of linguistic processing. Entropy relates to the uncertainty of the prediction of the upcoming event before observing it. Thus, it describes the overall probability distribution over all possible continuations. Surprise is extracted from that same distribution but is specific to the observed event. Therefore, it is likely that this dynamic will be reflected in the respective TRFs. Similarly, acoustic processing should anticipate any higher linguistic processing. The temporal order we observe is indeed consistent with these considerations, with surprisal to exhibit an earlier main peak than entropy (for speech: 170 ms vs 200 ms and for song: 190 ms vs 200 ms ). The entropy peaks are at the same latency for both speech and song and are time-locked with
categorical onsets as opposed to surprisal, which anticipated categorical onsets. In general, it is evident that delays and polarities for acoustic features and categorical onsets do not change between speech-only and sung speech, while they do change when it comes to phonemic expectation features.

## Cortical tracking of melodic expectations during humming and song listening

Analogous to the analysis of speech expectations above, EEG responses to melodies and songs were used to assess the cortical encoding of melodic expectations and test the hypothesis that those are encoded in the responses to songs as they are for melodies (Fig. 2, B). For both melody and song conditions, including $M$ among the predictors significantly improved the average model predictions across channels ( $t$-test, melody: $p<0.001, d=2.22$; song: $p<0.001$, $d=1.16$, Fig. 2. D), but also almost all individual channel predictions (FDR corrected $t$-test with significance threshold set at $p=0.05$; Fig. 2, D), meaning melodic expectations explain a distinct portion of the variance in the data. Significance was assessed by comparing the predictive power of the full model $A O m M$ to that of a model representing the null hypothesis $A O m$, in which the predictor under investigation $M$ was randomly shuffled, thus controlling for correlated variables.

When testing for the individual contribution of melodic entropy $H m$ and surprise $S m$, we found that only entropy was significantly encoded in responses to melodies and songs, both considering the average across electrodes ( $t$-test, melody: $p=0.046, d=0.49$; song: $p<0.001, d=0.95$ ) and individual channels (FDR corrected $t$-test with significance threshold set at $p=0.05$; Fig. 2 . F). For both melody and song conditions, mostly centro-frontal channels were significantly reconstructed with $H m$ but none with Sm . However, when combining the two features, all channels became significant (Fig. 2, D). Moreover, looking at fit improvement, the z-score gain obtained with the combined set of expectation features is not the sum of the gains obtained with entropy and surprisal individually, suggesting an interaction between the two variables, which might be more than simply additive.
Interestingly, the encoding of melodic expectations is significantly right-lateralized only in responses to songs ( $p=$ 0.038 ; lateralization test; Fig. 2, D). A potential confound might be that EEG data are biased towards one hemisphere. However, the lateralization test on lower-level features ( $E, D$, and $O m$ ) indicated no significant difference in the predictive power in the left and right hemispheres ( $p>0.05$; lateralization test). Thus, together with the result that significant lateralization was observed only for brain responses to song, it suggests that the bias toward one hemisphere was minimal and that the lateralization effect is due to the simultaneous processing of lyrics and tunes.

Note that the encoding of the control variables was already significant per se on the average over all electrodes ( $A O m$ model, $t$-test or Wilcoxon signed-rank test depending on Gaussianity, $E$ : melody $p<0.001, Z=3.47$, song $p=0.006$, $d=0.72 ; D$ : melody $p=0.003, Z=2.95$, song $p<0.001, Z=3.92$; Om: melody $p<0.001, d=1.36$, song $p<0.001, d=1.55$ ). Additionally, we found a higher fit improvement due to $D$ than $O m$, indicating a stronger encoding of categorical onsets as opposed to acoustic ones for both melody and song ( $t$-test, melody: $p=0.049$, $d=0.45$; song: $p<0.039, d=0.51$ ), and a higher fit improvement due to $E$ than $D$ indicating a stronger encoding of the envelope than to its derivative for melody ( $t$-test, $p=0.007, d=0.69$ ).
We found no significant differences across the song and melody conditions for the encoding of individual features except for electrodes in the right temporal area for entropy and centro-frontal electrodes for acoustic onsets. In both cases, the encoding is stronger in the song condition (FDR corrected $t$-test with significance threshold set at $p<0.05$ ).

Finally, panel H of Fig. 2 displays TRFs at Fz for pairs of conditions and features of interest. Again, we hypothesize that different features do not present the same dynamics as they reflect different stages of music processing, ranging from low-level acoustic features to melodic structures. Therefore, expectations are presumed to continue to build up when listening to longer contexts. As for phonemic expectation, we anticipate that surprisal's and entropy's TRFs to reflect different stages of the statistical processing of a given note, inducing potentially different latencies in their respective TRFs. The temporal order we observe is consistent with these considerations: envelope TRFs exhibit a first negative deflection N1 at 60 ms followed by a positive peak P1 at 125 ms consistent with previous results obtained with a reduced model with only the envelope [34]. Acoustic responses to both melodies and songs show a consistent peak at a later latency of around 230 ms while categorical onsets TRFs start differentiating more between the two conditions (song shows a P1 near 140 ms while melody at 190 ms ).

## Phonemic and melodic expectations in responses to song and their interactions

Finally, EEG responses to song were used to assess the cortical encoding of melodic and phonemic expectations when they have to be generated in parallel (denoted as $P M$ ) and to compare their total contribution with the superposition of the unimodal cases (denoted as $P+M$ ), i.e., of the phonemic expectations in responses to speech $(P)$ and the melodic expectations in responses to melodies $(M)$. This analysis and its terminology are inspired by studies of multisensory


Figure 3: Phonemic and melodic expectations in responses to song and their interactions (A) hypotheses on the interaction of the speech and music processing modules: If $P M<P+M$, there are shared neural resources that, during song processing, are recruited simultaneously (hypothesis 1). If $P M>P+M$, there are neural resources specific for the processing of songs (hypothesis 2). If $P M=P+M$, song processing is the mere sum of linguistic and music processing (hypothesis 3). (B) The z -scored fit improvement due to linguistic and melodic expectation in song $(P M)$ is compared to the summed fit improvement in the unimodal stimuli $(P+M) . P+M$ is significantly larger than $P M(t$-test, $p<0.024, d=0.56)$, and so is $M$ within $P+M$ ( $t$-test, $p<0.001, d=1.17$ ). Note that both $P M$ and $P+M$ fit improvement were significant $(t$-test, $P M: p<0.001, d=2.85$, $P+M: p<0.001, d=1.84)$ and so their components $P(t$-test, in $P M: p<0.001, d=1.56$, in $P+M: p=0.005, d=0.73)$ and $M(t$-test, in $P M: p<0.001, d=1.11$, in $P+M: p<0.001, d=2.22)$. Below the barplot are reported the fit improvement due to $P M$ and $P+M$ for individual channels (only significant channels are displayed, FDR corrected $t$-test with significance threshold set at $p=0.05$ ). (C) the relative contribution of $M$ plotted against the one $P$ in the multimodal (song) and unimodal (speech and melody) conditions. In the first row, data points represent individual subjects (average performance over trials and channels), while in the second row, data points represent individual songs (average performance over subjects and channels). Data points color, size, and transparency reflect behavioral or stimuli measures. The correlation between $M$ and $P$ is reported for each scatterplot, with significance computed with a jackknife cross-validation.
integration [35]. Unimodal here refers to the condition where only linguistic or melodic information is present in the stimulus, such as in speech and melodies; multimodal refers to the condition when both are present, such as in songs. Consequently, three different hypotheses are tested regarding the nature of interactions between the speech and music processing modules in song perception (Fig. 3, A):

- If $P M<P+M$, there are shared neural resources between the speech and music processing modules that, during song processing, are simultaneously recruited.
- If $P M>P+M$, there are neural resources specific to the processing of songs.
- If $P M=P+M$, song processing is the mere sum of linguistic and music processing.

To assess these alternatives, we consider the contribution of $P$ and $M$ to the reconstruction of EEG song responses in a model including all features ( $A O p O m P M$ ), compared to the sum of the separate contributions from $P$ or $M$ to the
reconstruction of EEG responses to speech and melodies, with the unimodal linguistic ( $A O p \mathrm{P}$ ) and melodic ( $A O m M$ ) models. The results evidently support the first hypothesis, with $P M<P+M$ ( $t$-test, $p=0.024, d=0.56$, Fig. 3, B). This difference is driven by frontal channels (FDR corrected $t$-test with significance threshold set at $p=0.05$ ) and by the contribution of $M$, which is stronger in responses to melodies than to songs ( $t$-test, $p<0.001, d=1.17$ ). For $P$, there is no significant difference between the multimodal and unimodal conditions ( $t$-test, $p>0.05$ ). Note that both $P M$ and $P+M$ fit improvements were significant ( $t$-test, PM: $p<0.001, d=2.85, P+M: p<0.001, d=1.84$ ) and so were their components $P(t$-test, in $P M: p<0.001, d=1.56$, in $P+M: p=0.005, d=0.73)$ and $M$ (t-test, in $P M: p<0.001, d=1.11$, in $P+M: p<0.001, d=2.22$ ).

## Internal and external drivers of shared resource allocation: subject preference and lyrics/tunes salience

The fact that fit improvement due to the combined linguistic and melodic expectations ( $P M$ ) differs from the summed fit improvement in the unimodal stimuli $(P+M)$ suggests a nonlinear lyrics-tunes integration, at least at the phonemic and melodic level, with shared resources between the speech and music processing modules that are allocated based on some internal strategy and intrinsic properties of the stimuli, i.e., a balance of salience between lyrics and tunes induced by a variety of features ranging from the acoustic to the semantic. This balance is assumed to be formulated by the composer during song creation or by the singer during performance. Its value is in making either the linguistic or melodic information more attractive and noticeable. We shall refer to this effect as a bottom-up external driver/bias. By contrast, an internal strategy refers to the listener's top-down internal driver/bias - a preference for the melodic or linguistic content due to her musical interests, culture, training, mood, and other complex factors that affect the melodic and phonemic encoding. Here, we tested if such biases existed while being agnostic about their causes by correlating the relative contributions of $P$ and $M$ in the unimodal and multimodal conditions. The hypothesis is that $P$ and $M$ act jointly to enhance the use of the shared resources based either on subject-specific internal factors or/and song-specific external factors.
Figure 3C illustrates the relative contribution of $M$ versus $P$ in the multimodal (song) and unimodal (speech or melody) conditions. In the first row of scatterplots, each data point represents an individual subject (performance averaged over trials and channels); in the second row, data points represent individual songs (performance averaged over subjects and channels). For the subject-wise analysis, $M$ and $P$ relative contributions are negatively correlated only in the multimodal condition (Pearson's correlation and jackknife cross-validation, $r=-0.56, p=0.006$ ), while they are not in the unimodal condition ( $r=-0.18, p>0.05$ ). Thus, subjects exhibit an internal preference for melodic or linguistic content only in responses to songs. This is consistent with the hypothesis of shared resources that are allocated based on a strategy when melodic and linguistic information has to be processed simultaneously. By contrast, for individual songs, we observe a negative correlation in both the multimodal ( $r=-0.40, p=0.004$ ) and the unimodal case ( $r=-0.43, p=0.003$ ). The fact that the correlation does not drop in the unimodal condition suggests that lyrics and tunes competitively attract attention to one another because of how they are built and the intrinsic properties they also exhibit when the exact linguistic or melodic content is heard in isolation, as in the unimodal case.

We collected behavioral data from the participants through a questionnaire, which allowed us to test whether subjective preferences for either tunes or lyrics could be driven by factors such as musical training and perceptual abilities or by more general musical sophistication. We used the Goldsmiths Musical Sophistication Index (Gold-MSI), which can be factored into various facets of music sophistication: Active Engagement (AE), Perceptual Abilities (PA), Musical Training (MT), Singing Abilities (SA), and Emotions (EM) factors [36]. When considering centro-frontal electrodes, all indices negatively correlated with $P-M$ in the multimodal case (AE: $r=-0.41, p>0.05$; PA: $r=-0.58, p=0.01$; MT: $r=-0.49, p=0.011$; SA: $r=-0.49, p=0.035$; EM: $r=-0.51, p=0.001$; Gold-MSI: $r=-0.50$, $p=0.023$ ) while in the unimodal case correlation scores are close to zero. When correlating the indices with $M$, correlation scores are positive in the multimodal case but only significant for the $\mathrm{EM}(r=-0.52, p=0.01)$ and near zero in the unimodal case. Conversely, such indices are negatively correlated with $P$ in the multimodal (AE: $r=-0.45$, $p=0.025$; PA: $r=-0.55, p=0.013$; MT: $r=-0.56, p<0.001$; SA: $r=-0.58, p=0.002$; EM: $r=-0.56$, $p=0.002$; Gold-MSI: $r=-0.56, p=0.002$ ) and close to zero in the unimodal one. Thus, a weaker phonemic expectation encoding in song responses corresponds to a higher music sophistication. Note, however, that all indices are correlated, making it hard to disentangle each factor's contribution.
Finally, regarding the external drivers affecting the encoding of melodic and phonemic features, we hypothesized that statistical properties of the lyrics and tunes might affect their balance, i.e., the balance between the strength of the encoding of $P$ and $M$. To do so, we tested if the difference between the encoding of those two properties $(P-M)$ correlated with the average melodic or phonemic entropy and surprise of a song. This analysis was motivated by previous studies showing that entropy and surprise predict musical pleasure [37], reward [38], and complexity [39]. Interestingly, complexity has been shown to be related to music enjoyment with an inverted U-shaped relationship [40, 13]. We found a significant correlation between $(P-M)$ and the average melodic surprisal only in the unimodal
case for centro-frontal electrodes $((P-M): r=-0.59, p=0.002$; $\mathrm{P}: r=-0.59, p=0.001 ; \mathrm{M}: r=0.39, p>0.05)$. We then analyzed the songs in the dataset (no brain activity is involved here) to check if there is any relationship between the average entropy and surprisal. Such analysis reveals that songs having low phonemic surprisal also have low phonemic entropy ( $r=0.98, p<0.001$ ), while in melodies, entropy and surprisal are less inter-dependent ( $r=0.31$, $p>0.05$ ). In addition, melodic entropy is highly correlated with phonemic entropy ( $r=0.95, p<0.001$ ), while melodic surprisal is not correlated with phonemic surprisal ( $r=0.29, p>0.05$ respectively). This suggests that melodic surprisal is an expressive tool composers use to direct attention to specific elements of a composition and that entropy at the phonemic and melodic levels is apparently balanced. Yet, an extensive analysis of a large music corpus is necessary to assert if such correlations generalize over the stimuli used in this study.

## Discussion

In this study, we provide the first direct comparison of music and speech predictive mechanisms in a natural listening task. We probed melodic and phonemic predictions in EEG responses of participants listening to songs as well as the corresponding hummed melodies and spoken lyrics. Our results demonstrate a robust, simultaneous, and distinct cortical encoding of both melodic and phonemic predictions during song listening. This result goes beyond previous evidence obtained separately for speech and music $[17,18,19,20,23,24,25,22,21]$ by considering the case where the two jointly occur. Crucially, we investigated the simultaneous unfolding of the two processes, discovering interactions of a competing nature that point to a shared cortical infrastructure. Based on those findings, we propose a high-level music-speech integration model, accounting for expression modalities at their intersection, like poems and songs.

## Comparing music and speech predictive mechanisms and their interactions with naturalistic songs

The role of prediction in speech and music listening differs radically. In speech, building linguistic expectations, such as phonemic predictions, can impact understanding (e.g., phonemic restoration, semantic interpretation) [41, 42, 43], especially in noisy, multi-talker environments [44, 45]. In music, expectations instead have been linked to emotions and engagement [17, 46, 47, 38, 37, 48]. Therefore, it remains unclear to what extent predictions in the two domains are related and comparable. Neural signatures of expectations observed in previous studies might reflect domain-specific computations based on the same statistical learning principles, but they could also involve domain-general mechanisms such as working memory or cognitive control [8, 49]. An additional complication is that predictions are generated at multiple time scales, reflecting the different structural levels of speech and music. Hence, one needs to select stimulus properties providing the most direct comparison across these domains [50, 15] while avoiding confounding factors like acoustic differences [34, 51, 52, 53]. All these factors highlight the need for ad-hoc comparative studies where speech and music are contrasted systematically across distinct abstraction levels (e.g., acoustics vs. phonemic units) while controlling for acoustic mismatch [51].

Neurophysiological research on sensory predictions largely relied on carefully crafted stimuli, where unexpected events are prominently and artificially placed [54, 55, 56, 57, 58]. Recent studies have indicated that neural prediction mechanisms can also be probed in response to the more subtle changes in expectations that are naturally part of speech [20, 21, 22, 23, 24, 25] and melodies [17, 18, 19], employing tasks that involve continuous listening without artificial manipulations. This approach enables measurements of multiple neural correlates simultaneously [27, 28] with continuous ecologically valid stimuli, which is advantageous compared to the more controlled paradigms where isolating a specific property (e.g., phonemes or notes) requires a dedicated experiment. The song-listening task here was designed to engage listeners in an ecologically valid manner, making our findings on the cortical encoding of the music-speech interplay relevant to our daily experiences.

## Disentangling influences of low- from high-level features

Our results show that the encoding of acoustic properties is distinct from that of phonemes and musical notes and their expectations, pointing to three levels of information processing, from acoustic to discrete units and corresponding prediction. The processing of linguistic and music units and their expectations is supported by numerous electrophysiological studies [17, 18, 19, 20, 59, 23, 24, 25, 22, 21], with the challenge being to untangle these responses from those to acoustics [60].

Results both on speech and music processing suggest that the relative strength of the encoding of low- vs. higher-order properties changes when listening to songs when both speech and music are present. In speech, the acoustic envelope is more prominently encoded than phonemic onsets, while the opposite is true in songs. In music, we found a stronger encoding of note onsets as opposed to the acoustic envelope for both melody and song. These differences suggest that the brain re-adjusts linguistic processing depending on the presence of music and, vice versa, adapts how music is


Figure 4: A predictive processing model of speech-music integration. The model entails two modules, one for language and one for music, which exhibit both specialized and shared processing. When language and music have to be processed simultaneously, like in song listening, linguistic and melodic predictions are carried out in parallel but are conditioned on each other, generating song predictions of the lyrics and tunes. This model is valid for all conditions we tested: music-only, speech-only, and song. In the unimodal case, either the right or left side of the model is inactivated. In song, the music and speech processing modules interact competitively for those shared resources, which are then allocated based on a gain $G$ determined by complex internal and external factors.
processed when it needs to process speech information. However, we need to keep in mind that while for percussive instruments like a piano, acoustic onsets are good representatives of note transitions, for singing voice (intended as an instrument, with lyrics or hummed), energy fluctuations are mostly used as an expressive tool. Indeed, energy bursts are present at the start of phrases or at intended loudness changes. Thus, in song, envelope and onsets represent two distinct properties, one linked to melody unfolding and one to prosody.

## Simultaneity of speech and music in song reveals a competition between linguistic and melodic predictions

Our results indicate that the concurrence of music and speech in song listening alters the corresponding neural predictive processes compared to the unimodal scenarios, thus revealing their interactions. Overall, we found that the sum of the cortical encoding of the unimodal stimuli is larger than the encoding of the multimodal song ( $P+M>P M$ ), suggesting that the two processes share neural resources rather than relying on distinct neural infrastructures. Furthermore, our evidence points to both spatial and temporal changes, revealing a re-arrangement of how speech and music are processed when co-occurring in song. These results are consistent with the hypothesis that parallel speech and music predictions in song influence each other.
This also results support previous evidence on the existence of both specialized and shared neuronal populations for speech and music processing [7, 8, 10, 11, 9]. In song listening, the shared population would either have to multiplex between the two processes, favoring one at a time, or to process emerging song-specific features [11]. The latter observation is supported by the inverse relationship between speech and music encoding in song (Fig. 3). Song processing therefore is not merely "tunes + lyrics" processing [61, 62, 63, 52].

## Modelling the competitive nature of speech and music predictions

We propose a model that integrates music and speech predictive processes via two modules (Fig. [4], one for language and another for music, with both specialized and shared processes. The shared processes likely rely on a common neural infrastructure, for instance, song-selective neural population [11]. When both language and music are present, linguistic and melodic predictions are carried out in parallel but condition each other. The encoding of lyrics and tunes together, therefore, generates emerging song properties, which then influence the upcoming predictions for both lyrics and tunes. This model applies to all three conditions we tested: music-only, speech-only, and song, as either the right or left branches of the model will be inactivated in unimodal scenarios. The model is potentially relevant to other types of "multimodal" scenarios and stimuli, such as poetry (combining speech and rhythm/rhyme) or watching dance (combining visual and musical signals). In the following paragraphs, we elaborate on how those common resources could be allocated to either the processing of linguistic or melodic information in song based on our findings.

## Internal and external factors determining resource allocation

We observed a trade-off in the neural encoding of speech and music expectations, revealed by an inverse correlation that emerged only in responses to song. This suggests that music and speech processing compete for the allocation of shared resources, in line with the idea that music and speech share processing regions [1]. Shared resources can be flexibly allocated to music or linguistic processing depending on the "internal" preferences of the listener and on stimulus properties that are often "external" to the listener's competence. Thus, during song listening, individuals with strong melodic encoding exhibited weaker phonemic encoding (internal factor). Similarly, songs eliciting a stronger melodic encoding often elicited weaker phonemic expectations (external factor). In the context of song, "internal" factors are determined by listeners' biases towards melodic or linguistic content reflecting their musical taste, culture, training, emotional state, and other factors impacting attentional resources. "External" biases, by contrast, reflect the balance of lyrics-tunes salience as intended by the composer or by the singer. Such a salience is not necessarily associated with an obvious acoustic predominance but is rather due to semantic or structural elements, such as melodic complexity. Music enjoyment, for example, is related to melodic complexity in an inverted $U$-shaped manner [40, 13] with entropy and surprisal predicting pleasure [37] and reward [38]. Such a relationship indicates that prediction mechanisms have a role to play beyond simple error minimization, e.g., explaining humans' curiosity and novelty-seeking nature [64].
We found that the trade-off between the encoding of phonemic and melodic expectations is inversely related to the listeners' musical sophistication measures. This may reflect limitations of the shared cognitive resources between speech and music processes, e.g. when allocated based on attention. Our task did not include any specific attentional requirements as participants could freely attend to the stimulus as a whole or to the parts they find most attractive, which allowed us to disentangle the internal (subjective) from the external (stimulus-related) factors that drive attention. Indeed, it would be interesting to extend this work to selective-attention tasks, where participants are asked to focus on either the speech or musical context while listening to songs. Such a study, with a sufficiently large and diverse participant cohort, could shed light on whether musical training enhances the interest in music structure or if there is also an increased pool of cognitive resources, enabling an enhanced simultaneous encoding of speech and music.

We also noted a positive correlation between the encoding of melodic expectations and "emotions factor" metrics that capture emotional responses to music [36]. Future research could explore these "internal" and "external" factors by including participants with known biases to speech or music (e.g., non-native speakers) or by exploring a larger variety of musical pieces with a wider range of salience between speech and musical components by manipulating the melodic and rhythmical complexity of the songs [13, 39].

## Right hemispheric bias for melodic expectations in song processing

A right hemispheric bias for melodic expectations was observed in response to song, which suggested that the brain employs distinct strategies when simultaneously processing tunes and lyrics. Both music and linguistic networks supporting predictive processing may extend bilaterally, but when handling parallel information, they may undergo re-weighting, leading to stronger spatial segregation of the two in the measured EEG responses.
Several studies have noted hemispheric asymmetries for speech and music [9, 65]. Yet, these biases only emerged when acoustical cues (e.g., temporal or spectral information) were degraded, thus impairing the processing of higher-level properties that are extracted from the acoustics in a bottom-up process. Here, we measured a similar asymmetry without manipulations, finding lateralization for high-level processes but not for acoustic properties. This is compatible with the previous finding that music, speech, and song neural selectivity is not explainable by acoustic features [10, 11].
Other investigations using the speech-to-song illusion suggested that hemispheric specialization is modulated by top-down factors that induce the listener to perceive the same vocalizations as song or speech even when acoustics properties are identical [52, 66, 67]. Such an effect was shown in the right mid-posterior STS/MTG, indicating a potential role in the integration of music and speech [52]. Such regions were already associated with song perception [61, 68], imagination [69], melody recognition [70], and classification of music from speech [71], indicating its role in both multimodal and unimodal processes. Altogether, these observations make STS/MTG a candidate for the right hemispheric bias we observe in the responses to songs.

## Song features beyond phonemes and melody

The results of this study have implications for current theories on music and speech cognition [17, 51, 14], paving the way for further investigation of the neural mechanisms specific to lyrics-tunes integration behind simple acoustic features (e.g., temporal vs. spectral). The melodic and phonemic expectation processes studied here only partly capture song processing. Future efforts will explore the contributions of other fundamental properties, such as rhythm, harmony, semantics, and syntax. For instance, while our choice of comparing melodic and phonemic expectations was motivated by their role as fundamental units operating on a similar time scale (acoustically invariant, just after
acoustics processing), one may consider other types of speech expectations like prosody that might be closer to melodic expectations in the sense that they imply an emotional and engagement element. Similarly, one may contrast melodic and semantic expectations to see if signatures of the internal and external drivers we found in our data become clearer, as it seems reasonable that both the internal preference for lyrics as well as the weight that the composer gave to them can be driven more by the semantics than by phonemes. This calls for further investigations with explicit within-subject comparisons, with the present findings and data providing a starting point to tackle these questions.

## Conclusion

This study probed the neural processing of speech and music expectations, providing evidence for their similarities, distinctions, and interactions. Our results complement the literature, supporting the view that speech and music expectations are induced in parallel by distinct yet interacting processes. The presented experimental framework allows for the investigation of multiple domains and their interaction, substantially contributing to the search for shared neural mechanisms at the foundation of lyrics-tunes integration. The model we propose could potentially apply to integration mechanisms involving other expressions (e.g., dance and music), sensory (e.g., audio-visual), or sensory-motor modalities (e.g., contrasting miming, speaking, and listening), as well as auditory sources (e.g., polyphonic music) into a coherent percept thus providing a framework for hypothesis formulation and testing.

## Materials and Method

## Participants

The study was conducted in accordance with the Declaration of Helsinki and was approved by the CNRIPH committee. Twenty healthy individuals with no history of hearing impairment or neurological disorders participated in the study (10 females, aged 23 to 51, mean age 28, with three left-handed individuals and one ambidextrous). All except one (who had a C1 English proficiency) were native English speakers with different degrees of musical training (7 participants had no musical background). Written informed consent was obtained from all participants, who were compensated for their participation. Each participant was tested in a single session and completed a general demographic test and the Goldsmiths Musical Sophistication test (Gold-MSI) to assess individual differences in musical listening abilities [36]. The Gold-MSI allows the assessment of musical sophistication independent of musical preferences for specific styles and, most importantly, is sensitive to individual differences among non-musicians. Furthermore, it can be factorized into facets of music sophistication: Active Engagement, Perceptual Abilities, Musical Training, Singing Abilities, and Emotions factors [36].

## Stimuli creation

The set of stimuli was explicitly built to have the most direct possible comparison among conditions and minimize possible confounding factors [34, 51]. This factor pertains to the differences in response strengths and patterns we might encounter when comparing linguistic and melodic components, which could arise from lower-level differences in the acoustics of speech and music (e.g., polyphonic music versus human voice) and not from different linguistic and non-linguistic demands. Hence, comparing speech with singing and humming produced by the same singer was the most natural choice. Specifically, we used the NHSS Speech and Singing Parallel Database [72], which collects a set of lyrics available in the sung and spoken version recorded by the same singer at 44.1 kHz , along with the phoneme-level alignment. To ensure a fair comparison, pairs of conditions had to include the same amount of information content (either melodic or linguistic). Therefore, we selected 18 lyrics with a minimum of 20 minutes of spoken content, corresponding to roughly 43 minutes of sung speech and the same amount for melodies. The corresponding melody was extracted from the sung speech waveform using pYIN [73], a modification of the YIN algorithm for fundamental frequency $(F 0)$ estimation [74]. In the first step of pYIN, $F 0$ candidates and their probabilities are computed using the YIN algorithm. In the second step, Viterbi decoding is used to estimate the most likely $F 0$ sequence and voicing flags. We limited the possible $F 0$ candidates in the range $C 2(\sim 65 H z)-C 7(\sim 2093 H z)$ and set the frame and hop size for the $S T F T$ used for the pitch extraction to respectively 2048 and 128 samples at 44.1 kHz . The aim was to create a "hummed" version of the melody without any specific instrument timbre, especially those with sharp attacks like the piano. Previous research has shown that the brain is highly sensitive to percussive note onsets (characterized by an energy burst in the spectrogram), and we wanted to avoid this possible confound. To this end, we synthesized it using the extracted $F 0$ and two harmonics, with a fade in/out and frequency interpolation transition length of 10 ms using MeloSynth [75]. Finally, to better mimic the human voice fluctuations and minimize acoustic confounds, we applied the energy envelope of the original signal and smoothed sharp attacks using a median filtering on the spectrogram [76, 77]. Finally, the musical scores were obtained using Tony, a note segmentation algorithm specific to singing voice
transcription that converts a pitch sequence into a set of discrete and quantized note events starting from the pYIN output [78]. Each note is then defined by its onset time, duration, and MIDI pitch value and saved into MIDI files. Thanks to Tony, a user interface aimed at streamlining the melody annotation process made available by the same authors [78], we could visually check and manually correct the annotations.

## Experimental procedure

Each participant listened to the same set of stimuli but in a different randomized order. To prevent participants from listening to different versions (melody, speech, and song) of the same song sequentially, we divided the trials into three main experimental blocks, where each subject listened to at least one version of each song. We included two main pauses between experimental blocks, during which the participants could take a break for $10-15$ minutes. However, they were allowed to take short breaks between trials if necessary. To assess engagement with the stimuli, we included the following behavioral task: at the end of $20 \%$ of the trials, participants were asked a question about the stimulus they had just heard. For speech trials, the question was about the content, while for music trials, it was whether a little melody excerpt had been extracted from the stimulus they had just heard. The question could be one of two types for sung speech, with a $50 \%$ chance of each.

## Data acquisition

Participants listened to audio samples while sitting in a sound-proof, electrically shielded booth in dim light conditions. Audio stimuli were presented monophonically at a sampling rate of 44.1 kHz using Sennheiser HD650 headphones and Psychopy [79] customized Python code. Participants were instructed to maintain visual fixation on a crosshair centered on a screen and minimize motor activities. 64-channel EEG data and two extra electrodes on the mastoid bones were recorded and digitized at 2048 Hz using a BioSemi Active Two system. A customized analog system ensured optimal synchronization between the stimulus and the EEG responses.

## EEG preprocessing

EEG data were analyzed offline using MNE Python [80, 81] and Matlab (Mathworks). The preprocessing pipeline follows guidelines for linearly modeling neurophysiological data to continuous auditory stimuli [28]. First, the EEG was segmented into trials at the original sampling rate to avoid synchronization issues. Secondly, each trial was filtered between 1 and 8 Hz using low- and high-pass Butterworth zero-phase filters (order 3 with a forward and backward pass) and downsampled to 64 Hz . Channels with a variance exceeding three times that of the surrounding ones were replaced by an estimate calculated using spherical spline interpolation. All channels were re-referenced to the average of the two mastoid channels to maximize auditory responses [28]. The first 500 ms at the start of each trial were removed to avoid responses elicited by the start of the stimulus. Finally, the EEG responses of each participant were standardized together to preserve the relative power across channels.

## Predictor variables

In the present study, we aimed to quantify how much variance in the brain responses is explained by various features of the auditory stimuli, ranging from low-level acoustic features to higher-level probabilistic features reflecting expectations of fundamental speech and/or music units. The choice of which features to include among the predictor variables was made considering research work focused on either music [17, 18, 19] or speech perception [20, 21, 26]. All features were extracted from the waveforms and ground truth annotations that come along with each version of the stimulus (melody, song, or speech) and were downsampled at 64 Hz to match them precisely to the EEG signals.

Since stimuli are exclusively monophonic, the sound acoustic $A$ was characterized by the broadband envelope $E$, computed as the absolute value of the waveform's Hilbert transforms. Additionally, we included its halfway rectified first derivative $D$ to model acoustic changes. Indeed, it is well known that brain responses are particularly sensitive to acoustic contrasts and bursts of energy. Phonemic information is often specifically located in acoustic onsets [82]; thus, it is important to control for responses to acoustic onsets [60, 20]. Similar considerations were made for music onsets [17]. On top of that, we included the onsets of the expectation features under test represented as one-hot encoded vectors [20, 17]. Phoneme onsets $O p$ were included when testing hypotheses on phonemic expectation encoding, and note onsets $O m$ when testing hypotheses on melodic expectation encoding. Phoneme onsets were determined from the phoneme-level annotations of the lyrics provided by the NHSS dataset, while note onsets were determined from the MIDI of musical score obtained using an automatic transcription algorithm [78], whose output was manually inspected and corrected (for more details see the section on stimuli creation). All expectation-related predictors were finally modeled as non-normalized modulations of these onsets.

## Phonemic expectation features

Phonemic expectation features, namely phonemic surprisal $S p$ and cohort entropy $H p$, were computed for all phonemes $p_{k}$ of a word of length $K$ except for the starting one $p_{1}$, which was not modeled. First, the likelihood of a phoneme sequence $p_{1} \ldots p_{K}$ being a valid speech token was estimated using a statistical model learned from a pronouncing dictionary. Given the CMU Pronouncing Dictionary [32], for each subsequence of phonemes, or cohort, $p_{1} \ldots p_{k}$ with $1<k \leq K$, we computed the probability distribution of the next possible phoneme $p_{k+1}$ by counting compatible occurrences in the dictionary. Given the probability distribution, the surprisal of phoneme $k$ describes how phoneme $p_{k}$ is surprising/unexpected given the previous phoneme sequence $p_{1} \ldots p_{k-1}$ in the word, or, in other words, it expresses its information content. Specifically, it is computed as the logarithm of the inverse conditional probability of occurrence of a given phoneme $p_{k}$ after a given phoneme sequence $p_{1} \ldots p_{k-1}$ :

$$
S\left(p_{k} \mid p_{1} \ldots p_{k-1}\right)=\log _{2}\left(\frac{1}{P\left(p_{k} \mid p_{1} \ldots p_{k-1}\right)}\right)
$$

The second feature that was extrapolated is the entropy of a given phonemic cohort/context. This measure was defined as the Shannon entropy [33] and computed by averaging the surprise over all possible phonemes in an alphabet $\mathcal{E}$ that can serve as continuations of that phonemic sequence:

$$
H\left(p_{1} \ldots p_{k}\right)=\sum_{p_{k+1} \in \mathcal{E}} P\left(p_{k+1} \mid p_{1} \ldots p_{k}\right) S\left(p_{k+1} \mid p_{1} \ldots p_{k}\right)
$$

These two features are complementary in that the first indicates the degree of expectedness, while the second clarifies the degree of uncertainty of the context, thus corresponding to a weaker or stronger sequence violation, respectively. We did not use the same definition of phoneme surprisal and cohort entropy as given by Brodbeck in [20], as we wanted to be consistent with the definitions used for music sequences given by Di Liberto in [17], which are based on the concepts of predictability and uncertainty and their role in musical pleasure and learning [37, 83, 48].

## Melodic expectation features

Therefore, we defined the melodic surprisal $S m$ and entropy $H m$ exactly as we did for phonemes. Given a note $n_{k}$, a note sequence preceding that note $n_{1} \ldots n_{k-1}$, and an alphabet E describing all possible pitch values, $S\left(n_{k} \mid n_{1} \ldots n_{k-1}\right)$ refers to the inverse probability of occurrence of a particular note at a given position in the melody and $H\left(n_{k}\right)$ describes how much that note sequence or context is uncertain. To estimate the probability distributions of each upcoming note $n_{k}$ necessary for the computation of $S_{k}$ and $H_{k}$, we used Information dynamics of music (IDyOM), a statistical model for implicit melodic learning based on variable-order Markov chains [31], whose modeling of human melodic expectation is already supported by several behavioral and neural studies [17, 31, 84, 85, 86]. This model can operate on multiple viewpoints, meaning that it can capture the distributions of various properties of music. Here, we focused on the pitch of a note and note on the onset time as done by Di Liberto et al. [17], as we wanted a parallel comparison of phonemic and melodic expectation encoding. IDyOM causally predicts upcoming notes in a melodic sequence by weighting predictions from a long-term memory (LTM) statistical model learned from a large corpus of Western music and short-term memory statistics (STM) learned online on the current musical piece [31]. While the first one simulates the statistical knowledge of a listener implicitly acquired in a lifetime of exposure to music, the second one is associated with the short-term memory of the statistics of the musical piece under test [31]. Specifically, the STM model estimates the probability distribution over every possible note continuation for every $n$-gram context up to a given length k (model order), which in our case is set to 20 , and combined with an entropy-based weighting function [31]. We kept the model order low as opposed to Di Liberto and colleagues [17], as we wanted to capture melodic surprisal only related to short contexts and avoid capturing musical structure at multiple hierarchical levels (defined as context lengths).

## Model estimation

For each participant and condition, the channel-specific mapping between a given feature set and the neural data was estimated by solving a regularised linear regression problem [27]. Therefore, separate and independent optimal filters were estimated for each of the 64 channels, 20 participants, and three conditions while considering all predictor variables concurrently. Nested leave-one-out cross-validation (across trials) was used to assess how well the models could predict unseen data while controlling for overfitting and selecting the regularisation parameter lambda. The model is learned considering multiple stimulus-response time lags tau to account for non-instantaneous interactions [27]. We
first fit the model using an exploratory time-lag window ranging from -200 to 1000 ms , which was later restricted to the significant peaks between -100 and 700 ms for the final analysis, thus reducing the dimensionality of the data and the risk of overfitting. Note that when training, the considered time window is always $\left[\tau_{\min }-\delta, \tau_{\max }+\delta\right]$, where $\delta=50 \mathrm{~ms}$ to avoid border artifacts. The quality of a prediction was then quantified by calculating the z-transformed Pearson's correlation between the measured signals and the corresponding predictions at each scalp electrode. The Fisher z-transformation is the inverse hyperbolic tangent of Pearson's correlation coefficient and is applied to correct for distortions introduced by the fixed end-points at 1 and -1 , yielding a variable whose distribution is approximately normally distributed with stable variance optimal for hypothesis testing. Model estimation and cross-validation algorithms are publicly available in the mTRF toolbox open-source Matlab package [27].

## Models comparison

We hypothesized that cortical signals encode melodic or phonemic expectations or both depending on the condition under test (speech, melody, and song). Consequently, we expected more accurate EEG predictions when using a combined feature-set $A O p P$ for speech and song and $A O m M$ for melody and song, as opposed to relying solely on acoustic features $A$ and onsets $O$. The reasoning behind this is that including entropy and surprisal predictors should improve the fitting score if the EEG responses are modulated by expectations, that is if $P$ and $M$ describe EEG dynamics that are not redundant with $A O$. To assess whether a given predictor brings significant contributions, we always compared the predictive performance of the complete model to the performance of a baseline model that adheres to the null hypothesis. This baseline is identical to the complete model except for the predictor under investigation, which is randomly shuffled in a manner that is appropriate to the hypothesis being tested. A predictor was considered to be encoded in the EEG if it significantly improved the model's fit across participants. Under the null hypothesis, which posits no causal relationship between the given predictor and the responses, a shuffled version of the predictor should perform equally well as the properly aligned version. Consequently, any difference in model fit between the full model and the shuffled models thus indicates a significant relationship between predictor and responses. This procedure enabled us to evaluate any incremental improvement in the model's performance due to a particular predictor without introducing bias by altering the model's complexity (the size of the predictors) and has been widely employed in cortical tracking experiments [17].

## Test of lateralisation

Tests of hemispheric asymmetry were performed by comparing model-fit improvement between the two hemispheres electrode by electrode, similarly as in [20]. First, a difference map was computed by subtracting from the z-score values of the full model the $z$-score values of the shuffled model. The left and right hemispheres were then compared electrode-wise by mapping the electrodes of one hemisphere into the other in a mirrored fashion and computing a two-tailed t-test while controlling for multiple comparisons. A potential confounding factor could be biases due to noise or other unknown factors toward one of the two hemispheres. However, a lateralization test of the reduced model (only acoustics) indicated no overall difference in predictive power in the left and right hemispheres.

## Statistical analysis

Statistical analyses were performed using two-tailed t-tests or non-parametric Wilcoxon signed-rank tests for pair-wise comparisons. The choice of using either the parametric or non-parametric test was based on the normality of the data, which was assessed via the Anderson-Darling test. The measure of the effect size was chosen similarly: Cohen's d was used when the assumption of normality holds, Wilcoxon's Z score otherwise. Correction for multiple comparisons was applied where necessary via the false discovery rate (FDR) approach. One-way ANOVA was used to assess when testing the significance of an effect over multiple ( $>2$ ) groups. The statistical significance of TRFs was assessed with a one-sample t-test against 0 for every time lag. The subject and song-wise statistical analyses were done using a jackknife cross-validation procedure to control for outliers.
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