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Nonlinear vibration of a sliding-mode-controlled structure: simulation and
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aINSA Lyon, CNRS, LaMCoS, UMR5259, 69621 Villeurbanne, France

Abstract

In this paper, the combination of a nonlinear system and a robust sliding-mode controller with sliding integral sur-
face is studied. This controller is composed of a linear part and a nonlinear part defined by a non-smooth function.
Calculating the frequency response curve of such a system can be time-consuming and difficult using time integra-
tion methods. An original algorithm based on the harmonic balance method and capable of directly calculating the
periodic solutions of a robust sliding-mode controller with sliding integral surface is proposed. In addition, the clas-
sical numerical methods for continuation of nonlinear frequency response curves and stability calculation of periodic
solutions have been adapted to take into account the integral component of the control law. Finally, experimental
validations on a non-linear structure have been carried out, attesting to the efficiency of the proposed controller and
the robustness of the proposed numerical tools.

Keywords: Nonlinear dynamics, Active vibration control, Sliding mode control, Harmonic balance method

1. Introduction

In several industrial sectors, there is a growing emphasis placed on mitigating mechanical vibrations. Whether they
are related to the aeronautics [1], automotive [2], or construction [3] sectors, they are the source of many hazardous
problems for the system or for its user. Among all the existing strategies for reducing vibrations, two approaches stand
out. The first approach involves a passive method with no external energy input, resulting in limited performance.
The famous Tuned Mass Damper (TMD) is a notable example of this approach [4, 5]. However, the TMD is limited
by its ability to damp a single frequency. The use of non-linear passive absorbers ensures frequency robustness [6].
Nevertheless, the management of bifurcation points, isolated solutions and changing stability becomes crucial in such
cases [7]. The second approach is the active approach [8] which involves the integration of sensors, actuators, and
control laws to enhance vibration damping. There is also a hybrid approach that combines both active and passive
techniques. The hybrid approach ensures a ”fail-safe” characteristic, whereby the passive component continues to
dampen vibrations if the energy supply to the active component is disrupted [9, 10]. For the purpose of this paper, we
focus on the active method.

The core component of active control [8] is the control law, responsible for regulating the energy flow between
the active force and the information processed by the sensor. Selecting the appropriate control law is of paramount
importance to achieve the desired behaviour. Numerous control laws have been developed in the literature, and in this
study, sliding mode control (SMC) is adopted. SMC, initially designed for variable structures [11], stands out due
to its robustness against disturbances, its applicability to non-linear systems, and its straightforward implementation
[12, 13]. SMCs are essentially low-frequency controls for robotics, but some have provided excellent results in modal
control, such as in the work of Zuo et al. [14] and more recently the paper of Rodriguez et. al. [15]. The main idea
behind this control law is to drive the system dynamics on a predetermined regime such as a fixed point or a limit
cycle [13]. This control is performed by a sliding manifold (sliding surface) that corresponds to a linear or nonlinear

∗Corresponding author.
Email address: sebastien.baguet@insa-lyon.fr (S. Baguet)

Preprint submitted to Mechanical Systems and Signal Processing 26 September 2023

Author manuscript, published in ”Mechanical Systems and Signal Processing”, Vol 211, 111209 (2024)
DOI: 10.1016/j.ymssp.2024.111209

The final publication is available at Elsevier via www.sciencedirect.com

https://doi.org/10.1016/j.ymssp.2024.111209
https://www.sciencedirect.com/science/article/abs/pii/S0888327024001079


Mesny et al. – Preprint submitted to Mechanical Systems and Signal Processing

combination of state variables (tracking error vector). The sliding mode control law is composed of two parts. A
continuous part maintains the dynamics of the system on the sliding manifold and a non-smooth part (non-linear
part) is constructed with a signum function that oscillates around the sliding manifold. The non-smooth nature of the
control law represents a significant challenge when it comes to calculating the frequency response function. Readers
who want more details about nonlinear systems with SMC and the use of the associated tools can refer to [16, 17].

The coupling between nonlinear dynamics and active control has received little attention in the literature. In the
present paper, an original algorithm for calculating the frequency response curve of a nonlinear system under sliding
mode control is proposed. For this purpose, the harmonic balance method [18] is combined with continuation and
stability methods. However, because of the use of a sliding surface integral with a non-smooth control law, standard
continuation and stability methods require several modifications.

The structure of this document is as follows. The operating system is described in section 2. The sliding mode
control method and the harmonic balance method associated with the proposed algorithm are discussed in Sections 3
and 4. Sections 5 and 6 present the experimental study of a one-degree-of-freedom (DOF) nonlinear system and the
experimental validation of the proposed algorithm. Finally, conclusions and perspectives are presented in Section 7.

2. System under consideration : nonlinear single-DOF reduced order model

A reduced order model of the nonlinear structure presented in Section 5 is considered. It is obtained through
a modal projection on the first mode and therefore contains all the interesting dynamics in the vicinity of the first
resonance. The resulting equation of motion taking active control into account reads:

Mẍ(t) +Cẋ(t) + Kx(t) + fnl(x) = fext + fa(t) (1)

with
fnl(x) = Knlx(t)3 (2)

fext = F cos (ωt) (3)

In the context of this study, let us define the displacement as x(t), where M, C, K, and Knl ∈ R1 represent the
mass, damping, stiffness, and nonlinear stiffness of the system, respectively. For the harmonic perturbation fext, the
amplitude and angular frequency are denoted as F and ω, respectively. The active component Fa(t) will be discussed
in detail in the following section. A visual depiction of the entire system is presented in Fig. 1.

Figure 1: Diagram of the system studied.

3. Sliding mode control

The following section outlines the design of the sliding mode control method, which revolves around the utilization
of a sliding manifold (also referred to as a sliding surface). The sliding manifold is devised to be a linear or nonlinear
combination of the state vector.
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Consider the tracking error of the oscillator position x(t) as e(t) = x(t) − xd(t), where xd(t) represents the desired
behaviour. In the context of vibratory applications, we assume that xd(t) = 0, indicating that the desired behaviour of
the system tends towards zero. The integral sliding manifold σ(t) is defined by:

σ(t) = α1x(t) + α2 ẋ(t) + α3

∫ t

0
x(τ)dτ (4)

with
α1

α2
> 0 and

α3

α2
> 0 (5)

where
∫ t

0 x(τ) represents the integral of the structure’s displacement. The benefit of an integral surface is to improve
tracking performance and the speed of convergence of the method. [19, 20]. However, the integral term has very
little influence on the dynamics of the steady-state regime. Fig. 2 illustrates the different phases of sliding mode
control in the three-dimensional phase portrait. The initial stage, known as the reach phase, is aimed at bringing the
system dynamics onto the sliding manifold. When the equation σ(t) = 0 is satisfied, it indicates that the system’s
dynamics are precisely on the sliding manifold. Subsequently, the sliding phase works towards aligning the system
dynamics with the desired behaviour, such as limit cycles for the specific forced system under investigation. The
sliding manifold plays a crucial role in the sliding mode control (SMC) approach as it governs the system’s behaviour.

Figure 2: Phase portrait and diagram of different phases of SMC

3.1. Design of the sliding surface

The sliding manifold, represented by σ(t), is formulated as a homogeneous differential equation. Consequently,
Eq. (4) possesses a unique solution achieved when σ(t) = 0. Careful selection of the sliding manifold’s parameters is
necessary to ensure that the system dynamics presents the desired behaviour of asymptotically reaching zero (or the
error e(t) = x(t)) with a well-designed controller. Various approaches exist for determining the optimal parameters of
the sliding manifold, such as pole placement [21] or employing the method of linear quadratic minimization of cost
function J. In this paper, the method of linear quadratic minimization is used to obtain the optimal parameters of the
sliding manifold, as described below:

J =
1
2

∫ +∞

ts

xT Qx dt (6)

with x ∈ RN being the state vector, Q ∈ RN×N both symmetric and positive definite weight matrixes, ts the moment
when the sliding mode starts, and N = 3, the numbers of necessary states. By minimizing the J function, the con-
vergence of one state is prioritized over another, with the ultimate goal of swiftly attaining the desired behaviour.
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Notably, the problem expressed in equation (6) is devoid of a penalty term, making it distinct from a conventional
Linear-Quadratic Regulator (LQR), and can be considered a cost-free control problem. Following mathematical ma-
nipulations and transformations of Eq. (6), the parameters of the sliding surface (4) α1, α2, α3 are obtained. These
parameters ensure the finite-time convergence of the system’s dynamics. The complete methodology of the linear
quadratic minimization method is described extensively in [13].

3.2. Control law and understanding

To ensure the stability of the resulting system and the convergence of σ, the controller is designed by considering
the Lyapunov function V and its derivative V̇ [22]:

V = 1
2σ

2

V̇ = σσ̇ = σ(α1 ẋ(t) + α2 ẍ(t) + α3x(t))
V̇ ≤ −ν|σ|

(7)

With :
ẍ(t) = M−1 (−Cẋ(t) − Kx(t) − fnl(x) + fa(t)) = M−1 (− f (x, ẋ) + fa(t)) (8)

The convergence velocity of the trajectory to the sliding surface is determined by a strictly positive real constant, de-
noted ν [23]. Here, the sliding mode controller is specifically used to exhibit robustness against external disturbances.
As a result, the controller is designed for the unforced system, where the external force is treated as an unknown
disturbance that is periodic and bounded. V is chosen to satisfy the following conditions:

a) V̇ < 0 for σ , 0

b) lim
|σ|→+∞

V = ∞

From Eq.(7) and Eq.(8), assuming

σ(α1 ẋ(t) + α2M−1 (− f (x, ẋ) + fa(t)) + α3x(t)) ≤ −ν|σ| (9)

The target condition is reached by the active force fa(t), as indicated:

fa(t) =
[
−M

(
α3x + α1 ẋ

α2

)
+ f (x, ẋ)

]
−

Mν

α2
sign(σ(t)) = η(t) + fanl(t) (10)

with:
f (x, ẋ) = Cẋ(t) + Kx(t) + fnl(x) (11)

η(t) = −M
(
α3x + α1 ẋ

α2

)
+ f (x, ẋ) (12)

fanl(t) = −ρsign(σ(t)) (13)

where ρ = Mν
α2

> 0 is the gain of the nonlinear active part and ”sign” is the nonlinear signum function such that:

sign(σ) =


1 i f σ(t) > 0
0 i f σ(t) = 0
−1 i f σ(t) < 0

(14)

The inclusion of a non-linear term containing the signum function in the system ensures stability in the Lyapunov
sense of the linear component and contributes to the robustness of the overall system. The effectiveness of the control
law relies on the level of non-smoothness exhibited by the active force. In this context, the signum function is
considered to be theoretically the most efficient. However, due to practical considerations such as actuator longevity
and the undesirable high-frequency harmonic generation known as the chattering effect [24], smoother versions of

4



Mesny et al. – Preprint submitted to Mechanical Systems and Signal Processing

this function are employed. These alternative versions include the saturation function, sigmoid function, and half-
sinusoidal function, among others. Furthermore, in order to improve performance (reducing the maximum amplitude
of the system within a specific frequency range), minimize control effort and reduce the chattering effect, it is common
to weight the non-linear part of the sliding mode control law by the square root of the absolute value of the sliding
surface, denoted as

√
|σ| :

fa(t) = η(t) +
√
|σ| fanl(t) (15)

Finally, the full regularized system of equations of the considered system is:
Γ(x, y, ω, t) = Mẍ(t) +Cẋ(t) + Kx(t) + fnl(x) − fext + fa(x, y, t)
fa(x, y, t) = −M

(
α3 x+α1 ẋ

α2

)
+ f (x, ẋ) − ρ

√
|σ(t)| × σ(t)

√
σ2+ϵ

σ(x, y, t) = α1x(t) + α2 ẋ(t) + α3y(t)
h(x, y, ω, t) = ẏ(t) − x(t)

(16)

where ϵ ≪ 1. In order to determine the amplitude of the steady-state regime at different frequencies, the system
described by equation (16) can be solved using time integration for each frequency value within the specified range.
The inclusion of the terms ẏ(t) − x(t) = 0 in equation (16) allows for the calculation of the integral term

∫ t
0 x(τ)dτ and

ensures the uniqueness of the solution. However, performing time integration becomes computationally demanding
due to the extended duration of the transient response. To overcome this challenge, the next section presents a method
based on the harmonic balance method, which enables the direct calculation of steady-state periodic solutions.

4. Harmonic balance algorithm for dynamic systems controlled by the sliding-mode method

Many methods can be used to calculate periodic solutions. Using the time-weighted residual method (orthogonal
collocation method as in COCO [25], the shooting method, the global orbit search, the harmonic balance method,
etc.). All these methods are explained in the review by Renson et al. [26].
For this section. 3, we describe the detailed algorithm for computing a frequency response function of a nonlinear
system under a nonlinear control law. First, the harmonic balance method (HBM) is used. This method is based on
the Fourier decomposition of periodic solutions [27]. Assuming x(t) is a truncated periodic solution to the Fourier
series of order H such that:

x(t) = a0 +

H∑
k=1

ak cos(ωkt) + bk sin(ωkt) (17)

where a0, ak and bk are respectively constant, even and odd Fourier coefficients. Equation (17) is conveniently rewrit-
ten as:

x(t) = TH(ωt)X (18)

with X the vector of Fourier coefficients and TH(ωt) = [1 cos(ωt) sin(ωt) . . . cos(Hωt) sin(Hωt)] of size (2H + 1)
the Fourier basis composed of trigonometric functions.
Introducing Eq. (18) in the first and last equations of (16) and applying a Galerkin procedure on TH(ωt) [28] yields
two equilibrium equations R(X,Y, ω) and H(X,Y, ω):{

R(X,Y, ω) = Z(ω)X + Fnl(X) − P − Fa(X,Y, ω)
H(X,Y, ω) = Y − ζ(ω)X (19)

where
Z(ω) = ω2∇2M + ω∇C + I(2H+1)K (20)

ζ(ω) =
1
ω
∇̃ (21)

with M, C, K defined in Eq. (1) and where P, Fnl(X,Y, ω) are the vectors of Fourier coefficients of the external
perturbation fext, the nonlinear forces fnl and the active force fa(x, y, t) respectively. The term I(2H+1) is the identity
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matrix of size R(2H+1)×(2H+1); ∇ is the derivative operator and ∇̃ the integral operator which represent the pseudo-
inverse of ∇ both dimensioned R(2H+1)×(2H+1) such that:

∇ = diag(0,∇1,∇2, ...,∇i, ...,∇H) with ∇i = i
[

0 1
−1 0

]
(22)

∇̃ = diag(0, ∇̃1, ∇̃2, ..., ∇̃2, ..., ∇̃H) with ∇̃i =
1
i

[
0 −1
1 0

]
(23)

The uniqueness condition, as previously explained in equation (16), is represented by the second equation of (19).
The computation of the nonlinear forces Fnl(X) and the active force Fa(X,Y, ω) will be formulated in section 4.1 and
section 4.2 respectively. Furthermore, when constructing vector Y , care is taken to avoid introducing a rigid body
mode through integration, as ∇̃ × ∇ does not yield a perfect identity matrix. More specifically, the first component
contains a zero, which prevents the computation of the constant Fourier coefficient.

4.1. Computation of the nonlinear terms and their derivatives (AFT)
In order to deal with the non-linear term fnl(x, ẋ) and bypass the need for convolution in the Fourier domain due

to the time domain product, Cameron et al. [29] employed the AFT (Alternating Frequency Time) method. This
approach utilizes the discrete Fourier transform to evaluate the non-linear term in the time domain, following which
it returns to the Fourier domain, as illustrated in equation (24).

X −−−−−→
DFT−1

(x, ẋ) −→ fnl(x, ẋ) −−−→
DFT

Fnl(X) (24)

The nonlinear forces Fnl(X) and the general derivative terms dFnl(X)
dX are computed as follows [30]:

Fnl(X) = Ψ−1 f̄nl(x, ẋ) (25)

dFnl(X)
dX

=
∂Fnl(X)
∂ f̄nl

∂ f̄nl(X)
∂q̄

∂q̄
∂Q
+
∂Fnl(X)
∂ f̄nl

∂ f̄nl(X)
∂ ¯̇q

∂ ¯̇q
∂Q
= Ψ−1 ∂ f̄nl(x, ẋ)

∂x
Ψ + Ψ−1 ∂ f̄nl(x, ẋ)

∂ẋ
ωΨ∇ (26)

with

f̄nl(x, ẋ) =


fnl(x(t1), ẋ(t1))
fnl(x(t2), ẋ(t2))

...
fnl(x(tN), ẋ(tN))

 (27)

x̄(t) = ΨX =


x(t1)
x(t2)
...

x(tN)

 (28)

¯̇x(t) = ωΨ∇X =


ẋ(t1)
ẋ(t2)
...

ẋ(tN)

 (29)

where

Ψ =


1 cos(θ1) sin(θ1) · · · cos(Hθ1) sin(Hθ1)
...

...
...

...
...

1 cos(θN) sin(θN) · · · cos(HθN) sin(HθN)

 ; Ψ−1 =
2
N



1
2 · · · 1

2
cos(θ1) · · · cos(θN)
sin(θ1) · · · sin(θN)
...

...
cos(Hθ1) · · · cos(HθN)
sin(Hθ1) · · · sin(HθN)


(30)

Ψ−1 the pseudo inverse of ψ, N > 2H + 1 the number of time samples and θi = ωti∀ i = 1 . . .N. The analytical
derivatives are more detailed in [31].
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4.2. Computation of the active control force

The active control force is also written as a Fourier series

faNL(t) = c0 +

H∑
k=1

ck cos(ωkt) + dk sin(ωkt) (31)

whose Fourier coefficients ck and dk can be obtained analytically by means of an integral over a period T = 2π
ω

or over
a period 2π if θ = ωt is used instead of t:

ck =
1
T

∫ T

0
faNL(t) cos(ωkt)dt =

1
2π

∫ 2π

0
faNL(θ) cos(kθ)dt (32)

dk =
1
T

∫ T

0
faNL(t) sin(ωkt)dt =

1
2π

∫ 2π

0
faNL(θ) sin(kθ)dt (33)

As shown in Fig. 3, a periodic solution crosses the sliding surface at θ = θ∗ and θ = θ∗ + π, where the active force
undergoes a sign change and is therefore discontinuous. As a consequence, integrals 32 and 33 must be split in two
parts from 0 to θ∗ and from θ∗ to θ∗ + π. Using the symmetry of faNL finally yields:

ck =
2
π

∫ θ∗+π

θ∗
faNL(θ) cos(kθ)dt =

4ρ
kπ

sin(kθ∗) (34)

dk =
2
π

∫ θ∗+π

θ∗
faNL(θ) sin(kθ)dt = −

4ρ
kπ

cos(kθ∗) (35)

+

-

Figure 3: Phase portrait: periodic solution in dashed line and sliding surface in orange

Since θ∗ corresponds to the intersection of a periodic solution with the sliding surface, it solves:

σ(θ∗) = σ(ωt∗) = 0 (36)

and can be found with a Newton-Raphson iteration procedure (more details in algorithm 1). This technique is much
more faster than the AFT method used for fnl(x, ẋ) but is only possible because of the specific form of faNL(t).
Since faNL(t) is a non-smooth function, a large number of harmonics are required to mitigate the effects of the Gibbs
phenomenon, as illustrated in figure 4. Introducing a regularization of the signum function reduces the number of
harmonics, but the analytical calculation of the regularized function coefficients can be complex. Consequently, a
numerical integration of the Fourier coefficients is performed between the limits of θ∗ and θ+π. Figure 5 shows the
number of harmonics required to reach convergence with the regularization of the signum function by:

faNL(t) = ρ
σ

√
σ2 + ϵ

(37)
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For the reasons given in Sect. 3.2, the term
√
σ will be used in front of the non-linear active part (see Eq. (38)) in

the following sections of this manuscript. Figure 6 shows the temporal representation of the law used. The algorithm
for calculating nonlinear active forces is summarized in figure 7.

faNL(t) = ρ
√
|σ|

σ
√
σ2 + ϵ

(38)

Figure 4: Non-smooth law (signum function): evolution of convergence as a function of the number of harmonics for ρ = −0.2: (left) Nonlinear
active force, (right) Phase plan

Figure 5: Smooth law as expressed in Eq.(37): evolution Regularized law: evolution of convergence as a function of the number of harmonics for
ρ = −0.2 and ϵ = 10−2. (left) Nonlinear active force, (right) Phase plan

8
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Figure 6: Smooth law as expressed in Eq.(38): evolution Regularized law: evolution of convergence as a function of the number of harmonics for
ρ = −0.2 and ϵ = 10−5. (left) Nonlinear active force, (right) Phase plan

Algorithm 1 Algorithm proposed to calculate θ∗

i← 1
θ∗ ← θ0 = ωt0
σ(θ∗)← α1x(t0) + α2 ẋ(t0) + α3

∫ t0
0 x(τ)dτ

while ||σ|| ≤ ϵ & i ≤ imax do
Compute J = σ̇(θ∗) = α1 ẋ(ti) + α2 ẍ(ti) + α3x(ti)
δθ ← −J−1σ(θ∗)
θ∗ ← θ∗ + δθ
i← i + 1
σ(θ∗)← α1x(ti+1) + α2 ẋ(ti+1) + α3

∫ ti+1

0 x(τ)dτ
end while

Figure 7: Algorithm: calculation of the non-linear active part.
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4.3. Continuation procedure

The continuation procedure is the main tool of nonlinear dynamics. Coupled with a periodic solution algorithm
(see section 3), it allows building the frequency response function (FRF). There are two main families of continuation
methods. First, the asymptotic method [32, 33] based on asymptotic series expansion and the prediction-correction
method such as the pseudo-arc-length used by Crisfiel, M. A in [34]. In this section, we focus on the latter method to
avoid quadratic formalism.
Assuming RX , RY , Rω the Jacobian matrices of R(X,Y,Ω), such that:

RX =
∂R(X,Y, ω)

∂X
= Z(ω) +

dFnl(X)
dX

+
∂Fa(X,Y, ω)

∂X
(39)

RY =
∂R(X,Y, ω)

∂Y
=
∂Fa(X,Y, ω)

∂Y
(40)

Rω =
∂R(X,Y, ω)

∂ω
=
∂Z(ω)
∂ω

X +
∂Fa(X,Y, ω)

∂ω
=

[
2ω∇2M + ∇C

]
X +

∂Fa(X,Y, ω)
∂ω

(41)

and HX , HY , Hω the Jacobian matrices of H(X,Y,Ω), such that:

HX = −
1
ω
∇̃ (42)

HY = I2H+1 (43)

Hω =
1
ω2 ∇̃X (44)

where I2H+1 ∈ R(2H+1)×2H+1) the identity matrix. The pseudo arc length method starts with solutions (Xk,Yk, ωk),
where k is the number of iterations. The first step is to predict an approximate solution using a tangent vector tk

tk =
[
∆XT ∆YT ∆ω

]T
(45)

obtained by solving  RX RY Rω

HX HY Hω

∆XT ∆YT ∆ω


∆X
∆Y
∆ω

 =
02H+1,1
02H+1,1

1

 (46)

to make the vector tk unitary, a normalization is added such that:

∆2
s = ||tk || = ∆XT∆X + ∆YT∆Y + ∆ω2 (47)

The step length ∆s is adapted according to the number of iterations of the Newton-Raphson algorithm [35]. The
prediction at each iteration k > 1, is given by: X1

Y1
ω1

 =
X0
Y0
ω0

 +
∆X
∆Y
∆ω

 (48)

The second consists of successive corrections along the direction orthogonal to the tangent vector tk using a Newton-
Raphson solver. The correction at iteration k is the solution of the following solved system : Rk

X Rk
Y Rk

ω

Hk
X Hk

Y Hk
ω

∆XT ∆YT ∆ω


δXk

δYk

δωk

 = −
Rk(X,Y, ω)
Hk(X,Y, ω)

0

 (49)

until the absolute value of the residual decreases to a specified tolerance level.
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4.4. Stability analysis
In Section 4.3, an algorithm capable of computing the frequency response of a nonlinear system controlled by

sliding mode was presented. In order to obtain all the information about the dynamics of the system, the stability of
the periodic solutions is treated. This information gives the stable and unstable branches of the FRF and the associated
bifurcation points. In the frequency domain, as in the work of Von Groll et al. [36], Hill’s method allows transforming
a time-varying problem into an eigenvalue problem. The stability of the periodic solutions follows from the study of
the eigenvalues.

In this manuscript, Hill’s method is modified to the integral term Y = 1
ω
∇̃X. As we will show, the latter introduces

a new variable in the system and forces the Hill problem to be singular. First of all, let us define:

x(t) = xp(t) + s(t), y(t) = yp(t) + r(t) (50)

where r(t), s(t) are the perturbations and yp(t), xp(t) the periodic solutions. Assuming s(t) and r(t) such that:

s(t) = p(t)eΛt, r(t) = q(t)eΛt (51)

ṡ(t) = ( ṗ(t) + p(t)Λ)eΛt ṙ(t) = (q̇(t) + q(t)Λ)eΛt

s̈(t) = (p̈(t) + 2Λṗ(t) + p(t)Λ2)eΛt r̈(t) = (q̈(t) + 2Λq̇(t) + q(t)Λ2)eΛt (52)

with Λ being the Floquet exponents and p(t), q(t) the periodic solutions. Similarly, we define the non-linear and active
perturbed forces: 

Fnl(xp(t) + s(t)) ≈ Fnl(xp(t)) + ∂Fnl
∂x s(t)

Fa(xp(t) + s(t)) ≈ Fa(xp(t)) + ∂Fa
∂x s(t)

Fa(yr(t) + s(t)) ≈ Fa(yp(t)) + ∂Fa
∂y r(t)

Fa(ẋp(t) + ṡ(t)) ≈ Fa(ẋp(t)) + ∂Fa
∂ẋ ṡ(t)

(53)

Following the same Galerkin procedure as Eqs.(50), (53) in the system (16) and after several mathematical manipula-
tions, the perturbed time system is written as:{

Ms̈(t) + (X + ∂Fa
∂ẋ )ṡ(t) +

(
K + ∂Fnl

∂x +
∂Fa
∂x

)
s(t) + ∂Fa

∂y r(t) = 0
ṙ = s

(54)

=⇒

{
M( p̈(t) + 2Λṗ(t) + p(t)Λ2) + (C + ∂Fa

∂ẋ )( ṗ(t) + p(t)Λ) +
(
K + ∂Fnl

∂x +
∂Fa
∂x

)
p(t) + ∂Fa

∂y q(t) = 0
(q̇(t) + q(t)Λ) = p(t)

(55)

Let ϕ and ψ be the Fourier coefficients of p(t) and q(t), respectively, such that

p(t) = TH(ωt)ϕ, q(t) = TH(ωt)ψ (56)

According to the procedure described in Sect.3, the frequency quadratic eigenvalue problem is given by:{
(Λ2∆2 + Λ∆1 + RX)ϕ + RYψ = 0

(PY + ΛI2H+1)ψ = ϕ
(57)

where 

∆2 = I(2H+1)M
∆1 = 2ω∇M + I2H+1C +

(
dFa(X,Y,ω)

dX

)
RX = Z(ω) +

(
dFnl(X)

dX

)
+

(
dFa(X,Y,ω)

dX

)
RY =

∂Fa(X,Y,ω)
∂Y

PY = ω∇

(58)

The classical eigenvalue problem of introducing the new variable is performed: θ = Λϕ. The new system can then be
written as follows:

(B1 − ΛB2)

θϕ
ψ

 =
000

 (59)
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where

B1 =

 ∆1 Rκ Ry

−I(2H+1) 0(2H+1) 0(2H+1)
0(2H+1) −I(2H+1) Py

 (60)

B2 =

 −∆2 0(2H+1) 0(2H+1)
0(2H+1) −I(2H+1) 0(2H+1)
0(2H+1) 0(2H+1) −I(2H+1)

 (61)

with 0(2H+1), a null matrix of size R(2H+1)×(2H+1). The Floquet exponents are the eigenvalues of the B matrix:

B = B−1
2 B1 =

−∆
−1
2 ∆1 −∆−1

2 Rκ −∆−1
2 Ry

I(2H+1) 0(2H+1) 0(2H+1)
0(2H+1) I(2H+1) −Py

 (62)

Here B is singular due to the addition of the y(t) variable and possesses a null eigenvalue. In order to assess stability,
it is imperative to eliminate the null eigenvalue and consider only the two smallest eigenvalues of B.

The Floquet exponents λ1, λ2 are studied at each continuation step and the way they cross the imaginary axis tells
us about the type of bifurcations, as shown in the following diagram:

1. Limit Point (LP) or Branch Point (BP)→λi = 0: A stable or unstable periodic branch changes stability

2. Neimark-Sacker (NS)→λi = ±iκ: A stable quasi-periodic branch and a periodic branch are created

3. Period doubling (PD)→λi = ±iπ f : A period-doubling branch is created

with κ ∈]0, π f [ and f the frequency.

4.5. Bifurcation tracking for parametric analysis
Bifurcation tracking is widely used for parametric analysis. The main idea of this method is to introduce a new

continuation parameter (control law parameter, nonlinear stiffness, etc.) to obtain the evolution of bifurcation points.
The first step of the method consists in correctly characterizing the bifurcation points [37, 38]. To do this, an extended
system for each bifurcation point is computed. Then, a variant of the continuation method presented in Sect.4.3 taking
into account the new parameter applied. The method followed is detailed in the work of Xie et.al. [30]. For the sake
of conciseness, it will not be explained in this paper.

4.6. Numerical validation of the proposed algorithm
In this section, the notions seen previously are tested on an adimensional system of Duffing type. Let us consider

the following system:
mẍ + cẋ + kx + knlx3 = Γ sin(ωt) + Fa(t) (63)

The Eq. (63) represents the general dynamics of a nonlinear system. In this example, the active force Fa(t) is given
by:

Fa(t) = −m
(
α3x + α1 ẋ

α2

)
+

(
kx + cẋ + knlx3

)
− ρ

√
|σ| ×

σ(t)
√
σ2 + ϵ

(64)

Figure 8 (left) shows the performance of the linear part of the η(t) control law. Figure 8 (right) shows the difference
between the system without control, the function presented in Eq. (64) and a regularized form of the sign function
by the saturation function for the parameters given by table 1. As shown in section 3.2, the sign function performs
slightly better than the regularized function.

m c k kknl Γ ω ρ ϵ

1 0.2 1 0.4 0.5 1 -2 10−5

Table 1: Parameters used for the numerical simulation.
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Figure 8: Temporal comparison: (left) linear active part only, (right) nonlinear and linear active part.

The parameters of the sliding surface are calculated by the linear quadratic minimization method (see section 3.1).
The weighting matrix Q is chosen to be diagonal so as not to introduce state coupling in the system. Furthermore, the
terms are chosen so that the performance is interesting enough to validate the proposed algorithm. The Q weighting
matrices used are:

Q =

100 0 0
0 10 0
0 0 1

 (65)

the parameters of the sliding surface σ(t) that depend on the weighting of Q are:

σ =
[
α1 = 3.261 α2 = 1 α3 = 0.316

]  x1
ẋ1∫
x1

 (66)
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Figure 9: Frequential response - 30 Harmonics : (left) Comparison of the system without control (black), a system with nonlinear control only
(blue) ρ = 0.5, and a system with nonlinear and linear control (red) for ρ = 0.5, (right). Comparison of the system calculated with the proposed
algorithm (red line) and by temporal integration with ODE45 (black stars) for the system with complete active control

Fig.8 (right) shows the temporal response of the system with control without the non-linear part of the active
force. It can be seen that the amplitude is already reduced compared to the system without control. However, as
seen in Sect.3.1, the stability of such a controller is not guaranteed and may diverge with time. Fig.9 (left) shows
the difference between the frequency response of the noncontrolled system and the controlled system with the law of
Eq.(64). The system’s dynamic response with active control is well-damped compared to the system without control.
The coefficient α3

α2
brings a shift of the natural frequency of the controlled system induced by the continuous part of

the control law. The new resonant frequency of the controlled system is given by:

ωcont =

√
α3

α2
(67)

However, The figure does not display the resonance peak due to significant damping caused by the sliding mode
through the α1 coefficient. Moreover, the controlled system does not have a static response equal to 0 at ω = 0rad.s−1

due to the addition of an integral term in the control law. Figure 9 (right) shows the comparison between the system
response calculated in the frequency domain and that calculated in the time domain by the Matlab ODE45 solver (with
a relative tolerance accuracy of 10−9). The good consistency of the proposed methods is verified.

The linear part of the linear active control η(t) allows the theoretical linearization of the system. To obtain a
true non-linear system (without the compensation of system terms), we remove this linear part. An evolution of the
bifurcation point (limit point) as a function of controller gain is then presented.

14



Mesny et al. – Preprint submitted to Mechanical Systems and Signal Processing

(a) (b)

Figure 10: (a)Limit point tracking with respect to the gain parameter
√
|σ|ρ and (b) Tracking curve projection.

In Fig. 10, the branch of limit points (in blue) obtained with the bifurcation tracking algorithm (see Sect. 4.5)
is plotted together with several Frequency Response Curves (FRC) to facilitate the interpretation of the results. For
small values of the gain ρ, the FRC are strongly nonlinear and their unstable part is delimited by two limit points.
Looking at the branch of limit points, it can be observed that the two limit points draw closer for increasing values of
ρ and eventually merge for ρ ≈ 0.14. For higher values of gain ρ, there is no longer any limit point and the FRF is
linear and always stable.

5. Experimental set-up

Figure 11 depicts the system under investigation in this study. The structure is 50 cm high and 25 cm wide, and is
composed of three 5mm-thick steel plates. The positioning of the electrodynamic shaker induces excitation, reaching
a height of 30 cm. The mechanical arrangement of the structure, along with the positioning of the electrodynamic
shaker, exhibits a slight softening behaviour. However, due to the limited stroke of the shaker, triggering this nonlin-
earity effectively becomes challenging. To recreate the Duffing behaviour observed and mentioned in Section 4.6, an
artificial hardening nonlinearity is introduced using a control loop, following the approach employed by Abeloos et
al. [39] and Zao et al. [40]. The objective is to precisely master the nonlinearity of the structure.

The measurements are performed by an accelerometer (sensitivity 9.869 pC/g) at 50cm high, a laser (sensitivity
5e-3 m/V) positioned at a height of 30 cm, and a force sensor ( sensitivity 4.123 pC/N ) positioned between the
structure and the electrodynamic shaker, as shown in the diagram in Fig.11. The purpose of this device is to verify the
experimental validity of the proposed algorithm and control design simultaneously.
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Figure 11: Experimental setup - blue circle: laser, green circle: accelerometer, orange circle: force sensor, magenta circle: electrodynamic shaker,
and in yellow the seismic mass sensor.

Figure 12: Bode transfer function from 5 to 40 Hz.

Figure 12 displays the frequency response function obtained using white noise, revealing the presence of the
primary mode of interest at a frequency of 14.5Hz. In addition, a highly damped peak is observed around 19.4Hz,
which corresponds to the pitch mode of the seismic mass. Although this peak slightly alters the phase, it has minimal
impact on the cleanliness and phase characteristics of the primary mode of interest. The effective modal mass of the
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structure on the first bending mode is 8.3kg. Details of the modal mass measurement are described in Sect.5.2.

5.1. Nonlinear feedback: generation of the non-linearity

As indicated in Fig.13 a cubic stiffness is generated by nonlinear feedback based on displacement.

External perturbation

Sliding mode 
observer

Sliding mode control

Main linear system

Figure 13: Block diagram: Nonlinear feedback and control on a linear structure coupled to an observer

Here, the shaker-structure interaction is not taken into account because the signal measured by the force sensor is
close to the desired digital sinus [41] and the transfer function between the input voltage of the electrodynamic shaker
and its output current is constant.
All the experimental data are obtained with dSpace MicroLabBox with a temporal sampling of ∆t = 10−4s. The
diagram shown in Fig.13 was implemented in Simulink.

5.2. System identification

In this article, the Restoring Force Surface method (RFS) method is used as in the work of Kerschen et al. [42].
The main idea of RFS is to divide the equation of motion into two parts. On the one hand inertial and external forces
mẍ and P, respectively, and on the other hand, a function f (x, ẋ) such that:

f (x, ẋ) = kx + knlx3 + cẋ = λP − mẍ (68)

with (k, knl, c) the modal parameters and λ the projection coefficient. The terms ẋ and x are obtained by the numer-
ical integration of acceleration ẍ. The output is filtered twice by a Butterworth second-order band-pass filter with a
bandwidth from 5Hz to 50Hz to suppress trends and obtain a zero-phase signal. This method is used in the work of
Worden.K [43] and Keegan J. M et al. [44].

The external force is an up-and-down sinusoidal sweep [45] with an instantaneous frequency that varies from 9.5
Hz to 17.5 Hz in 100 seconds, stabilizes at 17.5 Hz for 50 seconds and then varies from 17.5 Hz to 9.5 Hz in 100
seconds, as shown in Fig.14(a). The modal mass m is found by the successive addition of a small mass δm on the
structure. The resulting system between the modal mass, modal stiffness and appropriate pulsation (for every δm) is
then resolved by the mean least squares method.

A least-squares fitting of f (x, ẋ) is performed to find the modal parameters (k, knl, c) and the projection coefficient
λ. The resulting polynomial contains cross and non-linear terms. To know which terms are predominant in this
polynomial, the In meaning factor is used as in the work of Worden et al. [46].

17



Mesny et al. – Preprint submitted to Mechanical Systems and Signal Processing

(a) Temporal accelerations and their derivatives (b) Restoring force surface

(c) Stiffness identification (d) Damping identification

Figure 14: Parameter identification

Damping is assumed to be linear and is manually readjusted after identification. The identified parameters and
sliding surface coefficients are presented in Table 2 and 3. They will be used in the rest of the paper.
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Parameters m c k knl λ

Values 8.3 Kg 44.920 N.s.m−1 6.753 × 104 N.m−1 5.821 × 109 N.m−3 0.6

Table 2: Parameters identified

Parameters α1 α2 α3

Values 27.084 8.3 2.624

Table 3: Sliding surface parameters: σ

5.3. Nonlinear sliding observer

The states of the system (x, ẋ,
∫

xdt) are obtained by a ”Super-Twisting Observer” [13] based on the actual dis-
placement x1 from the laser. The observed velocity x̂2 and the observed integral of the displacement x̂3 =

∫
x is

calculated by integrating the following system (69) at each time step with:
˙̂x1 = x̂2 + λ1|e1|

1/2sign(e1)
˙̂x2 = f (x1, x̂2, x̂3) + λ2sign(e1)
˙̂x3 = x̂1

(69)

The coefficients λ1 and λ2 are determined as λ1 = 1.5L1/2 and λ2 = 1.1L, where L represents the maximum attainable
acceleration of the system [13]. These specific coefficient values are selected to strike a favourable balance between
achieving rapid convergence and ensuring high accuracy [13]. f (x1, x̂2, x̂3) is the dynamical equation of the system
under consideration and e1 = x1 − x̂1. A second-order elliptic high pass filter with a cutoff frequency of 2Hz was used
in the last equation in order to remove DC components.

6. Experimental results and numerical comparison

In this section, the numerical and experimental results are compared. The control law used is the function (64).
Excitation is provided by a sine sweep-up and sweep-down, as described in Sect. 5.2.

Figure 15: Experimental results - response without control: (left) Linear response without artificial nonlinearity (sweep up in blue). (right)
Hardening nonlinear response (sweep up in blue and sweep down in orange). The black line, red line and yellow points indicate the numerical
validation of the stable branches, the unstable branch and the limit points, respectively

19



Mesny et al. – Preprint submitted to Mechanical Systems and Signal Processing

Fig.15 presents the response of the structure with and without artificial nonlinearity. As mentioned in Sect.4, a
slight softening nonlinearity in Fig.15 (left) is noticed. The comparison with the numerical fit model shows good
consistency for the results (see Fig.15 (right)) and confirms the linear damping approximation.

(a) ρ = 1 (b) ρ = 4 (c) ρ = 7

Figure 16: Experimental results - response with control (sweep up in blue and sweep down in orange), model calibration black and limit points
yellow dot: (a) ρ = 1 and the linear part such that 0.2 × η, (b) ρ = 4 and the linear part such that 0.2 × η, (c) ρ = 7 and the linear part such that
0.2 × η.

Figure 16 shows comparison between experimental and numerical models for three values of the gain. In this
study, only the gain corresponding to the non-linear part is modified. For large ρ gains, the vibratory amplitude of the
structure is strongly damped. The ρ parameter serves two purposes when the system is forced. First, it improves the
speed of the transient regime. The greater the value of ρ, the faster the convergence to the desired behavior. Secondly,
when the limit cycle (periodic steady-state regime) is reached, it reduces the vibration amplitude. Here again, the
greater the value of ρ, the greater the reduction in vibration amplitude. It is worth mentioning that this vibration
damping is not due to the addition of artificial damping, but to the rejection of external disturbance caused by the
non-linear part of the active force. The numerical response after adding the active control has a frequency different
from the experimental one. This problem is due to the fact that the internal effects of the shaker, the power amplifier
and the delay in the feedback loop are not taken into account. A more accurate identification could have been done,
but it is not necessary here. The experimental results show that the prediction made by the bifurcation tracking in
Fig.10 is verified. The nonlinear response becomes progressively linear as the nonlinear control effort increases. We
observe experimentally the disappearance of the limit points, despite the addition of the linear part of the control.
Indeed, the amplitude of the system controlled is so small that nonlinearity does not occur. To conclude this section,
the proposed algorithm allows predicting the behaviour of a nonlinear structure controlled by a sliding mode control
law quite accurately.

7. Conclusion

This study focused on a sliding-mode control law that incorporates a nonsmooth nonlinearity and a variable related
to the integral of displacement, which poses challenges in calculating the frequency response. The article presented
the development of an algorithm to calculate the frequency response of a sliding-mode controlled structure, along
with a stability analysis. These two tools enabled more comprehensive understanding of the system’s dynamics. To
validate the proposed algorithm, an experimental one-degree-of-freedom system with localized artificial nonlinearity
was devised, and the model was calibrated. This work served as the primary contribution of the paper. The results
demonstrated a strong correlation between the numerical and experimental models, confirming the effectiveness of
sliding mode control for systems with nonlinear dynamics. Future research will aim to extend the algorithm to two-
degree-of-freedom nonlinear systems and consider the quasi-periodic nature often observed in such systems, resulting
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from linearization caused by the control law. In addition, exploring the design of the control law is another avenue for
investigation. The current sliding surface parameters were designed based on Hurwitz’s criterion for linear systems,
but it would be interesting to account for the nonlinearity of the system and solve the Riccati equation for nonlinear
systems to determine these parameters. Lastly, the question of optimizing the control law arises. Potential avenues
for exploration include variable gain as a function of frequency and the incorporation of artificial intelligence, as
suggested in the literature [47]. These future optimizations, based on passivity, are aimed at enhancing the controller’s
performance in terms of energy efficiency and damping across a wide frequency range in the system studied.
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