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Abstract. Global existence and boundedness of solutions to the Cauchy problem for the four dimensional fully parabolic chemotaxis system with indirect signal production are studied. We prove that solutions with initial mass below $(8 \pi)^{2}$ exist globally in time. This value $(8 \pi)^{2}$ is known as the four dimensional threshold value of the initial mass determining whether blow-up of solutions occurs or not. Furthermore, some condition on the initial mass guaranteeing that the solution remains uniformly bounded is also obtained.
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## 1. Introduction

We study the Cauchy problem for the chemotaxis system with indirect signal production:

$$
\left\{\begin{array}{lr}
\partial_{t} u-\Delta u+\nabla \cdot(u \nabla v)=0, & t>0, x \in \mathbb{R}^{4},  \tag{1.1}\\
\partial_{t} v-d_{1} \Delta v+\lambda_{1} v=w, & t>0, \\
\partial_{t} w-d_{2} \Delta w+\mathbb{R}^{4}, \\
(u, v, w)(0, x)=\left(u_{0}, v_{0}, w_{0}\right)(x), & t>0, \\
x \in \mathbb{R}^{4}, \\
& x \in \mathbb{R}^{4},
\end{array}\right.
$$

with positive diffusion coefficients $d_{1}, d_{2}>0$, and nonnegative death rates $\lambda_{1}, \lambda_{2} \geq 0$, the initial data $\left(u_{0}, v_{0}, w_{0}\right)$ being nonnegative functions on $\mathbb{R}^{4}$. The purpose of this paper is to show the global existence and the boundedness of nonnegative solutions to the Cauchy problem (1.1) under some assumptions on the initial mass of $u_{0}$.

[^0]Chemotaxis is a biological phenomenon involving migrations, particularly aggregation, of cells or organisms in reaction to the concentration gradient of some chemical stimuli. In 1970, a basic mathematical system modeling chemotaxis was set up by Keller-Segel [20] as follows:

$$
\left\{\begin{array}{l}
\partial_{t} u-\Delta u+\nabla \cdot(u \nabla v)=0  \tag{1.2}\\
\partial_{t} v-\Delta v+\lambda v=u
\end{array}\right.
$$

with $\lambda \geq 0$. Here, the unknown functions $u$ and $v$ represent the density of the slime molds population and the concentration of the chemical substance, respectively, so that it is natural to assume that the solutions are nonnegative. If we consider the system (1.2) in $\mathbb{R}^{n}(n \geq 2)$, the system (1.2) with $\lambda=0$ is invariant under the scaling transformation

$$
\begin{equation*}
u_{\mu}(t, x)=\mu^{2} u\left(\mu^{2} t, \mu x\right), \quad v_{\mu}(t, x)=v\left(\mu^{2} t, \mu x\right), \quad \mu>0 \tag{1.3}
\end{equation*}
$$

According to the Fujita-Kato principle [6, 11], the scaling critical space of the initial condition $u_{0}$ of the cell density $u$ is $L^{n / 2}\left(\mathbb{R}^{n}\right)$ and it is its size in $L^{n / 2}\left(\mathbb{R}^{n}\right)$ which determines the dynamics of the solution. Observing that suitably defined nonnegative solutions to (1.2) satisfy the mass conservation $\|u(t)\|_{1}=\left\|u_{0}\right\|_{1}$ for $t>0$, we realize that this conservation law matches the critical space $L^{n / 2}\left(\mathbb{R}^{n}\right)$ in the two dimensional case $n=2$ and the behavior of the solutions to (1.2) is governed by the size of the initial mass $\left\|u_{0}\right\|_{1}$ of the first component $u$. Indeed, the problem (1.2) in space dimension $n=2$ features critical phenomena and has been the subject of several studies. In particular, it is known that the solution to (1.2) exists for all times if the initial mass $\left\|u_{0}\right\|_{1}$ is smaller than an explicit threshold value $M^{*}$, whereas finite (or infinite) time blowup may occur for solutions having an inital mass exceeding $M^{*}$, see $[3,5,7,12,14,26,27,28,30,33]$.

More recently, an attraction-repulsion chemotaxis system was proposed in [25] as a mathematical model describing aggregation of microglia cells in the central nervous system during the Alzheimer disease:

$$
\left\{\begin{array}{l}
\partial_{t} u-\Delta u+\nabla \cdot\left(u \nabla\left(\beta_{1} v-\beta_{2} w\right)\right)=0  \tag{1.4}\\
\partial_{t} v-\Delta v+\lambda_{1} v=u \\
\partial_{t} w-\Delta w+\lambda_{2} w=u
\end{array}\right.
$$

with $\beta_{1}, \beta_{2}, \lambda_{1}, \lambda_{2}>0$. The functions $u, v$ and $w$ stand for the density of microglia cells, the concentration of chemoattractant, and the concentration of chemorepellent, respectively. The parameters $\beta_{1}$ and $\beta_{2}$ account for the sensitivity of microglia cells to the chemical substances and are known to rule the dynamics of (1.4). Specifically, if $\beta_{1}<\beta_{2}$ then global solutions exist whatever the size of the initial data [17, 18, 43], whereas critical phenomena may appear in the two dimensional setting when $\beta_{1}>\beta_{2}$, as observed in [10, 31, 32] for instance. It is also worth pointing out here that, in the special case $\beta:=\beta_{1}=\beta_{2}$ and $\lambda_{1} \neq \lambda_{2}$, the system (1.4) rewrites as follows:

$$
\left\{\begin{array}{l}
\partial_{t} u-\Delta u+\nabla \cdot(u \nabla z)=0  \tag{1.5}\\
\partial_{t} z-\Delta z+\lambda_{1} z=\beta\left(\lambda_{2}-\lambda_{1}\right) w \\
\partial_{t} w-\Delta w+\lambda_{2} w=u
\end{array}\right.
$$

where $z:=\beta(v-w)$. In particular, the system (1.5) exactly corresponds to the system (1.1) with $d_{1}=d_{2}=1$ when $\beta\left(\lambda_{2}-\lambda_{1}\right)=1$. A noteworthy difference between (1.1) (or (1.5)) and (1.2) is that the density of cells $u$ is indirectly influenced by $v$ (or $z$ ) through the intermediate species $w$ in the former while the density of cells is directly influenced by the concentration of the chemical substance in the latter. In fact, the system (1.1) has a quite
different structure from (1.2) and the invariant scaling space of $u_{0}$ is given by $L^{n / 4}\left(\mathbb{R}^{n}\right)$, since the scaling transformation leaving (1.1) invariant differs from (1.3) and is now given by

$$
u_{\mu}(t, x)=\mu^{4} u\left(\mu^{2} t, \mu x\right), \quad z_{\mu}(t, x)=z\left(\mu^{2} t, \mu x\right), \quad w_{\mu}(t, x)=\mu^{2} w\left(\mu^{2} t, \mu x\right), \quad \mu>0
$$

It is then in the four dimensional setting $n=4$ that the size of the initial mass $u_{0}$ of the cell density classifies the global behavior of solutions to (1.1). Fujie-Senba [8, 9] consider the initial boundary value problem associated with (1.1), supplemented with appropriate boundary conditions, and investigate the four dimensional critical phenomena for the initial mass. Yamada [44] and Hosono-Ogawa [16] (see also [15]) study the Cauchy problem for the system (1.5) when the second and third equations $z$ and $w$ of (1.5) are replaced by their elliptic counterparts and also report such a critical phenomenon. Let us finally point out that lower space dimensions $n \in\{1,2,3\}$ correspond to scaling subcritical cases, so that solutions to (1.1) exist globally in time and are uniformly bounded, see [8, 19, 45].

Besides, a related chemotaxis system is derived in [37] featuring a non-diffusive species and describing pattern formation of the Mountain Pine Beetles in a forest:

$$
\left\{\begin{array}{l}
\partial_{t} u-\Delta u+\nabla \cdot(u \nabla v)=0  \tag{1.6}\\
\partial_{t} v-\Delta v+\delta v=w \\
\partial_{t} w+\lambda w=u
\end{array}\right.
$$

where $\delta, \lambda>0$. The model accounts for the interaction between flying Mountain Pine Beetles with density $u$, nesting Mountain Pine Beetles with density $w$ and Mountain Pine Beetle pheromones (chemoattractant) $v$, and the evolution of $w$ is given by an ordinary differential equation. The system (1.6) can be regarded as a reduced version of (1.1) with $d_{2}=0$ and is actually a chemotaxis system with an indirect signal production mechanism relying on an ordinary differential equation. The existence of a critical mass in two space dimensions for (1.6) is investigated in [22, 39] and in the related result [23], while the higher dimensional structure for (1.6) has not been yet elucidated as far as the authors know.

In this paper, we deal with the Cauchy problem for the fully parabolic chemotaxis system (1.1) with an indirect signal production mechanism involving a diffusive partial differential equation and we shall establish the existence of global solutions to (1.1) in the critical four dimensional case under a mass constraint for $u_{0}$, and study their boundedness as well. As we shall see below, the study of the system (1.1) on the whole space requires a different approach compared to that used in a bounded domain in [8, 9], in particular to control the behavior of the solutions as $|x| \rightarrow \infty$.

Let us begin with the definition of mild solutions to (1.1) in the scaling critical space.

Definition (mild solution). Let $2<p<4$ and $4 / 3<4 p /(p+4)<q<2$. Given $T \in(0, \infty]$ and $\left(u_{0}, v_{0}, w_{0}\right) \in L^{1}\left(\mathbb{R}^{4}\right) \times W^{2,2}\left(\mathbb{R}^{4}\right) \times L^{2}\left(\mathbb{R}^{4}\right)$, we say that a triplet of functions $(u, v, w)$ defined on $[0, T) \times \mathbb{R}^{4}$ is a mild solution to (1.1) on $[0, T)$ if
(1) $u \in C\left([0, T) ; L^{1}\left(\mathbb{R}^{4}\right)\right) \cap C\left((0, T) ; L^{4 / 3}\left(\mathbb{R}^{4}\right)\right)$;
(2) $v \in C\left([0, T) ; W^{2,2}\left(\mathbb{R}^{4}\right)\right) \cap C\left((0, T) ; W^{2, p}\left(\mathbb{R}^{4}\right)\right)$;
(3) $w \in C\left([0, T) ; L^{2}\left(\mathbb{R}^{4}\right)\right) \cap C\left((0, T) ; W^{1, q}\left(\mathbb{R}^{4}\right)\right)$;
(4) $\sup _{0<t<T} t^{1 / 2}\|u(t)\|_{4 / 3}+\sup _{0<t<T} t^{1-\frac{2}{p}}\|v(t)\|_{W^{2, p}}+\sup _{0<t<T} t^{\frac{3}{2}-\frac{2}{q}}\|w(t)\|_{W^{1, q}}<\infty$;
(5) $(u, v, w)$ satisfy the integral formulations

$$
\begin{aligned}
& u(t)=e^{t \Delta} u_{0}-\int_{0}^{t} \nabla \cdot e^{(t-s) \Delta}(u(s) \nabla v(s)) d s \\
& v(t)=e^{t\left(d_{1} \Delta-\lambda_{1}\right)} v_{0}+\int_{0}^{t} e^{(t-s)\left(d_{1} \Delta-\lambda_{1}\right)} w(s) d s \\
& w(t)=e^{t\left(d_{2} \Delta-\lambda_{2}\right)} w_{0}+\int_{0}^{t} e^{(t-s)\left(d_{2} \Delta-\lambda_{2}\right)} u(s) d s
\end{aligned}
$$

for $0<t<T$, where $e^{t \Delta}$ is the heat semigroup given by

$$
e^{t \Delta} f(x):=G_{t} * f(x)=\int_{\mathbb{R}^{4}} G_{t}(x-y) f(y) d y, \quad G_{t}(x)=\frac{1}{(4 \pi t)^{2}} \exp \left(-\frac{|x|^{2}}{4 t}\right)
$$

for $x \in \mathbb{R}^{4}$ and $f \in L^{1}\left(\mathbb{R}^{4}\right)$.

The starting point of our analysis is the local well-posedness of (1.1) in the functional setting described in the previous definition.

Proposition 1.1 (local well-posedness). Let $2<p<4$ and $4 / 3<4 p /(p+4)<q<2$. For $\left(u_{0}, v_{0}, w_{0}\right) \in L^{1}\left(\mathbb{R}^{4}\right) \times W^{2,2}\left(\mathbb{R}^{4}\right) \times L^{2}\left(\mathbb{R}^{4}\right)$, there exist $T \in(0, \infty]$ and a unique mild solution $(u, v, w)$ to (1.1) on $[0, T)$ in the sense of the above definition. In addition,

$$
\begin{equation*}
\text { either } T=\infty \text { or } T<\infty \text { and } \lim _{t \rightarrow T}\left\{\|u(t)\|_{\frac{4}{3}}+\|v(t)\|_{W^{2, p}}+\|w(t)\|_{W^{1, q}}\right\}=\infty . \tag{1.7}
\end{equation*}
$$

Besides, the solution $(u, v, w)$ has higher regularity and satisfies the system (1.1) in a classical sense on $(0, T) \times \mathbb{R}^{4}$.

Moreover, if $u_{0}, v_{0}, w_{0} \geq 0$ then $u, v, w \geq 0$ in $(0, T) \times \mathbb{R}^{4}$ and

$$
\begin{equation*}
\|u(t)\|_{1}=\left\|u_{0}\right\|_{1}, \quad t \in[0, T) \tag{1.8}
\end{equation*}
$$

Main theorems. Our main theorems read as follows:

## Existence of global solutions.

Theorem 1.2. Let $d_{1}, d_{2}>0$ and $\lambda_{1}, \lambda_{2} \geq 0$. Let $u_{0} \in L_{+}^{1}\left(\mathbb{R}^{4}\right),\left(1+u_{0}\right) \log \left(1+u_{0}\right) \in L^{1}\left(\mathbb{R}^{4}\right)$, and $\left(v_{0}, w_{0}\right) \in W_{+}^{2,2}\left(\mathbb{R}^{4}\right) \times L_{+}^{1}\left(\mathbb{R}^{4}\right) \cap L^{2}\left(\mathbb{R}^{4}\right)$, where $X_{+}$denotes the positive cone of the Banach lattice $X$. Suppose that

$$
\begin{equation*}
\left\|u_{0}\right\|_{1}<(8 \pi)^{2} d_{1} d_{2} \tag{1.9}
\end{equation*}
$$

Then the problem (1.1) admits a unique global solution $(u, v, w)$ on $(0, \infty) \times \mathbb{R}^{4}$.

We point out once more that, when $d_{1}=d_{2}=1$, the value $(8 \pi)^{2}$ is the four dimensional threshold value of the initial mass $\left\|u_{0}\right\|_{1}$ of the first component of solutions to (1.1) above which (finite or infinite)-time blow-up may occur, while such a phenomenon is excluded when $\left\|u_{0}\right\|_{1}$ lies below this value. The optimal value is derived from the best possible constant $32 \pi^{2}$ of the four dimensional Adams inequality

$$
\begin{equation*}
\sup _{f \in W_{0}^{2,2}(\Omega),\|(-\Delta+I) f\|_{2} \leq 1} \int_{\Omega}\left(e^{32 \pi^{2} f^{2}}-1\right) d x \leq C \tag{1.10}
\end{equation*}
$$

which is valid for any domain $\Omega$ of $\mathbb{R}^{4}$, see [1] and [36, Theorem 1.4] for instance. The threshold value $(8 \pi)^{2}$ also comes into play in the analysis of the initial-boundary value problem for the system (1.1) on a bounded domain with no-flux boundary conditions for $u$ and either homogeneous Neumann or homogeneous Dirichlet boundary conditions for $(v, w)$, as shown in Fujie-Senba [8, 9], still assuming $d_{1}=d_{2}=1$. More precisely, on the one hand, they prove that solutions with initial mass $\left\|u_{0}\right\|_{1}<(8 \pi)^{2}$ exists globally in time by using (1.10), with an additional restriction to the radially symmetric setting when homogeneous Neumann boundary conditions are prescribed for $(v, w)$ [8]. On the other hand, if the initial mass of $u_{0}$ is bigger than $(8 \pi)^{2}$, then there exists solutions blowing up in finite or infinite time [9].

Let us also mention that, for the parabolic-elliptic counterpart of (1.1), where the second and third equations are replaced by elliptic equations without the time-derivative term, Yamada [44] and Hosono-Ogawa [16] proved that there exists a global solution under $\left\|u_{0}\right\|_{1}<$ $(8 \pi)^{2}$, meanwhile if $\left\|u_{0}\right\|_{1}>(8 \pi)^{2}$ then the solution may blow up in finite time. No result regarding the finite-time blow-up of the solution to the fully parabolic system (1.1) seems to have been obtained so far.

Strategy of the proof of Theorem 1.2. In the study of the two-dimensional KellerSegel system (1.2), the combination of the Lyapunov functional and the Trudinger-Moser inequality works well and implies the existence of global solutions as soon as the initial mass is smaller than the threshold value $[5,26,30]$, see also [12, 33]. In contrast, in the present situation, the Adams inequality (1.10) and its variants established in [8, 36] do not seem to be the right tool to employ, in particular due to the unboundedness of $\mathbb{R}^{4}$ and the higher dimensional structure. We thus cannot adapt the approach developed for the two-dimensional Keller-Segel system for showing Theorem 1.2.

Let us introduce the modified Lyapunov functional $\mathcal{F}$ which is naturally associated with the system (1.1):

$$
\begin{equation*}
\mathcal{F}(u, v):=\int_{\mathbb{R}^{4}}(1+u) \log (1+u) d x+\frac{1}{2} \int_{\mathbb{R}^{4}}\left|\partial_{t} v\right|^{2} d x+\mathcal{E}(v ; u), \tag{1.11}
\end{equation*}
$$

where $\mathcal{E}(v ; u)$ is the chemical energy defined as

$$
\mathcal{E}(v ; u):=\frac{d_{1} d_{2}}{2} \int_{\mathbb{R}^{4}}|\Delta v|^{2} d x+\frac{d_{1} \lambda_{2}+d_{2} \lambda_{1}}{2} \int_{\mathbb{R}^{4}}|\nabla v|^{2} d x+\frac{\lambda_{1} \lambda_{2}}{2} \int_{\mathbb{R}^{4}} v^{2} d x-\int_{\mathbb{R}^{4}} u v d x .
$$

The first term in $\mathcal{F}(u, v)$ is the modified entropy, which replaces the usual entropy term $\int_{\mathbb{R}^{4}} u \log u d x$ and has the advantage of being nonnegative. It was introduced by Nagai [29] and has in particular proved useful in the study of the global behavior of solutions to chemotaxis systems on the whole space, see for instance [16, 21, 26, 29, 30, 32, 43]. The modified Lyapunov functional $\mathcal{F}$ satisfies the following identity:

$$
\begin{equation*}
\mathcal{F}(u(t), v(t))+\int_{0}^{t} \mathcal{D}(u(s), v(s)) d s=\mathcal{F}\left(u_{0}, v_{0}\right)+\frac{1}{4} \int_{0}^{t} \int_{\mathbb{R}^{4}}|\nabla v(s)|^{2} d x d s \tag{1.12}
\end{equation*}
$$

for $0<t<T$, where $\mathcal{D}(u, v)$ is the dissipation term (see Lemma 3.1 below). The keypoint in the proof of Theorem 1.2 is to derive the following estimates for the solutions to (1.1) by using the identity (1.12) stated in Proposition 3.2:

$$
\begin{equation*}
\int_{\mathbb{R}^{4}}(1+u(t)) \log (1+u(t)) d x+\frac{1}{2} \int_{\mathbb{R}^{4}}\left|\partial_{t} v(t)\right|^{2} d x+\int_{0}^{t} \mathcal{D}(u(s), v(s)) d s \leq C(\tau) \tag{1.13}
\end{equation*}
$$

for $t \in[0, \tau] \cap[0, T)$, where $C(\tau)$ is a positive constant depending on $\tau$ but not on $T$. As already mentioned, due to the unboundedness of $\mathbb{R}^{4}$ and the higher space dimension, we cannot apply the arguments which were used either for the initial boundary value problem
associated with (1.1) or for the Cauchy problem for the Keller-Segel system (1.2) in order to show estimates (1.13). Instead, we introduce the chemical energy minimization as in [5], see Lemma 3.3 below, which we combine with a Brezis-Merle type inequality for the solution of a 4th order elliptic equation (see Hosono-Owaga [16, Theorem 1.4]). The control of the potential energy term $\int_{\mathbb{R}^{4}} u v d x$ in $\mathcal{F}(u, v)$ which is included in the chemical energy $\mathcal{E}$ is required to derive the estimates (1.13) and relies on the observation that $\mathcal{E}$ is the "energy" associated with the 4th order elliptic equation $\left(-d_{1} \Delta+\lambda_{1}\right)\left(-d_{2} \Delta+\lambda_{2}\right) v_{u}=u$. In this connection, the chemical energy minimization plays an important role in deriving (1.13) under the optimal constraint (1.9) on the initial mass of $u_{0}$, as it does for the two dimensional Keller-Segel system in the approach developed in [5]. It actually allows us to estimate the chemical energy $\mathcal{E}(v ; u)$ of the solution $(u, v, w)$ to (1.1) by that involving the solution $v_{u}$ to the elliptic equation $\left(-d_{1} \Delta+\lambda_{1}\right)\left(-d_{2} \Delta+\lambda_{2}\right) v_{u}=u$, i.e.,

$$
\mathcal{E}(v ; u) \geq \mathcal{E}\left(v_{u} ; u\right)
$$

Together with (1.12), the Brezis-Merle type inequality, and the assumption on the optimal size of the initial mass (1.9), the following bound on the chemical energy is derived:

$$
-\mathcal{E}(v(t) ; u(t)) \leq C(\tau), \quad t \in[0, \tau] \cap[0, T)
$$

The estimates (1.13) then readily follow, since

$$
\begin{aligned}
\int_{\mathbb{R}^{4}}(1+u(t)) \log (1+u(t)) d x & +\frac{1}{2} \int_{\mathbb{R}^{4}}\left|\partial_{t} v(t)\right|^{2} d x+\int_{0}^{t} \mathcal{D}(u(s), v(s)) d s \\
& =\mathcal{F}(u(t), v(t))-\mathcal{E}(v(t) ; u(t))+\int_{0}^{t} \mathcal{D}(u(s), v(s)) d s \leq C(\tau)
\end{aligned}
$$

for $t \in[0, \tau] \cap[0, T)$, the $H^{1}$-norm of $v$ being controlled by parabolic regularity thanks to the $L^{1}$-bound (1.8) on $u$, see Lemma 2.3 and the proof of Proposition 3.2. The next step is to show that

$$
\int_{0}^{t}\left[\left\|\nabla \partial_{t} v(s)\right\|_{2}^{2}+\|\nabla w(s)\|_{2}^{2}\right] d s \leq C(\tau), \quad t \in[0, \tau] \cap[0, T)
$$

Owing to the above estimates, $L^{p}$-estimates for $u$ can be derived for any $p \in(1, \infty)$ by the standard energy method and we are left with using the classical Nash-Moser iteration technique to derive an $L^{\infty}$-estimate on $u$, after establishing a bound on the $L^{\infty}$-norm for $\nabla v$.

## Boundedness of solutions.

We note that Theorem 1.2 does not state whether the solutions are uniformly bounded with respect to time or not. A condition for the boundedness of the solutions is given as follows.

Theorem 1.3. Let $d_{1}, d_{2}>0$ and $\lambda_{1}, \lambda_{2}>0$. Let $u_{0} \in L_{+}^{1}\left(\mathbb{R}^{4}\right),\left(1+u_{0}\right) \log \left(1+u_{0}\right) \in L^{1}\left(\mathbb{R}^{4}\right)$, and $\left(v_{0}, w_{0}\right) \in L_{+}^{1}\left(\mathbb{R}^{4}\right) \cap W^{2,2}\left(\mathbb{R}^{4}\right) \times L_{+}^{1}\left(\mathbb{R}^{4}\right) \cap L^{2}\left(\mathbb{R}^{4}\right)$. Suppose that

$$
\begin{equation*}
\left\|u_{0}\right\|_{1}<\frac{1}{\sqrt{3}}(8 \pi)^{2} d_{1} d_{2} . \tag{1.14}
\end{equation*}
$$

Then the unique solution to the system (1.1) is bounded on $[0, \infty)$ in all $L^{p}$-spaces; that is,

$$
\sup _{t \geq 0}\left(\|u(t)\|_{p}+\|v(t)\|_{p}+\|w(t)\|_{p}\right)<\infty
$$

for $1 \leq p \leq \infty$.

The mass constraint (1.14) is clearly stronger than (1.9) and we are thus not able to prove that all the global solutions we constructed in Theorem 1.2 are bounded. This contrasts markedly with the initial boundary problem for (1.1) on a bounded domain with appropriate boundary conditions for which the proof of global existence also provides the boundedness of the solution $[8,9]$. One of the reasons for this difference is that, on a bounded domain, one can use the entropy $\int_{\Omega} u \log u d x$ and the corresponding Lyapunov functional without additional control on the decay at infinity of the initial data and derive directly time-independent bounds. We use instead the modified entropy $\int_{\Omega}(1+u) \log (1+u) d x$ to deal with the Cauchy problem (1.1) in $\mathbb{R}^{4}$ which only provides time-dependent estimates. Hence, the analysis of the boundedness for the Cauchy problem is the essential difference from the one for the initial boundary problem on a bounded domain. Such an issue is already encountered in the analysis of the Cauchy problem for related models, see [5, 26, 31, 34, 35]. We however expect that the sole condition (1.9) ensures the boundedness of solutions to (1.1) in the sense of Theorem 1.3.

Strategy of the proof of Theorem 1.3. At the heart of the proof of Theorem 1.3 lies an estimate of the $L^{1}$-norm of $u(-\Delta)^{-1} u$ in terms of $\|\nabla \sqrt{u}\|_{2}$ and $\|u\|_{1}$, from which the mass constraint (1.14) is computed. Here we combine two functional inequalities, the Hardy-Littlewood-Sobolev and the Sobolev inequalities, with their optimal constants $C_{H L S}$ and $C_{S}$, (cf. [13, 24]):

$$
\begin{equation*}
\iint_{\mathbb{R}^{4} \times \mathbb{R}^{4}} f(x)|x-y|^{-2} f(y) d x d y \leq C_{H L S}\|f\|_{\frac{4}{3}}^{2}, \quad C_{H L S}=\sqrt{\frac{3}{2}} \pi \tag{1.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\|f\|_{\frac{4}{3}} \leq C_{S}\|\nabla f\|_{1}, \quad C_{S}=\frac{2^{\frac{1}{4}}}{4 \sqrt{\pi}} \tag{1.16}
\end{equation*}
$$

Indeed, it follows from Hölder's inequality that

$$
\begin{align*}
\int_{\mathbb{R}^{4}} f(-\Delta)^{-1} f d x & =\frac{1}{4 \pi^{2}} \iint_{\mathbb{R}^{4} \times \mathbb{R}^{4}} f(x)|x-y|^{-2} f(y) d x d y \\
& \leq \frac{C_{H L S} C_{S}^{2}}{4 \pi^{2}}\|\nabla f\|_{1}^{2} \leq \frac{C_{H L S} C_{S}^{2}}{4 \pi^{2}}\|f\|_{1} \int_{\mathbb{R}^{4}} \frac{|\nabla f|^{2}}{f} d x \tag{1.17}
\end{align*}
$$

and

$$
\frac{C_{H L S} C_{S}^{2}}{4 \pi^{2}}=\frac{\sqrt{3}}{(8 \pi)^{2}}
$$

Remark 1.1. It is unclear whether the above constant is the largest that we can reached with our approach. We actually conjecture that the constant $C_{S}^{2}$ could be improved to $C_{G N}^{4} / 4$, where $C_{G N}$ is the optimal constant of the Gagliardo-Nirenberg inequality [41]

$$
\|f\|_{\frac{8}{3}} \leq C_{G N}\|f\|_{2}^{\frac{1}{2}}\|\nabla f\|_{2}^{\frac{1}{2}}, \quad f \in W^{1,2}\left(\mathbb{R}^{4}\right)
$$

Indeed, the estimate on $\|f\|_{\frac{4}{3}}^{2}$ performed in the proof of the inequality (1.17) can be replaced by

$$
\|f\|_{\frac{4}{3}}^{2}=\left\|f^{\frac{1}{2}}\right\|_{\frac{8}{3}}^{4} \leq C_{G N}^{4}\left\|f^{\frac{1}{2}}\right\|_{2}^{2}\left\|\nabla f^{\frac{1}{2}}\right\|_{2}^{2}=\frac{C_{G N}^{4}}{4}\|f\|_{1} \int_{\mathbb{R}^{4}} \frac{|\nabla f|^{2}}{f} d x .
$$

Nevertheless, as far as the authors know, an explicit value of $C_{G N}$ does not seem to be available.

The other key argument is the derivation of a differential inequality for a suitably designed energy functional $\mathcal{L}$ (see Proposition 4.1 below) which differs from the Lyapunov functional $\mathcal{F}$ defined in (1.11). We use the smallness condition (1.14) on the initial mass and (1.17) to show that the dissipative term derived from the modified entropy dominates other terms involving $u$, see the proof of Proposition 4.1. Indeed, by use of the hypothesis (1.14), we establish the following differential inequality for the energy functional $\mathcal{L}$ :

$$
\frac{d}{d t} \mathcal{L}(u, v, w)+\delta \mathcal{L}(u, v, w)+\delta \mathcal{D}_{1}(u, v, w) \leq C
$$

for some $0<\delta<1$ and $C>0$, where $\mathcal{L}(u, v, w)$ and $\mathcal{D}_{1}(u, v, w)$ are the energy functional and the associated dissipative term defined in (4.1) and (4.3), respectively. We then conclude that, for all $t \in[0, \infty)$,

$$
\begin{equation*}
\mathcal{L}(u(t), v(t), w(t))+\int_{t}^{t+1}\left(\|u(s)\|_{\frac{3}{2}}^{\frac{3}{2}}+\left\|\nabla \partial_{t} v(s)\right\|_{2}^{2}+\|\nabla w(s)\|_{2}^{2}\right) d s \leq C \tag{1.18}
\end{equation*}
$$

Once (1.18) is shown, the $L^{3 / 2}$-bound for $u$ follows from the energy method and the uniform Gronwall inequality, and we next use the Nash-Moser iteration technique to complete the proof of the boundedness of the solutions to (1.1).

## 2. LOCAL-IN-TIME SOLUTIONS

We prove in this section the local well-posedness for the problem (1.1) in the scaling critical space stated in Proposition 1.1. We fix $\left(u_{0}, v_{0}, w_{0}\right) \in L^{1}\left(\mathbb{R}^{4}\right) \times W^{2,2}\left(\mathbb{R}^{4}\right) \times L^{2}\left(\mathbb{R}^{4}\right)$ and positive constants $\eta_{i}(i=1,2,3)$ and $T>0$ to be chosen later depending on $\left(u_{0}, v_{0}, w_{0}\right)$. Setting $M:=9\left(\left\|u_{0}\right\|_{1}+\left\|v_{0}\right\|_{W^{2,2}}+\left\|w_{0}\right\|_{2}\right)$, we also fix

$$
2<p<4 \quad \text { and } \quad \frac{4}{3}<\frac{4 p}{p+4}<q<2
$$

and define the space $X_{T}$ by

$$
X_{T}:=\left\{\begin{array}{l}
u \in L^{\infty}\left(0, T ; L^{1}\left(\mathbb{R}^{4}\right)\right) \cap C\left((0, T) ; L^{\frac{4}{3}}\left(\mathbb{R}^{4}\right)\right), \\
v \in L^{\infty}\left(0, T ; W^{2,2}\left(\mathbb{R}^{4}\right)\right) \cap C\left((0, T) ; W^{2, p}\left(\mathbb{R}^{4}\right)\right), \\
w \in L^{\infty}\left(0, T ; L^{2}\left(\mathbb{R}^{4}\right)\right) \cap C\left((0, T) ; W^{1, q}\left(\mathbb{R}^{4}\right)\right) ; \\
\sup _{0<t<T}\|u(t)\|_{1}+\sup _{0<t<T}\|v(t)\|_{W^{2,2}}+\sup _{0<t<T}\|w(t)\|_{2} \leq M, \\
\sup _{0<t<T} t^{\frac{1}{2}}\|u(t)\|_{\frac{4}{3}} \leq \eta_{1}, \sup _{0<t<T} t^{1-\frac{2}{p}}\|v(t)\|_{W^{2, p}} \leq \eta_{2}, \sup _{0<t<T} t^{\frac{3}{2}-\frac{2}{q}}\|w(t)\|_{W^{1, q}} \leq \eta_{3}
\end{array}\right\} .
$$

We note that the space $X_{T}$ is a complete metric space equipped with the distance

$$
\begin{aligned}
d_{X_{T}}((u, v, w),(\bar{u}, \bar{v}, \bar{w}))= & \sup _{0<t<T} t^{\frac{1}{2}}\|u(t)-\bar{u}(t)\|_{\frac{4}{3}}+\sup _{0<t<T} t^{1-\frac{2}{p}}\|v(t)-\bar{v}(t)\|_{W^{2, p}} \\
& +\sup _{0<t<T} t^{\frac{3}{2}-\frac{2}{q}}\|w(t)-\bar{w}(t)\|_{W^{1, q}} .
\end{aligned}
$$

We next define the mapping $\Phi=\left(\Phi_{1}, \Phi_{2}, \Phi_{3}\right): X_{T} \rightarrow X_{T}$ by

$$
\begin{aligned}
& \Phi_{1}[u, v, w](t)=e^{t \Delta} u_{0}-\int_{0}^{t} \nabla \cdot e^{(t-s) \Delta}(u(s) \nabla v(s)) d s \\
& \Phi_{2}[u, v, w](t)=e^{t\left(d_{1} \Delta-\lambda_{1}\right)} v_{0}+\int_{0}^{t} e^{(t-s)\left(d_{1} \Delta-\lambda_{1}\right)} w(s) d s, \\
& \Phi_{3}[u, v, w](t)=e^{t\left(d_{2} \Delta-\lambda_{2}\right)} w_{0}+\int_{0}^{t} e^{(t-s)\left(d_{2} \Delta-\lambda_{2}\right)} u(s) d s
\end{aligned}
$$

for $(u, v, w) \in X_{T}$ and $t \in(0, T)$.
We first show that $\Phi$ is a contraction mapping from $X_{T}$ to $X_{T}$ for a suitable choice of the (free) parameters $\left(\eta_{1}, \eta_{2}, \eta_{3}, T\right)$, so as to apply the Banach fixed point theorem.

Lemma 2.1. There are $\eta_{1}, \eta_{2}, \eta_{3}>0$ and $T>0$ small enough such that, for any $(u, v, w) \in$ $X_{T}$, the following holds:

$$
\begin{equation*}
\sup _{0<t<T}\left\|\Phi_{1}[u, v, w](t)\right\|_{1}+\sup _{0<t<T}\left\|\Phi_{2}[u, v, w](t)\right\|_{W^{2,2}}+\sup _{0<t<T}\left\|\Phi_{3}[u, v, w](t)\right\|_{2} \leq M, \tag{2.1}
\end{equation*}
$$

and

$$
\begin{align*}
& \sup _{0<t<T} t^{\frac{1}{2}}\left\|\Phi_{1}[u, v, w](t)\right\|_{\frac{4}{3}} \leq \eta_{1}, \sup _{0<t<T} t^{1-\frac{2}{p}}\left\|\Phi_{2}[u, v, w](t)\right\|_{W^{2, p}} \leq \eta_{2},  \tag{2.2}\\
& \sup _{0<t<T} t^{\frac{3}{2}-\frac{2}{q}}\left\|\Phi_{3}[u, v, w](t)\right\|_{W^{1, q}} \leq \eta_{3} .
\end{align*}
$$

Besides, for $(u, v, w) \in X_{T}$ and $(\bar{u}, \bar{v}, \bar{w}) \in X_{T}$,

$$
\begin{equation*}
d_{X_{T}}(\Phi[u, v, w], \Phi[\bar{u}, \bar{v}, \bar{w}]) \leq \frac{1}{2} d_{X_{T}}((u, v, w),(\bar{u}, \bar{v}, \bar{w})) . \tag{2.3}
\end{equation*}
$$

Proof of Lemma 2.1. Let $(u, v, w) \in X_{T}$. Owing to Hölder's inequality, the continuous embedding of $W^{2,2}$ in $W^{1,4}$, and the properties of the heat kernel,

$$
\begin{align*}
\left\|\Phi_{1}[u, v, w](t)\right\|_{1} & \leq\left\|e^{t \Delta} u_{0}\right\|_{1}+C \int_{0}^{t}(t-s)^{-\frac{1}{2}}\|u(s) \nabla v(s)\|_{1} d s \\
& \leq\left\|u_{0}\right\|_{1}+C \int_{0}^{t}(t-s)^{-\frac{1}{2}}\|u(s)\|_{\frac{4}{3}}\|\nabla v(s)\|_{4} d s \\
& \leq\left\|u_{0}\right\|_{1}+C \int_{0}^{t}(t-s)^{-\frac{1}{2}} s^{-\frac{1}{2}} d s\left(\sup _{0<s<t} s^{\frac{1}{2}}\|u(s)\|_{\frac{4}{3}}\right)\left(\sup _{0<s<t}\|v(s)\|_{W^{2,2}}\right) \\
& \leq \frac{M}{9}+C_{1} \mathrm{~B}\left(\frac{1}{2}, \frac{1}{2}\right) M \eta_{1}, \tag{2.4}
\end{align*}
$$

where the beta function $\mathrm{B}(x, y)$ for $x, y>0$ is given by

$$
\mathrm{B}(x, y):=\int_{0}^{1}(1-\tau)^{x-1} \tau^{y-1} d \tau, \quad(x, y) \in(0, \infty)^{2}
$$

Choosing $\eta_{1}>0$ small such that

$$
C_{1} \mathrm{~B}\left(\frac{1}{2}, \frac{1}{2}\right) \eta_{1} \leq \frac{2}{9},
$$

we see that

$$
\sup _{0<t<T}\left\|\Phi_{1}[u, v, w](t)\right\|_{1} \leq \frac{M}{3} .
$$

With regard to the estimate for $\Phi_{2}[u, v, w]$, the smoothing properties of the heat kernel imply that

$$
\begin{align*}
\left\|\Phi_{2}[u, v, w](t)\right\|_{W^{2,2}} & \leq\left\|v_{0}\right\|_{W^{2,2}}+C \int_{0}^{t}(t-s)^{-2\left(\frac{1}{q}-\frac{1}{2}\right)-\frac{1}{2}} s^{-\frac{3}{2}+\frac{2}{q}} d s\left(\sup _{0<s<t} s^{\frac{3}{2}-\frac{2}{q}}\|w(s)\|_{W^{1, q}}\right) \\
& \leq \frac{M}{9}+C_{2} \mathrm{~B}\left(\frac{3}{2}-\frac{2}{q}, \frac{2}{q}-\frac{1}{2}\right) \eta_{3} . \tag{2.5}
\end{align*}
$$

Taking $\eta_{3}>0$ such that

$$
C_{2} \mathrm{~B}\left(\frac{3}{2}-\frac{2}{q}, \frac{2}{q}-\frac{1}{2}\right) \eta_{3} \leq \frac{2}{9} M,
$$

it follows that

$$
\sup _{0<t<T}\left\|\Phi_{2}[u, v, w](t)\right\|_{W^{2,2}} \leq \frac{M}{3}
$$

Similarly,

$$
\begin{align*}
\left\|\Phi_{3}[u, v, w](t)\right\|_{2} & \leq\left\|w_{0}\right\|_{2}+C \int_{0}^{t}(t-s)^{-\frac{1}{2}} s^{-\frac{1}{2}} d s\left(\sup _{0<s<t} s^{\frac{1}{2}}\|u(s)\|_{\frac{4}{3}}\right) \\
& \leq \frac{M}{9}+C_{3} \mathrm{~B}\left(\frac{1}{2}, \frac{1}{2}\right) \eta_{1} \tag{2.6}
\end{align*}
$$

so that, assuming further that

$$
C_{3} \mathrm{~B}\left(\frac{1}{2}, \frac{1}{2}\right) \eta_{1} \leq \frac{2}{9} M,
$$

we obtain

$$
\sup _{0<t<T}\left\|\Phi_{3}[u, v, w](t)\right\|_{2} \leq \frac{M}{3} .
$$

Hence, combining the above estimates provides (2.1).
Next let us show the assertion (2.2). To this end, let $\left(r_{1}, r_{2}\right) \in(1, \infty)^{2}$ be given by

$$
\frac{1}{r_{1}}:=\frac{3}{4}+\frac{1}{r_{2}}, \quad \frac{1}{r_{2}}:=\frac{1}{p}-\frac{1}{4}
$$

Then we see that, by Hölder's inequality and the continuous embedding of $W^{1, p}$ in $L^{r_{2}}$,

$$
\begin{align*}
t^{\frac{1}{2}}\left\|\int_{0}^{t} \nabla \cdot e^{(t-s) \Delta}(u(s) \nabla v(s)) d s\right\|_{\frac{4}{3}} \leq & C t^{\frac{1}{2}} \int_{0}^{t}(t-s)^{-2\left(\frac{1}{r_{1}}-\frac{3}{4}\right)-\frac{1}{2}}\|u(s) \nabla v(s)\|_{r_{1}} d s \\
\leq & C t^{\frac{1}{2}} \int_{0}^{t}(t-s)^{-\frac{2}{p}}\|u(s)\|_{\frac{4}{3}}\|\nabla v(s)\|_{r_{2}} d s \\
\leq & C t^{\frac{1}{2}} \int_{0}^{t}(t-s)^{-\frac{2}{p}} S^{-\frac{1}{2}} s^{-1+\frac{2}{p}} d s \\
& \times\left(\sup _{0<s<t} s^{\frac{1}{2}}\|u(s)\|_{\frac{4}{3}}\right)\left(\sup _{0<s<t} s^{1-\frac{2}{p}}\|v(s)\|_{W^{2, p}}\right) \\
\leq & C_{4} \mathrm{~B}\left(1-\frac{2}{p}, \frac{2}{p}-\frac{1}{2}\right) \eta_{2}\left(\sup _{0<s<t} s^{\frac{1}{2}}\|u(s)\|_{\frac{4}{3}}\right) . \tag{2.7}
\end{align*}
$$

Choosing

$$
C_{4} \mathrm{~B}\left(1-\frac{2}{p}, \frac{2}{p}-\frac{1}{2}\right) \eta_{2} \leq \frac{1}{2}
$$

in (2.7) gives

$$
t^{\frac{1}{2}}\left\|\Phi_{1}[u, v, w](t)\right\|_{\frac{4}{3}} \leq t^{\frac{1}{2}}\left\|e^{t \Delta} u_{0}\right\|_{\frac{4}{3}}+\frac{1}{2}\left(\sup _{0<s<t} s^{\frac{1}{2}}\|u(s)\|_{\frac{4}{3}}\right),
$$

from which we deduce that

$$
\begin{equation*}
\sup _{0<t<\tau} t^{\frac{1}{2}}\left\|\Phi_{1}[(u, v, w)](t)\right\|_{\frac{4}{3}} \leq \sup _{0<t<\tau} t^{\frac{1}{2}}\left\|e^{t \Delta} u_{0}\right\|_{\frac{4}{3}}+\frac{1}{2}\left(\sup _{0<t<\tau} t^{\frac{1}{2}}\|u(t)\|_{\frac{4}{3}}\right) \tag{2.8}
\end{equation*}
$$

for all $\tau \in(0, T]$. In particular, since

$$
\lim _{t \rightarrow 0} t^{\frac{1}{2}}\left\|e^{t \Delta} u_{0}\right\|_{\frac{4}{3}}=0
$$

according to Weissler [42, equation (3.4)], we can choose $T$ small enough such that

$$
\begin{equation*}
t^{\frac{1}{2}}\left\|e^{t \Delta} u_{0}\right\|_{\frac{4}{3}} \leq \frac{\eta_{1}}{2}, \quad t \in(0, T) \tag{2.9}
\end{equation*}
$$

Combining (2.8) and (2.9) leads us to

$$
\sup _{0<t<T} t^{\frac{1}{2}}\left\|\Phi_{1}[u, v, w](t)\right\|_{\frac{4}{3}} \leq \frac{\eta_{1}}{2}+\frac{\eta_{1}}{2}=\eta_{1} .
$$

As for the estimates of $\Phi_{2}[u, v, w]$ and $\Phi_{3}[u, v, w]$ for (2.2), the proof is similar to that of (2.5) and (2.6). Indeed, due to the linearity of $\Phi_{2}$ and $\Phi_{3}$,

$$
\begin{equation*}
t^{1-\frac{2}{p}}\left\|\Phi_{2}[u, v, w](t)\right\|_{W^{2, p}} \leq t^{1-\frac{2}{p}}\left\|e^{t \Delta} v_{0}\right\|_{W^{2, p}}+C_{5} \mathrm{~B}\left(\frac{1}{2}-\frac{2}{q}+\frac{2}{p}, \frac{2}{q}-\frac{1}{2}\right) \eta_{3} \tag{2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
t^{\frac{3}{2}-\frac{2}{q}}\left\|\Phi_{3}[u, v, w](t)\right\|_{W^{1, q}} \leq t^{\frac{3}{2}-\frac{2}{q}}\left\|e^{t \Delta} w_{0}\right\|_{W^{1, q}}+C_{6} \mathrm{~B}\left(\frac{2}{q}-1, \frac{1}{2}\right) \eta_{1} \tag{2.11}
\end{equation*}
$$

observing that the right-hand side of (2.10) is finite due to the constraint $q>4 p /(p+4)$. Since

$$
\lim _{t \rightarrow 0} t^{1-\frac{2}{p}}\left\|e^{t \Delta} v_{0}\right\|_{W^{2, p}}=\lim _{t \rightarrow 0} t^{\frac{3}{2}-\frac{2}{q}}\left\|e^{t \Delta} w_{0}\right\|_{W^{1, q}}=0
$$

we may choose $\eta_{1}, \eta_{3}, T>0$ small enough so that

$$
C_{5} \mathrm{~B}\left(\frac{1}{2}-\frac{2}{q}+\frac{2}{p}, \frac{2}{q}-\frac{1}{2}\right) \eta_{3} \leq \frac{\eta_{2}}{2}, \quad C_{6} \mathrm{~B}\left(\frac{2}{q}-1, \frac{1}{2}\right) \eta_{1} \leq \frac{\eta_{3}}{2},
$$

and

$$
\sup _{0<t<T} t^{1-\frac{2}{p}}\left\|e^{t \Delta} v_{0}\right\|_{W^{2, p}} \leq \frac{\eta_{2}}{2}, \quad \sup _{0<t<T} t^{\frac{3}{2}-\frac{2}{q}}\left\|e^{t \Delta} w_{0}\right\|_{W^{1, q}} \leq \frac{\eta_{3}}{2}
$$

and thereby deduce from (2.10) and (2.11) that

$$
\sup _{0<t<T} t^{1-\frac{2}{p}}\left\|\Phi_{2}[u, v, w](t)\right\|_{W^{2, p}} \leq \eta_{2}, \quad \sup _{0<t<T} t^{\frac{3}{2}-\frac{2}{q}}\left\|\Phi_{3}[u, v, w](t)\right\|_{W^{1, q}} \leq \eta_{3}
$$

which complete the proof of the assertion (2.2).
Finally, an analogous argument implies the assertion (2.3).

Lemma 2.2. There is a unique mild solution $(u, v, w)$ to the Cauchy problem (1.1) defined on a maximal time interval $[0, T)$ with $T \in(0, \infty]$ which satisfies the alternative (1.7) and depends continuously on the inital data. More precisely, given $\left(u_{0}, v_{0}, w_{0}\right)$ and $\left(\bar{u}_{0}, \bar{v}_{0}, \bar{w}_{0}\right)$ in $L^{1}\left(\mathbb{R}^{4}\right) \times W^{2,2}\left(\mathbb{R}^{4}\right) \times L^{2}\left(\mathbb{R}^{4}\right)$, we denote by $(u, v, w)$ and $(\bar{u}, \bar{v}, \bar{w})$ the corresponding solutions
to (1.4), respectively, with respective maximal existence time $T$ and $\bar{T}$. For any $0<t_{0}<$ $\min \{T, \bar{T}\}$, there is $C\left(t_{0}\right)>0$ such that

$$
\begin{aligned}
& \sup _{0<t<t_{0}}\|u(t)-\bar{u}(t)\|_{1} \leq C\left(t_{0}\right)\left(\left\|u_{0}-\bar{u}_{0}\right\|_{1}+\left\|v_{0}-\bar{v}_{0}\right\|_{W^{2,2}}+\left\|w_{0}-\bar{w}_{0}\right\|_{2}\right), \\
& \sup _{0<t<t_{0}}\|v(t)-\bar{v}(t)\|_{W^{2,2}} \leq C\left(t_{0}\right)\left(\left\|u_{0}-\bar{u}_{0}\right\|_{1}+\left\|v_{0}-\bar{v}_{0}\right\|_{W^{2,2}}+\left\|w_{0}-\bar{w}_{0}\right\|_{2}\right), \\
& \sup _{0<t<t_{0}}\|w(t)-\bar{w}(t)\|_{2} \leq C\left(t_{0}\right)\left(\left\|u_{0}-\bar{u}_{0}\right\|_{1}+\left\|v_{0}-\bar{v}_{0}\right\|_{W^{2,2}}+\left\|w_{0}-\bar{w}_{0}\right\|_{2}\right) .
\end{aligned}
$$

Proof of Lemma 2.2. By Lemma 2.1, there are $\eta_{1}, \eta_{2}, \eta_{3}>0$ and $T>0$ small enough such that $\Phi$ is a contraction mapping from $X_{T}$ to $X_{T}$. Hence one can apply the Banach fixed point theorem and conclude that $\Phi$ has a unique fixed point $(u, v, w) \in X_{T}$ such that

$$
\Phi_{1}[u, v, w]=u, \quad \Phi_{2}[u, v, w]=v, \quad \Phi_{3}[u, v, w]=w .
$$

In particular, $\Phi_{1}[u, v, w]=u$ and (2.8) implies that

$$
\sup _{0<s<t} s^{\frac{1}{2}}\|u(s)\|_{\frac{4}{3}} \leq 2 \sup _{0<s<t} s^{\frac{1}{2}}\left\|e^{s \Delta} u_{0}\right\|_{\frac{4}{3}}
$$

for $0<t<T$. Let us show that $u$ belongs to $C\left([0, T) ; L^{1}\left(\mathbb{R}^{4}\right)\right)$. For any $\varepsilon>0$, there exists $t_{\varepsilon} \in(0, T)$ such that

$$
\sup _{0<t<t_{\varepsilon}} t^{\frac{1}{2}}\left\|e^{t \Delta} u_{0}\right\|_{\frac{4}{3}} \leq \frac{\varepsilon}{2},
$$

from which it follows, by the above estimate, that

$$
\sup _{0<s<t_{\varepsilon}} s^{\frac{1}{2}}\|u(s)\|_{\frac{4}{3}} \leq 2 \sup _{0<s<t_{\varepsilon}} s^{\frac{1}{2}}\left\|e^{s \Delta} u_{0}\right\|_{\frac{4}{3}} \leq \varepsilon
$$

Consequently,

$$
\begin{equation*}
\lim _{t \rightarrow 0} \sup _{0<s<t} s^{\frac{1}{2}}\|u(s)\|_{\frac{4}{3}}=0 . \tag{2.12}
\end{equation*}
$$

Arguing as in the proof of (2.4), we see that

$$
\left\|u(t)-u_{0}\right\|_{1} \leq\left\|e^{t \Delta} u_{0}-u_{0}\right\|_{1}+C\left(\sup _{0<s<t}\|v(s)\|_{W^{2,2}}\right)\left(\sup _{0<s<t} s^{\frac{1}{2}}\|u(s)\|_{\frac{4}{3}}\right)
$$

and it follows from (2.12) and the continuity properties of the heat semigroup that

$$
\lim _{t \rightarrow 0}\left\|u(t)-u_{0}\right\|_{1}=0
$$

Therefore $u \in C\left([0, T) ; L^{1}\left(\mathbb{R}^{4}\right)\right)$. Using (2.12), we analogously show from (2.11) that

$$
\begin{equation*}
\lim _{t \rightarrow 0} \sup _{0<s<t} s^{\frac{3}{2}-\frac{2}{q}}\|w(s)\|_{W^{1, q}}=0 \tag{2.13}
\end{equation*}
$$

Thanks to (2.12) and (2.13), we may argue as in the proofs of (2.5) and (2.6) to establish that $v \in C\left([0, T) ; W^{2,2}\left(\mathbb{R}^{4}\right)\right)$ and $w \in C\left([0, T) ; L^{2}\left(\mathbb{R}^{4}\right)\right)$, thereby showing that $(u, v, w)$ is a mild solution to (1.1) on $[0, T]$.

We next show the uniqueness of solutions. Let $(u, v, w)$ and $(\bar{u}, \bar{v}, \bar{w})$ be two solutions to (1.1) on $[0, T]$ corresponding to the initial data $\left(u_{0}, v_{0}, w_{0}\right)$. Noting that the mild formulation provides the representation formulas for $v$ and $w$

$$
v(t)-\bar{v}(t)=\int_{0}^{t} e^{(t-s)\left(d_{1} \Delta-\lambda_{1}\right)}(w(s)-\bar{w}(s)) d s
$$

and

$$
w(t)-\bar{w}(t)=\int_{0}^{t} e^{(t-s)\left(d_{2} \Delta-\lambda_{2}\right)}(u(s)-\bar{u}(s)) d s
$$

a similar argument to (2.10) and (2.11) implies that

$$
\begin{aligned}
\sup _{0<s<t} s^{1-\frac{2}{p}}\|v(s)-\bar{v}(s)\|_{W^{2, p}} & \leq C \sup _{0<s<t} s^{\frac{3}{2}-\frac{2}{q}}\|w(s)-\bar{w}(s)\|_{W^{1, q}} \\
& \leq C \sup _{0<s<t} s^{\frac{1}{2}}\|u(s)-\bar{u}(s)\|_{\frac{4}{3}},
\end{aligned}
$$

so that, using now the representation formula for $u-\bar{u}$ as in the proof of (2.7),

$$
\begin{aligned}
\sup _{0<s<t} s^{\frac{1}{2}}\|u(s)-\bar{u}(s)\|_{\frac{4}{3}} \leq & C\left(\sup _{0<s<t} s^{1-\frac{2}{p}}\|v(s)\|_{W^{2, p}}\right)\left(\sup _{0<s<t} s^{\frac{1}{2}}\|u(s)-\bar{u}(s)\|_{\frac{4}{3}}\right) \\
& +C\left(\sup _{0<s<t} s^{\frac{1}{2}}\|u(s)\|_{\frac{4}{3}}\right)\left(\sup _{0<s<t} s^{1-\frac{2}{p}}\|v(s)-\bar{v}(s)\|_{W^{2, p}}\right) \\
\leq & C\left(\sup _{0<s<t} s^{\frac{1}{2}}\|u(s)\|_{\frac{4}{3}}+\sup _{0<s<t} s^{1-\frac{2}{p}}\|v(s)\|_{W^{2, p}}\right)\left(\sup _{0<s<t} s^{\frac{1}{2}}\|u(s)-\bar{u}(s)\|_{\frac{4}{3}}\right) .
\end{aligned}
$$

Since there exists $t_{0} \in(0, T)$ sufficiently small such that

$$
C\left(\sup _{0<t<t_{0}} t^{\frac{1}{2}}\|u(t)\|_{\frac{4}{3}}+\sup _{0<t<t_{0}} t^{1-\frac{2}{p}}\|v(t)\|_{W^{2, p}}\right) \leq \frac{1}{2}
$$

we have

$$
\sup _{0<t<t_{0}} t^{\frac{1}{2}}\|u(t)-\bar{u}(t)\|_{\frac{4}{3}}=0
$$

from which we conclude that $u(t)=\bar{u}(t)$ for $0<t<t_{0}$, which in turn implies that $(v, w)(t)=$ $(\bar{v}, \bar{w})(t)$ for $0<t<t_{0}$. Define $t_{1} \geq 0$ by

$$
t_{1}:=\sup \{\tau>0 ;(u, v, w)(t)=(\bar{u}, \bar{v}, \bar{w})(t), \text { for all } 0 \leq t<\tau\}
$$

Clearly $0<t_{0} \leq t_{1} \leq T$. Let us then assume for contradiction that $t_{1}<T$. Repeating the above argument with initial data $(u, v, w)\left(t_{1}\right)=(\bar{u}, \bar{v}, \bar{w})\left(t_{1}\right)$, there exists $t_{2} \in\left(0, T-t_{1}\right)$ such that $(u, v, w)(t)=(\bar{u}, \bar{v}, \bar{w})(t)$ for all $0 \leq t \leq t_{1}+t_{2}$, which contradicts the definition of $t_{1}$. Consequently, $(u, v, w)(t)=(\bar{u}, \bar{v}, \bar{w})(t)$ for $0<t<T$ and we have established the claimed uniqueness.

The continuous dependence of the initial data also follows in the same way. Namely, for any $\left(u_{0}, v_{0}, w_{0}\right)$ and $\left(\bar{u}_{0}, \bar{v}_{0}, \bar{w}_{0}\right)$ in $L^{1}\left(\mathbb{R}^{4}\right) \times W^{2,2}\left(\mathbb{R}^{4}\right) \times L^{2}\left(\mathbb{R}^{4}\right)$, let $(u, v, w)$ and $(\bar{u}, \bar{v}, \bar{w})$ be the corresponding solutions to (1.4), respectively, with respective maximal existence time $T$ and $\bar{T}$. For $0<t_{0}<\min \{T, \bar{T}\}$ and $0<t<t_{0}$, a similar argument as above follows that

$$
\begin{aligned}
& \sup _{0<s<t} s^{\frac{1}{2}}\|u(s)-\bar{u}(s)\|_{\frac{4}{3}} \\
\leq & C\left\|u_{0}-\bar{u}_{0}\right\|_{1}+C\left(\sup _{0<s<t} s^{1-\frac{2}{p}}\|v(s)\|_{W^{2, p}}\right)\left(\sup _{0<s<t} s^{\frac{1}{2}}\|u(s)-\bar{u}(s)\|_{\frac{4}{3}}\right) \\
& +C\left(\sup _{0<s<t} s^{\frac{1}{2}}\|u(s)\|_{\frac{4}{3}}\right)\left(\sup _{0<s<t} s^{1-\frac{2}{p}}\|v(s)-\bar{v}(s)\|_{W^{2, p}}\right) \\
\leq & C\left\|u_{0}-\bar{u}_{0}\right\|_{1}+C\left(\sup _{0<s<t} s^{1-\frac{2}{p}}\|v(s)\|_{W^{2, p}}\right)\left(\sup _{0<s<t} s^{\frac{1}{2}}\|u(s)-\bar{u}(s)\|_{\frac{4}{3}}\right) \\
& +C\left(\sup _{0<s<t} s^{\frac{1}{2}}\|u(s)\|_{\frac{4}{3}}\right)\left(\left\|v_{0}-\bar{v}_{0}\right\|_{W^{2,2}}+\left\|w_{0}-\bar{w}_{0}\right\|_{2}+\sup _{0<s<t} s^{\frac{1}{2}}\|u(s)-\bar{u}(s)\|_{\frac{4}{3}}\right),
\end{aligned}
$$

which implies that

$$
\sup _{0<s<t} s^{\frac{1}{2}}\|u(s)-\bar{u}(s)\|_{\frac{4}{3}} \leq C\left(t_{0}\right)\left(\left\|u_{0}-\bar{u}_{0}\right\|_{1}+\left\|v_{0}-\bar{v}_{0}\right\|_{W^{2,2}}+\left\|w_{0}-\bar{w}_{0}\right\|_{2}\right) .
$$

Moreover, we observe

$$
\begin{aligned}
\sup _{0<s<t}\|v(t)-\bar{v}(s)\|_{W^{2,2}} & \leq C\left\|v_{0}-\bar{v}_{0}\right\|_{W^{2,2}}+C \sup _{0<s<t} s^{\frac{3}{2}-\frac{2}{q}}\|w(s)-\bar{w}(s)\|_{W^{1, q}} \\
& \leq C\left\|v_{0}-\bar{v}_{0}\right\|_{W^{2,2}}+C\left\|w_{0}-\bar{w}_{0}\right\|_{2}+C \sup _{0<s<t} s^{\frac{1}{2}}\|u(s)-\bar{u}(s)\|_{\frac{4}{3}} \\
& \leq C\left(\left\|u_{0}-\bar{u}_{0}\right\|_{1}+\left\|v_{0}-\bar{v}_{0}\right\|_{W^{2,2}}+\left\|w_{0}-\bar{w}_{0}\right\|_{2}\right) .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
\sup _{0<s<t}\|u(s)-\bar{u}(s)\|_{1} \leq & C\left\|u_{0}-\bar{u}_{0}\right\|_{1}+C\left(\sup _{0<s<t} s^{\frac{1}{2}}\|u(s)-\bar{u}(s)\|_{\frac{4}{3}}\right)\left(\sup _{0<s<t}\|v(s)\|_{W^{2,2}}\right) \\
& +C\left(\sup _{0<s<t} s^{\frac{1}{2}}\|u(s)\|_{\frac{4}{3}}\right)\left(\sup _{0<s<t}\|v(s)-\bar{v}(s)\|_{W^{2,2}}\right) \\
\leq & C\left(t_{0}\right)\left(\left\|u_{0}-\bar{u}_{0}\right\|_{1}+\left\|v_{0}-\bar{v}_{0}\right\|_{W^{2,2}}+\left\|w_{0}-\bar{w}_{0}\right\|_{2}\right),
\end{aligned}
$$

and similarly

$$
\sup _{0<s<t}\|w(s)-\bar{w}(s)\|_{2} \leq C\left(t_{0}\right)\left(\left\|u_{0}-\bar{u}_{0}\right\|_{1}+\left\|v_{0}-\bar{v}_{0}\right\|_{W^{2,2}}+\left\|w_{0}-\bar{w}_{0}\right\|_{2}\right) .
$$

As a consequence, the local well-posedness for (1.1) follows.
Finally, classical arguments based on the proof of Lemma 2.1 lead to the blowup criterion (1.7).

Proof of Proposition 1.1. By virtue of Lemmas 2.1 and 2.2, we have established the existence of a unique mild solution to (1.1) defined on a maximal time interval $[0, T)$ with $T \in(0, \infty]$. As for the regularity of the solutions, we use the standard iteration argument with respect to the derivative. Define $|\nabla|^{\alpha} f(x):=\mathcal{F}^{-1}\left[\xi \mapsto|\xi|^{\alpha} \mathcal{F} f(\xi)\right](x)$ for $x \in \mathbb{R}^{4}$ and $\alpha>0$, where $\mathcal{F}$ denotes the Fourier transform. Let $\tau \in(0, T)$ and $t \in(0, \tau)$. Recalling that, for $2<p<4$,

$$
U_{0}(\tau):=\sup _{0<s<\tau} s^{\frac{1}{2}}\|u(s)\|_{\frac{4}{3}}<+\infty, \quad V_{p, 0}(\tau):=\sup _{0<s<\tau} s^{1-\frac{2}{p}}\|v(s)\|_{W^{2, p}}<+\infty,
$$

by Lemma 2.1, we may argue as in the proof of (2.7) to obtain

$$
\begin{aligned}
& t^{\frac{1+\alpha}{2}}\left\||\nabla|^{\alpha} u(t)\right\|_{\frac{4}{3}} \\
\leq & t^{\frac{1+\alpha}{2}}\left\||\nabla|^{\alpha} e^{t \Delta} u_{0}\right\|_{\frac{4}{3}}+C U_{0}(\tau) V_{p, 0}(\tau) t^{\frac{1+\alpha}{2}} \int_{0}^{t}(t-s)^{-\frac{2}{p}-\frac{\alpha}{2}} s^{-\frac{1}{2}} s^{-1+\frac{2}{p}} d s \\
\leq & C\left\|u_{0}\right\|_{1}+C U_{0}(\tau) V_{p, 0}(\tau) \mathrm{B}\left(1-\frac{2}{p}-\frac{\alpha}{2}, \frac{2}{p}-\frac{1}{2}\right),
\end{aligned}
$$

where $2<p<4$ and

$$
\alpha<2-\frac{4}{p}<1,
$$

which implies that

$$
U_{\alpha}(\tau):=\sup _{0<t<\tau} t^{\frac{1+\alpha}{2}}\left\||\nabla|^{\alpha} u(t)\right\|_{\frac{4}{3}}<+\infty, \quad \alpha<2-\frac{4}{p}
$$

This property yields additional regularity estimates for $w$. Indeed, for $\beta \geq \alpha$,

$$
\begin{aligned}
\left\||\nabla|^{\beta} w(t)\right\|_{W^{1, q}} & \leq C t^{-\frac{3}{2}+\frac{2}{q}-\frac{\beta}{2}}\left\|w_{0}\right\|_{2}+C U_{\alpha}(\tau) \int_{0}^{t}(t-s)^{-2\left(\frac{3}{4}-\frac{1}{q}\right)-\frac{1+\beta-\alpha}{2}} s^{-\frac{1+\alpha}{2}} d s \\
& =C t^{-\frac{3}{2}+\frac{2}{q}-\frac{\beta}{2}}\left\|w_{0}\right\|_{2}+C U_{\alpha}(\tau) t^{-\frac{3}{2}+\frac{2}{q}-\frac{\beta}{2}} \mathrm{~B}\left(\frac{2}{q}-\frac{\beta-\alpha}{2}-1, \frac{1-\alpha}{2}\right),
\end{aligned}
$$

where

$$
\frac{4}{3}<\frac{4 p}{p+4}<q<2, \quad \alpha \leq \beta<\alpha+\frac{4}{q}-2
$$

so that

$$
W_{q, \beta}(\tau):=\sup _{0<t<\tau} t^{\frac{3}{2}-\frac{2}{q}+\frac{\beta}{2}}\left\||\nabla|^{\beta} w(t)\right\|_{W^{1, q}}<+\infty, \quad \alpha \leq \beta<\alpha+\frac{4}{q}-2 .
$$

Similarly, for $\gamma \geq \beta$,

$$
\begin{aligned}
\left\||\nabla|^{\gamma} v(t)\right\|_{W^{2, p}} & \leq C t^{-1+\frac{2}{p}-\frac{\gamma}{2}}\left\|v_{0}\right\|_{W^{2,2}}+C W_{q, \beta}(\tau) \int_{0}^{t}(t-s)^{-2\left(\frac{1}{q}-\frac{1}{p}\right)-\frac{1+\gamma-\beta}{2}} s^{-\frac{3}{2}+\frac{2}{q}-\frac{\beta}{2}} d s \\
& =C t^{-1+\frac{2}{p}-\frac{\gamma}{2}}\left\|v_{0}\right\|_{W^{2,2}}+C W_{q, \beta}(\tau) t^{-1+\frac{2}{p}-\frac{\gamma}{2}} \mathrm{~B}\left(\frac{2}{p}-\frac{2}{q}+\frac{1-\gamma+\beta}{2}, \frac{2}{q}-\frac{\beta+1}{2}\right),
\end{aligned}
$$

provided that

$$
\beta \leq \gamma<\beta+\frac{4}{p}-\frac{4}{q}+1, \quad \beta<\alpha+\frac{4}{q}-2<\frac{4}{q}-1,
$$

from which it follows that

$$
V_{p, \gamma}(\tau):=\sup _{0<t<\tau} t^{1-\frac{2}{p}+\frac{\gamma}{2}}\left\||\nabla|^{\gamma} v(t)\right\|_{W^{2, p}}<+\infty, \quad \beta \leq \gamma<\frac{4}{p}-\frac{4}{q}+\beta+1 \in(\beta, 1) .
$$

The previous analysis leads us to a higher regularity estimate for $u$. Indeed, let $\theta \geq \alpha$. Since $\alpha \leq \beta \leq \gamma$,

$$
\begin{aligned}
& \left\||\nabla|^{\theta} u(t)\right\|_{\frac{4}{3}} \\
\leq & C t^{-2\left(1-\frac{3}{4}\right)-\frac{\theta}{2}}\left\|u_{0}\right\|_{1} \\
& +C \int_{0}^{t}(t-s)^{-\frac{2}{p}-\frac{\theta-\alpha}{2}}\left(\left\||\nabla|^{\alpha} u(s)\right\|_{\frac{4}{3}}\|v(s)\|_{W^{2, p}}+\|u(s)\|_{\frac{4}{3}}\left\||\nabla|^{\alpha} v(s)\right\|_{W^{2, p}}\right) d s \\
\leq & C t^{-\frac{1+\theta}{2}}\left\|u_{0}\right\|_{1}+C\left(U_{0}(\tau) V_{p, \alpha}(\tau)+U_{\alpha}(\tau) V_{p, 0}(\tau)\right) \int_{0}^{t}(t-s)^{-\frac{2}{p}-\frac{\theta-\alpha}{2}} s^{-\frac{3}{2}+\frac{2}{p}-\frac{\alpha}{2}} d s \\
= & C t^{-\frac{1+\theta}{2}}\left\|u_{0}\right\|_{1}+C\left(U_{0}(\tau) V_{p, \alpha}(\tau)+U_{\alpha}(\tau) V_{p, 0}(\tau)\right) t^{-\frac{1+\theta}{2}} \mathrm{~B}\left(1-\frac{2}{p}-\frac{\theta-\sigma}{2},-\frac{1}{2}+\frac{2}{p}-\frac{\sigma}{2}\right),
\end{aligned}
$$

where

$$
\alpha \leq \theta<2-\frac{4}{p}+\alpha<2, \quad \alpha<\frac{4}{p}-1 .
$$

Hence,

$$
U_{\theta}(\tau)=\sup _{0<t<\tau} t^{\frac{1+\theta}{2}}\left\||\nabla|^{\theta} u(t)\right\|_{\frac{4}{3}}<+\infty, \quad \alpha \leq \theta<2-\frac{4}{p}+\alpha<2, \quad \alpha<\frac{4}{p}-1
$$

Iterating further the above arguments, we obtain that the solution possesses higher regularity. In fact, using the uniqueness result established in Lemma 2.2, we may solve the problem (1.1) with the initial data $\left.\left(u\left(t_{0}\right), v\left(t_{0}\right), w\left(t_{0}\right)\right)\right)$ for some $t_{0} \in(0, T)$. We thus eventually show that
for $s>0, u(t) \in L^{1}\left(\mathbb{R}^{4}\right) \cap W^{s, 4 / 3}\left(\mathbb{R}^{4}\right), v(t) \in W^{2,2}\left(\mathbb{R}^{4}\right) \cap W^{s, p}\left(\mathbb{R}^{4}\right)$ and $w(t) \in L^{2}\left(\mathbb{R}^{4}\right) \cap$ $W^{s, q}\left(\mathbb{R}^{4}\right)$ for $t_{0}<t<T$, and satisfies the system (1.1) in a classical sense on $(0, T) \times \mathbb{R}^{4}$.

Let $\left(u_{0}, v_{0}, w_{0}\right)$ be nonnegative initial conditions and $\left\{u_{0, k}\right\}_{k \in \mathbb{N}},\left\{v_{0, k}\right\}_{k \in \mathbb{N}}$, and $\left\{w_{0, k}\right\}_{k \in \mathbb{N}}$ be sequences of nonnegative functions in $C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ converging to $u_{0}$ in $L^{1}\left(\mathbb{R}^{4}\right), v_{0}$ in $W^{2,2}\left(\mathbb{R}^{4}\right)$, and $w_{0}$ in $L^{2}\left(\mathbb{R}^{4}\right)$ as $k \rightarrow \infty$, respectively. Then, for each $k \in \mathbb{N}$, we can construct the unique, smooth and integrable solution to (1.4) corresponding to the initial data ( $u_{0, k}, v_{0, k}, w_{0, k}$ ). By the parabolic regularity theory, the solutions $\left(u_{k}, v_{k}, w_{k}\right)$ belong to $C^{\infty}\left([0, T) \times \mathbb{R}^{4}\right)$ and are nonnegative on $(0, T) \times \mathbb{R}^{4}$. In addition, by the continuous dependence on the initial data established in Lemma 2.2, we have the convergences $u_{k} \rightarrow u$ in $C\left([0, T) ; L^{1}\left(\mathbb{R}^{4}\right)\right)$, $v_{k} \rightarrow v$ in $C\left([0, T) ; W^{2,2}\left(\mathbb{R}^{4}\right)\right)$, and $w_{k} \rightarrow w$ in $C\left([0, T) ; L^{2}\left(\mathbb{R}^{4}\right)\right)$ as $k \rightarrow \infty$, where $(u, v, w)$ is the solution to (1.1) with initial data $\left(u_{0}, v_{0}, w_{0}\right)$. Hence, one can find subsequences of the approximated solutions which converge to $(u, v, w)$ almost everywhere in $(0, T) \times \mathbb{R}^{4}$, which implies that $u, v$, and $w$ are nonnegative on $(0, T) \times \mathbb{R}^{4}$. Moreover the mass conservation law also holds by integrating $u$ over $\mathbb{R}^{4}$.

We next exploit the fully parabolic structure of (1.1), along with the conservation of mass (1.8), to derive a first set of estimates on solutions to (1.1) which do not depend on their maximal existence time.

Lemma 2.3. Let $(u, v, w)$ be the solution to (1.1) on $[0, T)$ corresponding to the initial data $\left(u_{0}, v_{0}, w_{0}\right) \in L^{1}\left(\mathbb{R}^{4}\right) \times W^{2,2}\left(\mathbb{R}^{4}\right) \times L^{1}\left(\mathbb{R}^{4}\right) \cap L^{2}\left(\mathbb{R}^{4}\right)$. Then, for $1 \leq p<2$, there exists a positive constant $C(p)$ such that

$$
\|w(t)\|_{p} \leq C(p)\left(\left\|w_{0}\right\|_{p}+\left\|u_{0}\right\|_{1} \mathcal{I}_{\lambda_{2}, p}(t)\right), \quad t \in[0, T)
$$

where

$$
\mathcal{I}_{\lambda_{2}, p}(t):=\int_{0}^{t} e^{-\lambda_{2} s} s^{-2\left(1-\frac{1}{p}\right)} d s \leq \begin{cases}C(p) \Gamma\left(\frac{2}{p}-1\right) & \text { if } \quad \lambda_{2}>0 \\ C(p) t^{\frac{2}{p}-1} & \text { if } \quad \lambda_{2}=0\end{cases}
$$

Moreover, for $2 \leq q<\infty$, there exists a positive constant $C(q)$ such that

$$
\|v(t)\|_{q} \leq C(q)\left(\left\|v_{0}\right\|_{q}+\left\|w_{0}\right\|_{\frac{2 q}{q+1}} \mathcal{I}_{\lambda_{1}, q}(t)+\left\|u_{0}\right\|_{1} \mathcal{I}_{\lambda_{1}, q}(t) \mathcal{I}_{\lambda_{2}, \frac{2 q}{q+1}}(t)\right), \quad t \in[0, T),
$$

where

$$
\mathcal{I}_{\lambda_{1}, q}(t):=\int_{0}^{t} e^{-\lambda_{1} s} s^{-1+\frac{1}{q}} d s \leq \begin{cases}C(q) \Gamma\left(\frac{1}{q}\right) & \text { if } \quad \lambda_{1}>0 \\ C(q) t^{\frac{1}{q}} & \text { if } \quad \lambda_{1}=0\end{cases}
$$

Besides,

$$
\|\nabla v(t)\|_{2} \leq C\left(\left\|\nabla v_{0}\right\|_{2}+\left\|w_{0}\right\|_{\frac{3}{2}} \mathcal{I}_{\lambda_{1}, 6}(t)+\left\|u_{0}\right\|_{1} \mathcal{I}_{\lambda_{1}, 6}(t) \mathcal{I}_{\lambda_{2}, \frac{3}{3}}(t)\right) .
$$

Proof of Lemma 2.3. Using the $L^{1}-L^{p}$ estimate for the heat semigroup and (1.8), the following estimate holds:

$$
\begin{aligned}
\left\|\int_{0}^{t} e^{(t-s)\left(d_{2} \Delta-\lambda_{2}\right)} u(s) d s\right\|_{p} & \leq C(p) \int_{0}^{t} e^{-\lambda_{2}(t-s)}(t-s)^{-2\left(1-\frac{1}{p}\right)}\|u(s)\|_{1} d s \\
& =C(p)\left\|u_{0}\right\|_{1} \mathcal{I}_{\lambda_{2}, p}(t)
\end{aligned}
$$

Hence the $L^{p}$-norm of $w$ is estimated as

$$
\begin{aligned}
\|w(t)\|_{p} & \leq\left\|e^{t\left(d_{2} \Delta-\lambda_{2}\right)} w_{0}\right\|_{p}+\left\|\int_{0}^{t} e^{(t-s)\left(d_{2} \Delta-\lambda_{2}\right)} u(s) d s\right\|_{p} \\
& \leq C(p)\left(\left\|w_{0}\right\|_{p}+\left\|u_{0}\right\|_{1} \mathcal{I}_{\lambda_{2}, p}(t)\right) .
\end{aligned}
$$

Similarly for $2 \leq q<\infty$ we have

$$
\begin{aligned}
\|v(t)\|_{q} & \leq\left\|e^{t\left(d_{1} \Delta-\lambda_{1}\right)} v_{0}\right\|_{q}+\int_{0}^{t}\left\|e^{(t-s)\left(d_{1} \Delta-\lambda_{1}\right)} w(s)\right\|_{q} d s \\
& \leq C(q)\left\|v_{0}\right\|_{q}+C(q) \int_{0}^{t} e^{-\lambda_{1}(t-s)}(t-s)^{-2\left(\frac{1+q}{2 q}-\frac{1}{q}\right)}\|w(s)\|_{\frac{2 q}{q+1}} d s \\
& \leq C(q)\left(\left\|v_{0}\right\|_{q}+\left\|w_{0}\right\|_{\frac{2 q}{q+1}} \mathcal{I}_{\lambda_{1}, q}(t)+\left\|u_{0}\right\|_{1} \int_{0}^{t} e^{-\lambda_{1}(t-s)}(t-s)^{-1+\frac{1}{q}} \mathcal{I}_{\lambda_{2}, \frac{2 q}{1+q}}(s) d s\right) \\
& \leq C(q)\left(\left\|v_{0}\right\|_{q}+\left\|w_{0}\right\|_{\frac{2 q}{q+1}} \mathcal{I}_{\lambda_{1}, q}(t)+\left\|u_{0}\right\|_{1} \mathcal{I}_{\lambda_{1}, q}(t) \mathcal{I}_{\lambda_{2}, \frac{2 q}{1+q}}(t)\right) .
\end{aligned}
$$

Moreover it follows that

$$
\begin{aligned}
\|\nabla v(t)\|_{2} & \leq\left\|\nabla v_{0}\right\|_{2}+C \int_{0}^{t} e^{-\lambda_{1}(t-s)}(t-s)^{-2\left(\frac{2}{3}-\frac{1}{2}\right)-\frac{1}{2}}\|w(s)\|_{\frac{3}{2}} d s \\
& \left.\leq C\left\|\nabla v_{0}\right\|_{2}+\left\|w_{0}\right\|_{\frac{3}{2}} \mathcal{I}_{\lambda_{1}, 6}(t)+\left\|u_{0}\right\|_{1} \mathcal{I}_{\lambda_{1}, 6}(t) \mathcal{I}_{\lambda_{2}, \frac{3}{2}}(t)\right)
\end{aligned}
$$

which ends the proof.

## 3. Existence of global solutions

In this section, we prove the existence of a global solution to (1.1) as reported in Theorem 1.2. To this end, introducing the chemical energy minimization and the Brezis-Merle inequality for the 4th order elliptic equation, we show that the mass constraint (1.9) leads to additional estimates for the solution to (1.1) and we proceed after that to the derivation of $L^{p}$-estimates ensuring global existence.

Throughout this section, we fix $\left(u_{0}, v_{0}, w_{0}\right) \in L_{+}^{1}\left(\mathbb{R}^{4}\right) \times W_{+}^{2,2}\left(\mathbb{R}^{4}\right) \times L_{+}^{2}\left(\mathbb{R}^{4}\right)$ such that $\left(1+u_{0}\right) \log \left(1+u_{0}\right) \in L^{1}\left(\mathbb{R}^{4}\right)$. We denote the corresponding solution to (1.1) by $(u, v, w)$ with maximal existence time $T$. Also, $C$ and $\left(C_{i}\right)_{i \geq 1}$ denote positive constants depending only on $\left(d_{1}, d_{2}, \lambda_{1}, \lambda_{2}\right)$ and $\left(u_{0}, v_{0}, w_{0}\right)$, but not on $\bar{T}$, that may vary from line to line. The dependence of $C$ and $\left(C_{i}\right)_{i \geq 1}$ upon additional parameters will be indicated explicitly.
3.1. Modified Lyapunov functional. The system (1.1) has the Lyapunov functional $\widetilde{\mathcal{F}}$ defined by

$$
\widetilde{\mathcal{F}}(u, v):=\int_{\mathbb{R}^{4}} u \log u d x+\frac{1}{2} \int_{\mathbb{R}^{4}}\left|\partial_{t} v\right|^{2} d x+\mathcal{E}(v ; u)
$$

where $\mathcal{E}(v ; u)$ is the chemical energy given as

$$
\mathcal{E}(v ; u):=\frac{d_{1} d_{2}}{2} \int_{\mathbb{R}^{4}}|\Delta v|^{2} d x+\frac{d_{1} \lambda_{2}+d_{2} \lambda_{1}}{2} \int_{\mathbb{R}^{4}}|\nabla v|^{2} d x+\frac{\lambda_{1} \lambda_{2}}{2} \int_{\mathbb{R}^{4}} v^{2} d x-\int_{\mathbb{R}^{4}} u v d x .
$$

Then $\widetilde{\mathcal{F}}(u, v)$ satisfies that

$$
\widetilde{\mathcal{F}}(u, v)+\int_{0}^{t} \widetilde{\mathcal{D}}(u(s), v(s)) d s=\widetilde{\mathcal{F}}\left(u_{0}, v_{0}\right),
$$

where

$$
\widetilde{\mathcal{D}}(u, v):=\int_{\mathbb{R}^{4}} u|\nabla(\log u-v)|^{2} d x+\left(d_{2}+d_{1}\right) \int_{\mathbb{R}^{4}}\left|\partial_{t} \nabla v\right|^{2} d x+\left(\lambda_{2}+\lambda_{1}\right) \int_{\mathbb{R}^{4}}\left|\partial_{t} v\right|^{2} d x
$$

see Fujie-Senba [8]. However, using the Lyapunov functional $\widetilde{\mathcal{F}}$ on the whole space requires at least the weight assumption $u_{0} \in L^{1}\left(\mathbb{R}^{4}, \log \left(1+|x|^{4}\right) d x\right)$, so that the entropy $u \log u \in$ $L^{1}\left(\mathbb{R}^{4}\right)$. In order to get rid of the weight assumption, let us introduce the modified Lyapunov functional $\mathcal{F}(u, v)$ for the problem (1.1), which plays an essential role in showing the global existence proof,

$$
\begin{equation*}
\mathcal{F}(u, v):=\int_{\mathbb{R}^{4}}(1+u) \log (1+u) d x+\frac{1}{2} \int_{\mathbb{R}^{4}}\left|\partial_{t} v\right|^{2} d x+\mathcal{E}(v ; u) \tag{3.1}
\end{equation*}
$$

The modified entropy $\int_{\mathbb{R}^{4}}(1+u) \log (1+u) d x$ has the advantage of being nonnegative, even though it is no longer a Lyapunov functional. Indeed, $\mathcal{F}$ satisfies the following identity:

Lemma 3.1. For the solution $(u, v, w)$ to (1.1), let $\mathcal{F}(u, v)$ be the modified Lyapunov functional for the problem (1.1) defined in (3.1). Then the following identity holds:

$$
\mathcal{F}(u(t), v(t))+\int_{0}^{t} \mathcal{D}(u(s), v(s)) d s=\mathcal{F}\left(u_{0}, v_{0}\right)+\frac{1}{4} \int_{0}^{t} \int_{\mathbb{R}^{4}}|\nabla v(s)|^{2} d x d s
$$

for $0<t<T$, where

$$
\begin{aligned}
\mathcal{D}(u, v)= & \int_{\mathbb{R}^{4}} u|\nabla(\log (1+u)-v)|^{2} d x+\int_{\mathbb{R}^{4}}\left|\nabla\left(\log (1+u)-\frac{1}{2} v\right)\right|^{2} d x \\
& +\left(d_{2}+d_{1}\right) \int_{\mathbb{R}^{4}}\left|\partial_{t} \nabla v\right|^{2} d x+\left(\lambda_{2}+\lambda_{1}\right) \int_{\mathbb{R}^{4}}\left|\partial_{t} v\right|^{2} d x
\end{aligned}
$$

Proof of Lemma 3.1. Differentiating with respect to time $t$ and using the first equation in (1.1), we have

$$
\begin{aligned}
\frac{d}{d t} \int_{\mathbb{R}^{4}}(1+u) \log (1+u) d x= & -\int_{\mathbb{R}^{4}}(1+u)|\nabla \log (1+u)|^{2} d x \\
& +\int_{\mathbb{R}^{4}} u \nabla \log (1+u) \cdot \nabla v d x
\end{aligned}
$$

Also, using again the first equation in (1.1),

$$
\frac{d}{d t} \int_{\mathbb{R}^{4}} u v d x=\int_{\mathbb{R}^{4}} v \partial_{t} u d x+\int_{\mathbb{R}^{4}} u \partial_{t} v d x \equiv I_{1}+I_{2}
$$

and the first term $I_{1}$ is computed as

$$
I_{1}=-\int_{\mathbb{R}^{4}}(1+u) \nabla \log (1+u) \cdot \nabla v d x+\int_{\mathbb{R}^{4}} u|\nabla v|^{2} d x .
$$

Using the second and third equations of (1.1), we also have

$$
\begin{aligned}
I_{2}= & \int_{\mathbb{R}^{4}} \partial_{t} v\left(\partial_{t} w-d_{2} \Delta w+\lambda_{2} w\right) d x \\
= & \int_{\mathbb{R}^{4}} \partial_{t} v \partial_{t} w d x+\int_{\mathbb{R}^{4}}\left(\partial_{t} v-d_{1} \Delta v+\lambda_{1} v\right)\left(-d_{2} \Delta+\lambda_{2}\right)\left[\partial_{t} v\right] d x \\
= & \int_{\mathbb{R}^{4}} \partial_{t} v \partial_{t}\left(\partial_{t} v-d_{1} \Delta v+\lambda_{1} v\right) d x+\int_{\mathbb{R}^{4}} \partial_{t} v\left(-d_{2} \Delta+\lambda_{2}\right)\left[\partial_{t} v\right] d x \\
& +\int_{\mathbb{R}^{4}}\left(-d_{1} \Delta+\lambda_{1}\right)[v]\left(-d_{2} \Delta+\lambda_{2}\right)\left[\partial_{t} v\right] d x \\
= & \frac{1}{2} \frac{d}{d t} \int_{\mathbb{R}^{4}}\left|\partial_{t} v\right|^{2} d x+\left(d_{2}+d_{1}\right) \int_{\mathbb{R}^{4}}\left|\partial_{t} \nabla v\right|^{2} d x \\
& +\left(\lambda_{2}+\lambda_{1}\right) \int_{\mathbb{R}^{4}}\left|\partial_{t} v\right|^{2} d x+\frac{1}{2} \frac{d}{d t} \int_{\mathbb{R}^{4}}\left(-d_{1} \Delta+\lambda_{1}\right)[v]\left(-d_{2} \Delta+\lambda_{2}\right)[v] d x
\end{aligned}
$$

Hence, we obtain

$$
\begin{aligned}
\frac{d}{d t} \int_{\mathbb{R}^{4}} u v d x= & -\int_{\mathbb{R}^{4}}(1+u) \nabla \log (1+u) \cdot \nabla v d x+\int_{\mathbb{R}^{4}} u|\nabla v|^{2} d x \\
& +\frac{1}{2} \frac{d}{d t} \int_{\mathbb{R}^{4}}\left|\partial_{t} v\right|^{2} d x+\left(d_{2}+d_{1}\right) \int_{\mathbb{R}^{4}}\left|\partial_{t} \nabla v\right|^{2} d x \\
& +\left(\lambda_{2}+\lambda_{1}\right) \int_{\mathbb{R}^{4}}\left|\partial_{t} v\right|^{2} d x+\frac{1}{2} \frac{d}{d t} \int_{\mathbb{R}^{4}}\left(-d_{1} \Delta+\lambda_{1}\right)[v]\left(-d_{2} \Delta+\lambda_{2}\right)[v] d x
\end{aligned}
$$

so that

$$
\begin{aligned}
\frac{d}{d t}\left(\frac{1}{2} \int_{\mathbb{R}^{4}}\left|\partial_{t} v\right|^{2} d x+\mathcal{E}(v ; u)\right)= & \int_{\mathbb{R}^{4}}(1+u) \nabla \log (1+u) \cdot \nabla v d x-\int_{\mathbb{R}^{4}} u|\nabla v|^{2} d x \\
& -\left(d_{2}+d_{1}\right) \int_{\mathbb{R}^{4}}\left|\partial_{t} \nabla v\right|^{2} d x-\left(\lambda_{2}+\lambda_{1}\right) \int_{\mathbb{R}^{4}}\left|\partial_{t} v\right|^{2} d x
\end{aligned}
$$

Combining the above estimates, we have

$$
\begin{aligned}
& \frac{d}{d t}\left(\int_{\mathbb{R}^{4}}(1+u) \log (1+u) d x+\frac{1}{2} \int_{\mathbb{R}^{4}}\left|\partial_{t} v\right|^{2} d x+\mathcal{E}(v ; u)\right) \\
= & -\int_{\mathbb{R}^{4}}(1+u)|\nabla \log (1+u)|^{2} d x+\int_{\mathbb{R}^{4}} u \nabla \log (1+u) \cdot \nabla v d x \\
& +\int_{\mathbb{R}^{4}}(1+u) \nabla \log (1+u) \cdot \nabla v d x-\int_{\mathbb{R}^{4}} u|\nabla v|^{2} d x \\
& -\left(d_{2}+d_{1}\right) \int_{\mathbb{R}^{4}}\left|\partial_{t} \nabla v\right|^{2} d x-\left(\lambda_{2}+\lambda_{1}\right) \int_{\mathbb{R}^{4}}\left|\partial_{t} v\right|^{2} d x \\
= & -\int_{\mathbb{R}^{4}} u|\nabla(\log (1+u)-v)|^{2} d x-\int_{\mathbb{R}^{4}}\left|\nabla\left(\log (1+u)-\frac{1}{2} v\right)\right|^{2} d x+\frac{1}{4} \int_{\mathbb{R}^{4}}|\nabla v|^{2} d x \\
& -\left(d_{2}+d_{1}\right) \int_{\mathbb{R}^{4}}\left|\partial_{t} \nabla v\right|^{2} d x-\left(\lambda_{2}+\lambda_{1}\right) \int_{\mathbb{R}^{4}}\left|\partial_{t} v\right|^{2} d x,
\end{aligned}
$$

and the proof is complete.
3.2. Application of the modified Lyapunov functional. Applying the chemical energy minimization and the Brezis-Merle type inequality leads us to the following estimates under the additional mass constraint (1.9) on $u_{0}$.

Proposition 3.2. Assume that the initial condition $u_{0}$ satisfies (1.9). Then the following estimate holds:

$$
\int_{\mathbb{R}^{4}}(1+u(t)) \log (1+u(t)) d x+\frac{1}{2} \int_{\mathbb{R}^{4}}\left|\partial_{t} v(t)\right|^{2} d x+\int_{0}^{t} \mathcal{D}(u(s), v(s)) d s \leq C(\tau)
$$

for $t \in[0, \tau] \cap[0, T)$, where $\mathcal{D}(u, v)$ is the functional defined in Lemma 3.1.

The functional $\mathcal{E}(v ; f)$ is actually the energy associated to the 4th order elliptic equation $\left(-d_{1} \Delta+\lambda_{1}\right)\left(-d_{2} \Delta+\lambda_{2}\right) v=f$; that is,

$$
\begin{equation*}
\mathcal{E}(v ; f):=\frac{d_{1} d_{2}}{2} \int_{\mathbb{R}^{4}}|\Delta v|^{2} d x+\frac{d_{1} \lambda_{2}+d_{2} \lambda_{1}}{2} \int_{\mathbb{R}^{4}}|\nabla v|^{2} d x+\frac{\lambda_{1} \lambda_{2}}{2} \int_{\mathbb{R}^{4}} v^{2} d x-\int_{\mathbb{R}^{n}} f v d x . \tag{3.2}
\end{equation*}
$$

The forthcoming detailed analysis of this functional, inspired from [5, Lemma 2.2], plays an important role in obtaining a global solution under the optimal mass constraint (1.9). For further use, given $f \in L^{1}\left(\mathbb{R}^{4}\right)$, we recall that there is a unique solution $v_{f}$ to

$$
\left\{\begin{array}{cr}
\left(-d_{1} \Delta+\lambda_{1}\right)\left(-d_{2} \Delta+\lambda_{2}\right) v_{f}=f, & x \in \mathbb{R}^{4},  \tag{3.3}\\
v_{f}(x) \rightarrow 0, & |x| \rightarrow \infty .
\end{array}\right.
$$

Lemma 3.3 (The chemical energy minimization). Let $f \in L_{+}^{1}\left(\mathbb{R}^{4}\right) \cap L^{2}\left(\mathbb{R}^{4}\right)$ and $v \in$ $W^{2,2}\left(\mathbb{R}^{4}\right)$. Then the chemical energy $\mathcal{E}(v ; f)$ defined by (3.2) is finite and satisfies

$$
\begin{aligned}
& \mathcal{E}(v ; f)-\mathcal{E}\left(v_{f} ; f\right) \\
& =\frac{d_{1} d_{2}}{2} \int_{\mathbb{R}^{4}}\left|\Delta\left(v-v_{f}\right)\right|^{2} d x+\frac{d_{1} \lambda_{2}+d_{2} \lambda_{1}}{2} \int_{\mathbb{R}^{4}}\left|\nabla\left(v-v_{f}\right)\right|^{2} d x \\
& \quad+\frac{\lambda_{1} \lambda_{2}}{2} \int_{\mathbb{R}^{4}}\left(v-v_{f}\right)^{2} d x \geq 0,
\end{aligned}
$$

and

$$
\mathcal{E}\left(v_{f} ; f\right)=-\frac{1}{2} \int_{\mathbb{R}^{4}} v_{f} f d x
$$

Proof of Lemma 3.3. Let $v \in W^{2,2}\left(\mathbb{R}^{4}\right)$. Then

$$
\begin{aligned}
& \mathcal{E}(v ; f)- \mathcal{E}\left(v_{f} ; f\right) \\
&=\frac{d_{1} d_{2}}{2} \int_{\mathbb{R}^{4}}\left|\Delta\left(v-v_{f}\right)\right|^{2} d x+\frac{d_{1} \lambda_{2}+d_{2} \lambda_{1}}{2} \int_{\mathbb{R}^{4}}\left|\nabla\left(v-v_{f}\right)\right|^{2} d x+\frac{\lambda_{1} \lambda_{2}}{2} \int_{\mathbb{R}^{4}}\left(v-v_{f}\right)^{2} d x \\
&+d_{1} d_{2} \int_{\mathbb{R}^{4}} \Delta\left(v-v_{f}\right) \Delta v_{f} d x+\left(d_{1} \lambda_{2}+d_{2} \lambda_{1}\right) \int_{\mathbb{R}^{4}} \nabla\left(v-v_{f}\right) \cdot \nabla v_{f} d x \\
&+\lambda_{1} \lambda_{2} \int_{\mathbb{R}^{4}}\left(v-v_{f}\right) v_{f} d x-\int_{\mathbb{R}^{4}} v f d x+\int_{\mathbb{R}^{4}} v_{f} f d x .
\end{aligned}
$$

Integrating by parts, we see that

$$
\begin{aligned}
& d_{1} d_{2} \int_{\mathbb{R}^{4}} \Delta\left(v-v_{f}\right) \Delta v_{f} d x+\left(d_{1} \lambda_{2}+d_{2} \lambda_{1}\right) \int_{\mathbb{R}^{4}} \nabla\left(v-v_{f}\right) \cdot \nabla v_{f} d x+\lambda_{1} \lambda_{2} \int_{\mathbb{R}^{4}}\left(v-v_{f}\right) v_{f} d x \\
& \quad=d_{1} d_{2} \int_{\mathbb{R}^{4}}\left(v-v_{f}\right) \Delta^{2} v_{f} d x-\left(d_{1} \lambda_{2}+d_{2} \lambda_{1}\right) \int_{\mathbb{R}^{4}}\left(v-v_{f}\right) \Delta v_{f} d x+\lambda_{1} \lambda_{2} \int_{\mathbb{R}^{4}}\left(v-v_{f}\right) v_{f} d x \\
& \quad=\int_{\mathbb{R}^{4}}\left(v-v_{f}\right)\left(-d_{1} \Delta+\lambda_{1}\right)\left(-d_{2} \Delta+\lambda_{2}\right)\left[v_{f}\right] d x=\int_{\mathbb{R}^{4}} f\left(v-v_{f}\right) d x
\end{aligned}
$$

which implies that

$$
\begin{aligned}
& \mathcal{E}(v ; f)-\mathcal{E}\left(v_{f} ; f\right) \\
& =\frac{d_{1} d_{2}}{2} \int_{\mathbb{R}^{4}}\left|\Delta\left(v-v_{f}\right)\right|^{2} d x+\frac{d_{1} \lambda_{2}+d_{2} \lambda_{1}}{2} \int_{\mathbb{R}^{4}}\left|\nabla\left(v-v_{f}\right)\right|^{2} d x \\
& \quad+\frac{\lambda_{1} \lambda_{2}}{2} \int_{\mathbb{R}^{4}}\left(v-v_{f}\right)^{2} d x .
\end{aligned}
$$

This ends the proof.
In order to obtain Proposition 3.2, let us recall the Brezis-Merle type inequality shown in Hosono-Ogawa [16, Theorem 1.4] (cf. Brezis-Merle [4, Theorem 1]).
Lemma 3.4 (4-dimensional Brezis-Merle inequality). Consider $f \in L^{1}\left(\mathbb{R}^{4}\right)$ such that

$$
\|f\|_{1}<32 \pi^{2} d_{1} d_{2}
$$

and assume that $\lambda_{1}, \lambda_{2}>0$. Then there exists a constant $C>0$ independent of $\|f\|_{1}$ such that

$$
\int_{\mathbb{R}^{4}}\left(e^{v_{f}}-1\right) d x \leq \frac{C e^{2 \gamma\|f\|_{1}}}{\kappa}\left(\frac{2^{\gamma\|f\|_{1}}}{32 \pi^{2} d_{1} d_{2}-\|f\|_{1}}+1\right)
$$

where $\gamma=1 /\left(8 \pi^{2} d_{1} d_{2}\right)$ and $\kappa:=\min \left\{\lambda_{1} / d_{1}, \lambda_{2} / d_{2}\right\}$, recalling that $v_{f}$ is the solution to (3.3) defined before Lemma 3.3.

We now show how the smallness assumption on the initial mass (1.9) of $u_{0}$ allows us to apply the Brezis-Merle type inequality stated in Lemma 3.4 to derive a lower bound the chemical energy $\mathcal{E}(v ; u)$.

Lemma 3.5. Assume that the initial condition $u_{0}$ satisfies (1.9). Then, for $\tau>0$, there exists a constant $C(\tau)>0$ depending on $\tau$ such that

$$
-\mathcal{E}(v(t) ; u(t)) \leq C(\tau), \quad t \in[0, \tau] \cap[0, T)
$$

Proof of Lemma 3.5. Since the Brezis-Merle type inequality stated in Lemma 3.4 is only available for positive $\lambda_{1}$ and $\lambda_{2}$, we split the analysis according to the positivity of these two parameters.

Case 1: $\lambda_{1}, \lambda_{2}>0$. Recalling that $v_{u}$ is defined in (3.3) (with $f=u$ ), Lemma 3.3 gives

$$
-\mathcal{E}(v, u) \leq-\mathcal{E}\left(v_{u} ; u\right)=\frac{1}{2} \int_{\mathbb{R}^{4}} u v_{u} d x
$$

and it follows from the definition (3.1) of $\mathcal{F}$ and Lemma 3.1 that, for $t \in[0, \tau] \cap[0, T)$ and $\alpha>0$,

$$
\begin{align*}
-\mathcal{E}(v(t) ; u(t))= & \alpha \mathcal{E}(v(t) ; u(t))-(1+\alpha) \mathcal{E}(v(t) ; u(t)) \\
\leq & \alpha \mathcal{E}(v(t) ; u(t))-(1+\alpha) \mathcal{E}\left(v_{u(t)} ; u(t)\right) \\
= & \alpha\left\{\mathcal{F}(u(t), v(t))-\int_{\mathbb{R}^{4}}(1+u(t)) \log (1+u(t)) d x-\frac{1}{2} \int_{\mathbb{R}^{4}}\left|\partial_{t} v(t)\right|^{2} d x\right\} \\
& \quad+\frac{1+\alpha}{2} \int_{\mathbb{R}^{4}} u(t) v_{u(t)} d x \\
\leq & \alpha \mathcal{F}\left(u_{0}, v_{0}\right)+\frac{\alpha}{4} \int_{0}^{t} \int_{\mathbb{R}^{4}}|\nabla v(s)|^{2} d x d s \\
& -\alpha \int_{\mathbb{R}^{4}}(1+u(t)) \log (1+u(t)) d x+\frac{1+\alpha}{2} \int_{\mathbb{R}^{4}} u(t) v_{u(t)} d x . \tag{3.4}
\end{align*}
$$

Now, Young's inequality,

$$
a b \leq(1+a) b \leq(1+a) \log (1+a)-(1+a)+e^{b} \leq(1+a) \log (1+a)+e^{b}-1
$$

for $a, b \geq 0$ implies that

$$
\frac{1+\alpha}{2} \int_{\mathbb{R}^{4}} u(t) v_{u(t)} d x \leq \alpha \int_{\mathbb{R}^{4}}(1+u(t)) \log (1+u(t)) d x+\alpha \int_{\mathbb{R}^{4}}\left(e^{\frac{1+\alpha}{2 \alpha} v_{u(t)}}-1\right) d x
$$

so that we have from the inequality (3.4)

$$
\begin{equation*}
-\mathcal{E}(v(t) ; u(t)) \leq \alpha \mathcal{F}\left(u_{0}, v_{0}\right)+\frac{\alpha}{4} \int_{0}^{t} \int_{\mathbb{R}^{4}}|\nabla v(s)|^{2} d x d s+\alpha \int_{\mathbb{R}^{4}}\left(e^{\frac{1+\alpha}{2 \alpha} v_{u(t)}}-1\right) d x \tag{3.5}
\end{equation*}
$$

Owing to the assumption (1.9) on $\left\|u_{0}\right\|_{1}$, we are in a position to employ the Brezis-Merle type inequality stated in Lemma 3.4 to obtain a bound on the last term on the right-hand side of the above inequality at the expense of an appropriate choice of $\alpha$. Indeed, since $(8 \pi)^{2} d_{1} d_{2}>\left\|u_{0}\right\|_{1}$ by (1.9), we may pick $\alpha>0$ large enough such that

$$
1<\frac{1+\alpha}{\alpha}<\frac{(8 \pi)^{2} d_{1} d_{2}}{\left\|u_{0}\right\|_{1}}
$$

Then, with this choice of $\alpha$, we deduce from Lemma 3.4 and the identity $\frac{1+\alpha}{2 \alpha} v_{u(t)}=v_{\frac{1+\alpha}{2 \alpha} u(t)}$ that

$$
\begin{equation*}
\alpha \int_{\mathbb{R}^{4}}\left(e^{\frac{1+\alpha}{2 \alpha} v_{u(t)}}-1\right) d x \leq C \tag{3.6}
\end{equation*}
$$

In addition, by Lemma 2.3, we have

$$
\begin{equation*}
\frac{1}{4} \int_{0}^{t} \int_{\mathbb{R}^{4}}|\nabla v(s)|^{2} d x d s \leq C(\tau) \tag{3.7}
\end{equation*}
$$

Combining the estimates (3.5)-(3.7), we obtain

$$
-\mathcal{E}(v(t) ; u(t)) \leq C(\tau),
$$

which completes the proof of Lemma 3.5 in that case.
Case 2: $\lambda_{1}=\lambda_{2}=0$. In this case, unlike the case of $\lambda_{1}, \lambda_{2}>0$, the above argument does not work well due to the alteration of the behavior of $v_{u}$ as $|x| \rightarrow \infty$, which prevents the
availability of a Brezis-Merle type inequality. Hence, it is necessary to modify the chemical energy minimization in Lemma 3.3 and to introduce a different intermediate function. Specifically, given $f \in L^{1}\left(\mathbb{R}^{4}\right)$, let $\tilde{v}_{f}$ be the unique solution to

$$
\left\{\begin{array}{cr}
\left(-d_{1} \Delta+1\right)\left(-d_{2} \Delta+1\right) \tilde{v}_{f}=f, & x \in \mathbb{R}^{4},  \tag{3.8}\\
\tilde{v}_{f}(x) \rightarrow 0, & |x| \rightarrow \infty
\end{array}\right.
$$

Now, for $t \in[0, \tau] \cap[0, T)$ and $\alpha>0$,

$$
\begin{align*}
-\mathcal{E}(v(t) ; u(t))= & \alpha \mathcal{E}(v(t) ; u(t))-(1+\alpha) \mathcal{E}(v(t) ; u(t)) \\
= & \alpha \mathcal{E}(v(t) ; u(t))-(1+\alpha)\left[\mathcal{E}(v(t) ; u(t))-\mathcal{E}\left(\tilde{v}_{u(t)} ; u(t)\right)\right] \\
& \quad-(1+\alpha) \mathcal{E}\left(\tilde{v}_{u(t)} ; u(t)\right) \tag{3.9}
\end{align*}
$$

Observe that, by (3.8)

$$
\begin{align*}
\mathcal{E}(v ; u)-\mathcal{E}\left(\tilde{v}_{u} ; u\right)= & \frac{d_{1} d_{2}}{2}\left\|\Delta\left(v-\tilde{v}_{u}\right)\right\|_{2}^{2}+d_{1} d_{2} \int_{\mathbb{R}^{4}} \Delta \tilde{v}_{u} \Delta\left(v-\tilde{v}_{u}\right) d x+\frac{d_{1} d_{2}}{2}\left\|\Delta \tilde{v}_{u}\right\|_{2}^{2} \\
& -\int_{\mathbb{R}^{4}} u v d x-\frac{d_{1} d_{2}}{2}\left\|\Delta \tilde{v}_{u}\right\|_{2}^{2}+\int_{\mathbb{R}^{4}} u \tilde{v}_{u} d x \\
= & \frac{d_{1} d_{2}}{2}\left\|\Delta\left(v-\tilde{v}_{u}\right)\right\|_{2}^{2}+d_{1} d_{2} \int_{\mathbb{R}^{4}}\left(v-\tilde{v}_{u}\right) \Delta^{2} \tilde{v}_{u} d x-\int_{\mathbb{R}^{4}} u\left(v-\tilde{v}_{u}\right) d x \\
= & \frac{d_{1} d_{2}}{2}\left\|\Delta\left(v-\tilde{v}_{u}\right)\right\|_{2}^{2}+\int_{\mathbb{R}^{4}}\left(v-\tilde{v}_{u}\right)\left[-\tilde{v}_{u}+\left(d_{1}+d_{2}\right) \Delta \tilde{v}_{u}\right] d x \\
= & \frac{d_{1} d_{2}}{2}\left\|\Delta\left(v-\tilde{v}_{u}\right)\right\|_{2}^{2}+\left(d_{1}+d_{2}\right) \int_{\mathbb{R}^{4}} \tilde{v}_{u} \Delta\left(v-\tilde{v}_{u}\right) d x-\int_{\mathbb{R}^{4}} \tilde{v}_{u}\left(v-\tilde{v}_{u}\right) d x \\
= & \frac{d_{1} d_{2}}{2}\left\|\Delta\left(v-\tilde{v}_{u}\right)+\frac{\left(d_{1}+d_{2}\right)}{d_{1} d_{2}} \tilde{v}_{u}\right\|_{2}^{2}-\frac{\left(d_{1}+d_{2}\right)^{2}}{2 d_{1} d_{2}}\left\|\tilde{v}_{u}\right\|_{2}^{2} \\
& -\int_{\mathbb{R}^{4}} \tilde{v}_{u}\left(v-\tilde{v}_{u}\right) d x, \tag{3.10}
\end{align*}
$$

and

$$
\begin{align*}
\mathcal{E}\left(\tilde{v}_{u} ; u\right) & =\frac{d_{1} d_{2}}{2} \int_{\mathbb{R}^{4}} \tilde{v}_{u} \Delta^{2} \tilde{v}_{u} d x-\int_{\mathbb{R}^{4}} u \tilde{v}_{u} d x \\
& =\frac{1}{2} \int_{\mathbb{R}^{4}} \tilde{v}_{u}\left[\left(d_{1}+d_{2}\right) \Delta \tilde{v}_{u}-\tilde{v}_{u}-u\right] d x \\
& =-\frac{1}{2} \int_{\mathbb{R}^{4}} u \tilde{v}_{u} d x-\frac{\left(d_{1}+d_{2}\right)}{2}\left\|\nabla \tilde{v}_{u}\right\|_{2}^{2}-\frac{1}{2}\left\|\tilde{v}_{u}\right\|_{2}^{2} . \tag{3.11}
\end{align*}
$$

Gathering (3.9), (3.10), and (3.11) and Lemma 3.1, we find for $t \in[0, \tau] \cap[0, T)$ and $\alpha>0$

$$
\begin{aligned}
&-\mathcal{E}(v(t) ; u(t))=\alpha \mathcal{F}(u(t), v(t))-\alpha \int_{\mathbb{R}^{4}}(1+u(t)) \log (1+u(t)) d x-\frac{\alpha}{2}\left\|\partial_{t} v(t)\right\|_{2}^{2} \\
&-(1+\alpha) \frac{d_{1} d_{2}}{2}\left\|\Delta\left(v(t)-\tilde{v}_{u(t)}\right)+\frac{\left(d_{1}+d_{2}\right)}{d_{1} d_{2}} \tilde{v}_{u(t)}\right\|_{2}^{2} \\
&+\frac{(1+\alpha)\left(d_{1}+d_{2}\right)^{2}}{2 d_{1} d_{2}}\left\|\tilde{v}_{u(t)}\right\|_{2}^{2}+(1+\alpha) \int_{\mathbb{R}^{4}} \tilde{v}_{u(t)}\left(v-\tilde{v}_{u(t)}\right) d x \\
&+\frac{1+\alpha}{2} \int_{\mathbb{R}^{4}} u(t) \tilde{v}_{u(t)} d x+\frac{(1+\alpha)\left(d_{1}+d_{2}\right)}{2}\left\|\nabla \tilde{v}_{u(t)}\right\|_{2}^{2} \\
& 23
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{(1+\alpha)}{2}\left\|\tilde{v}_{u(t)}\right\|_{2}^{2} \\
\leq \alpha & \mathcal{F}\left(u_{0}, v_{0}\right)+\frac{\alpha}{4} \int_{0}^{t}\|\nabla v(s)\|_{2}^{2} d s-\alpha \int_{\mathbb{R}^{4}}(1+u(t)) \log (1+u(t)) d x \\
& +\frac{1+\alpha}{2} \int_{\mathbb{R}^{4}} u(t) \tilde{v}_{u(t)} d x+(1+\alpha) \int_{\mathbb{R}^{4}} v(t) \tilde{v}_{u(t)} d x \\
& +\frac{(1+\alpha)\left(d_{1}+d_{2}\right)}{2}\left\|\nabla \tilde{v}_{u(t)}\right\|_{2}^{2}+\frac{(1+\alpha)\left(d_{1}^{2}+d_{2}^{2}\right)}{2 d_{1} d_{2}}\left\|\tilde{v}_{u(t)}\right\|_{2}^{2} .
\end{aligned}
$$

At this point, we use Young's inequality as in the previous case to estimate

$$
\frac{1+\alpha}{2} \int_{\mathbb{R}^{4}} u(t) \tilde{v}_{u(t)} d x \leq \alpha \int_{\mathbb{R}^{4}}(1+u(t)) \log (1+u(t)) d x+\alpha \int_{\mathbb{R}^{4}}\left(e^{\frac{1+\alpha}{2 \alpha} \tilde{v}_{u(t)}}-1\right) d x
$$

and thereby obtain

$$
\begin{aligned}
&-\mathcal{E}(v(t) ; u(t)) \leq \alpha \mathcal{F}\left(u_{0}, v_{0}\right)+\frac{\alpha}{4} \int_{0}^{t}\|\nabla v(s)\|_{2}^{2} d s+\alpha \int_{\mathbb{R}^{4}}\left(e^{\frac{1+\alpha}{2 \alpha}} \tilde{v}_{u(t)}-1\right) d x \\
&+(1+\alpha) \int_{\mathbb{R}^{4}} v(t) \tilde{v}_{u(t)} d x+\frac{(1+\alpha)\left(d_{1}+d_{2}\right)}{2}\left\|\nabla \tilde{v}_{u(t)}\right\|_{2}^{2} \\
&+\frac{(1+\alpha)\left(d_{1}^{2}+d_{2}^{2}\right)}{2 d_{1} d_{2}}\left\|\tilde{v}_{u(t)}\right\|_{2}^{2}
\end{aligned}
$$

Noting that elliptic regularity and (1.8) ensure that

$$
\left\|\tilde{v}_{u(t)}\right\|_{2}+\left\|\nabla \tilde{v}_{u(t)}\right\|_{2} \leq C\|u(t)\|_{1}=C\left\|u_{0}\right\|_{1}
$$

we deduce from Lemma 2.3 and the Brezis-Merle type inequality in Lemma 3.4 that, for an appropriate choice of $\alpha$ large enough,

$$
-\mathcal{E}(v(t) ; u(t)) \leq C(\tau),
$$

and this concludes the proof.
Case 3: $\lambda_{1}>\lambda_{2}=0$ or $\lambda_{2}>\lambda_{1}=0$. These two cases can be dealt with as the previous case and we thus omit the proof.

Proof of Proposition 3.2. By virtue of Lemma 3.1, we infer from (3.7), Lemma 2.3, and Lemma 3.5 that, for $t \in[0, \tau] \cap[0, T)$,

$$
\begin{aligned}
& \int_{\mathbb{R}^{4}}(1+u(t)) \log (1+u(t)) d x+\frac{1}{2} \int_{\mathbb{R}^{4}}\left|\partial_{t} v\right|^{2} d x+\int_{0}^{t} \mathcal{D}(u(s), v(s)) d s \\
& =\mathcal{F}(u(t), v(t))-\mathcal{E}(v(t) ; u(t))+\int_{0}^{t} \mathcal{D}(u(s), v(s)) d s \\
& \leq-\mathcal{E}(v(t) ; u(t))+\mathcal{F}\left(u_{0}, v_{0}\right)+\frac{1}{4} \int_{0}^{t} \int_{\mathbb{R}^{4}}|\nabla v(s)|^{2} d x d s \\
& \leq C(\tau)
\end{aligned}
$$

and the proof is complete.
3.3. Energy estimates. We proceed to show $L^{p}$-estimates for the first component $u$ of the solution to (1.1) via the estimates derived in Proposition 3.2. The first step is to derive estimates for $w$ in $L^{\infty}\left(0, t ; L^{2}\left(\mathbb{R}^{4}\right)\right) \cap L^{2}\left(0, t ; W^{1,2}\left(\mathbb{R}^{4}\right)\right)$. To this end, we first report the following functional inequality which is inspired from [2, Equation (22)], see also [31, Lemma 3.5].

Lemma 3.6. Let $1 \leq p \leq 2$. There exists a positive constant $C(p)$ such that, for all $f \in L_{+}^{1}\left(\mathbb{R}^{4}\right) \cap W^{1,2}\left(\mathbb{R}^{4}\right)$ and $N \geq 1$,

$$
\|f\|_{p}^{p} \leq \frac{C(p)}{\left(\log \left(1+N^{2}\right)\right)^{2-p}}\|(1+f) \log (1+f)\|_{1}^{2-p}\left(\int_{\mathbb{R}^{4}} \frac{|\nabla f|^{2}}{1+f} d x\right)^{2(p-1)}+C(p) N^{p-1}\|f\|_{1}
$$

In particular, letting $p=3 / 2$

$$
\|f\|_{\frac{3}{2}}^{\frac{3}{2}} \leq \frac{C}{\sqrt{\log \left(1+N^{2}\right)}}\|(1+f) \log (1+f)\|_{1}^{\frac{1}{2}} \int_{\mathbb{R}^{4}} \frac{|\nabla f|^{2}}{1+f} d x+C N^{\frac{1}{2}}\|f\|_{1}
$$

for any $f \in L_{+}^{1}\left(\mathbb{R}^{4}\right) \cap W^{1,2}\left(\mathbb{R}^{4}\right)$ and $N \geq 1$.

Proof of Lemma 3.6. For $N \geq 1$, define $\varphi_{N} \in C([0, \infty))$ by

$$
\varphi_{N}(r):= \begin{cases}0, & \text { if } \quad 0 \leq r \leq N \\ 2(r-N), & \text { if } \quad N \leq r \leq 2 N \\ r, & \text { if } \quad 2 N \leq r<\infty\end{cases}
$$

We note that $0 \leq \varphi_{N}(r) \leq r$, and

$$
r-\varphi_{N}(r)= \begin{cases}r, & \text { if } \quad 0 \leq r \leq N \\ 2 N-r, & \text { if } \quad N \leq r \leq 2 N \\ 0, & \text { if } \quad 2 N \leq r<\infty\end{cases}
$$

with $0 \leq r-\varphi_{N}(r) \leq r$ for $r \geq 0$. Let $1 \leq p \leq 2$ and $f \in L_{+}^{1}\left(\mathbb{R}^{4}\right) \cap W^{1,2}\left(\mathbb{R}^{4}\right)$. On the one hand, by the Gagliardo-Nirenberg inequality

$$
\|f\|_{2 p} \leq C(p)\|f\|_{2}^{\frac{2-p}{p}}\|\nabla f\|_{2}^{\frac{2(p-1)}{p}}
$$

so that

$$
\left\|\varphi_{N}(\sqrt{f})\right\|_{2 p} \leq C(p)\left\|\varphi_{N}(\sqrt{f})\right\|_{2}^{\frac{2-p}{p}}\left\|\nabla \varphi_{N}(\sqrt{f})\right\|_{2}^{\frac{2(p-1)}{p}}
$$

Since

$$
\begin{aligned}
\left\|\nabla \varphi_{N}(\sqrt{f})\right\|_{2}^{2} & =\left\|\varphi_{N}^{\prime}(\sqrt{f}) \nabla \sqrt{f}\right\|_{2}^{2} \\
& =\int_{\left\{N^{2} \leq f \leq 4 N^{2}\right\}} \frac{|\nabla f|^{2}}{f} d x \leq 2 \int_{\mathbb{R}^{4}} \frac{|\nabla f|^{2}}{1+f} d x,
\end{aligned}
$$

and

$$
\begin{aligned}
\left\|\varphi_{N}(\sqrt{f})\right\|_{2}^{2} & =\int_{\left\{f \geq N^{2}\right\}}\left|\varphi_{N}(\sqrt{f})\right|^{2} d x \\
& \leq \int_{\left\{f \geq N^{2}\right\}} f d x \leq \frac{1}{\log \left(1+N^{2}\right)} \int_{\mathbb{R}^{4}}(1+f) \log (1+f) d x
\end{aligned}
$$

we obtain

$$
\begin{equation*}
\left\|\varphi_{N}(\sqrt{f})\right\|_{2 p}^{2 p} \leq \frac{C(p)}{\left(\log \left(1+N^{2}\right)\right)^{2-p}}\|(1+f) \log (1+f)\|_{1}^{2-p}\left(\int_{\mathbb{R}^{4}} \frac{|\nabla f|^{2}}{1+f} d x\right)^{2(p-1)} \tag{3.12}
\end{equation*}
$$

On the other hand,

$$
\left\|\varphi_{N}(\sqrt{f})-\sqrt{f}\right\|_{2 p}^{2 p} \leq \int_{\{f \leq 2 N\}} f^{p} d x \leq(2 N)^{p-1}\|f\|_{1} .
$$

Hence, combining the outcome of the above computation with (3.12), we find

$$
\|\sqrt{f}\|_{2 p}^{2 p} \leq \frac{C(p)}{\left(\log \left(1+N^{2}\right)\right)^{2-p}}\|(1+f) \log (1+f)\|_{1}^{2-p}\left(\int_{\mathbb{R}^{4}} \frac{|\nabla f|^{2}}{1+f} d x\right)^{2(p-1)}+C(p) N^{p-1}\|f\|_{1} .
$$

Equivalently,

$$
\|f\|_{p}^{p} \leq \frac{C(p)}{\left(\log \left(1+N^{2}\right)\right)^{2-p}}\|(1+f) \log (1+f)\|_{1}^{2-p}\left(\int_{\mathbb{R}^{4}} \frac{|\nabla f|^{2}}{1+f} d x\right)^{2(p-1)}+C(p) N^{p-1}\|f\|_{1}
$$

which ends the proof of Lemma 3.6.

Lemma 3.7. Assume that the initial condition $u_{0}$ satisfies (1.9). Then, for $\tau>0$, there exists a constant $C(\tau)>0$ depending on $\tau$ such that

$$
\|w(t)\|_{2}^{2}+\int_{0}^{t}\|\nabla w(s)\|_{2}^{2} d \tau+\int_{0}^{t} \int_{\mathbb{R}^{4}} \frac{|\nabla u(s)|^{2}}{1+u(s)} d x d s \leq C(\tau), \quad t \in[0, \tau] \cap[0, T)
$$

Proof of Lemma 3.7. Let $\tau>0$. Differentiating with respect to time and integrating by parts, we infer from (1.1) that

$$
\begin{aligned}
& \frac{d}{d t} \int_{\mathbb{R}^{4}}(1+u) \log (1+u) d x+\frac{d}{d t}\|w\|_{2}^{2} \\
= & -2 d_{2}\|\nabla w\|_{2}^{2}-\int_{\mathbb{R}^{4}} \frac{|\nabla u|^{2}}{1+u} d x+\int_{\mathbb{R}^{4}} \nabla u \cdot \nabla v d x \\
& -\int_{\mathbb{R}^{4}} \nabla \log (1+u) \cdot \nabla v d x-2 \lambda_{2} \int_{\mathbb{R}^{4}} w^{2} d x+2 \int_{\mathbb{R}^{4}} u w d x \\
= & -2 d_{2}\|\nabla w\|_{2}^{2}-\int_{\mathbb{R}^{4}} \frac{|\nabla u|^{2}}{1+u} d x+\frac{1}{d_{1}} \int_{\mathbb{R}^{4}} u\left(w-\lambda_{1} v-\partial_{t} v\right) d x \\
& -\frac{1}{d_{1}} \int_{\mathbb{R}^{4}} \log (1+u)\left(w-\lambda_{1} v-\partial_{t} v\right) d x-2 \lambda_{2}\|w\|_{2}^{2}+2 \int_{\mathbb{R}^{4}} u w d x .
\end{aligned}
$$

Using the nonnegativity of $u, v, w$, we further obtain

$$
\begin{align*}
& \frac{d}{d t} \int_{\mathbb{R}^{4}}(1+u) \log (1+u) d x+\frac{d}{d t}\|w\|_{2}^{2} \\
& \leq-2 d_{2}\|\nabla w\|_{2}^{2}-\int_{\mathbb{R}^{4}} \frac{|\nabla u|^{2}}{1+u} d x+\left(2+\frac{1}{d_{1}}\right) \int_{\mathbb{R}^{4}} u w d x+\frac{1}{d_{1}} \int_{\mathbb{R}^{4}} u\left|\partial_{t} v\right| d x \\
&+\frac{\lambda_{1}}{d_{1}} \int_{\mathbb{R}^{4}} v \log (1+u) d x+\frac{1}{d_{1}} \int_{\mathbb{R}^{4}}\left|\partial_{t} v\right| \log (1+u) d x . \tag{3.13}
\end{align*}
$$

Since $\log (1+r) \leq \sqrt{r}$ for $r>0$, it follows from (1.8) and Proposition 3.2 that the fifth and sixth terms in the right-hand side of (3.13) can be estimated on $[0, \tau] \cap[0, T)$ as

$$
\begin{aligned}
\frac{\lambda_{1}}{d_{1}} \int_{\mathbb{R}^{4}} v \log (1+u) d x+\frac{1}{d_{1}} \int_{\mathbb{R}^{4}}\left|\partial_{t} v\right| \log (1+u) d x & \leq \frac{\lambda_{1}}{d_{1}} \int_{\mathbb{R}^{4}} v u^{\frac{1}{2}} d x+\frac{1}{d_{1}} \int_{\mathbb{R}^{4}}\left|\partial_{t} v\right| u^{\frac{1}{2}} d x \\
& \leq C\left(\left\|u_{0}\right\|_{1}+\left\|\partial_{t} v\right\|_{2}^{2}+\|v\|_{2}^{2}\right) \\
& \leq C(\tau)
\end{aligned}
$$

We are left with estimating the $L^{1}$-norm of $u w$ and $u \partial_{t} v$. To this end, recalling the Sobolev inequality $\|w\|_{4} \leq C\|\nabla w\|_{2}$, we infer from (1.8) and Hölder's and Young's inequalities that

$$
\begin{aligned}
\left(2+\frac{1}{d_{1}}\right) \int_{\mathbb{R}^{4}} u w d x & \leq C\|u\|_{\frac{4}{3}}\|w\|_{4} \leq C\|u\|_{1}^{\frac{1}{4}}\|u\|_{\frac{3}{2}}^{\frac{3}{4}}\|\nabla w\|_{2} \\
& \leq C\|u\|_{\frac{3}{2}}^{\frac{3}{3}}+d_{2}\|\nabla w\|_{2}^{2} .
\end{aligned}
$$

Also, according to the Gagliardo-Nirenberg inequality and Proposition 3.2,

$$
\left\|\partial_{t} v\right\|_{3} \leq C\left\|\partial_{t} v\right\|_{2}^{\frac{1}{3}}\left\|\nabla \partial_{t} v\right\|_{2}^{\frac{2}{3}} \leq C(\tau)\left\|\nabla \partial_{t} v\right\|_{2}^{\frac{2}{3}}
$$

on $[0, \tau] \cap[0, T)$, so that, by Hölder's and Young's inequalities,

$$
\begin{aligned}
\frac{1}{d_{1}} \int_{\mathbb{R}^{4}} u\left|\partial_{t} v\right| d x & \leq\|u\|_{\frac{3}{2}}\left\|\partial_{t} v\right\|_{3} \leq C(\tau)\|u\|_{\frac{3}{2}}\left\|\nabla \partial_{t} v\right\|_{2}^{\frac{2}{3}} \\
& \leq\|u\|_{\frac{3}{2}}^{\frac{3}{3}}+C(\tau)\left\|\nabla \partial_{t} v\right\|_{2}^{2}
\end{aligned}
$$

Collecting the above estimates and using Lemma 3.6, it follows from (3.13) that, on $[0, \tau] \cap$ $[0, T)$,

$$
\begin{aligned}
& \frac{d}{d t} \int_{\mathbb{R}^{4}}(1+u) \log (1+u) d x+\frac{d}{d t}\|w\|_{2}^{2}+2 d_{2}\|\nabla w\|_{2}^{2}+\int_{\mathbb{R}^{4}} \frac{|\nabla u|^{2}}{1+u} d x \\
\leq & C\|u\|_{\frac{3}{2}}^{\frac{3}{2}}+d_{2}\|\nabla w\|_{2}^{2}+C(\tau)\left(1+\left\|\nabla \partial_{t} v\right\|_{2}^{2}\right) \\
\leq & \frac{C}{\sqrt{\log \left(1+N^{2}\right)}}\|(1+u) \log (1+u)\|_{1}^{\frac{1}{2}} \int_{\mathbb{R}^{4}} \frac{|\nabla u|^{2}}{1+u} d x+C N^{\frac{1}{2}}\left\|u_{0}\right\|_{1} \\
& +d_{2}\|\nabla w\|_{2}^{2}+C(\tau)\left(1+\left\|\nabla \partial_{t} v\right\|_{2}^{2}\right) .
\end{aligned}
$$

Hence, by Proposition 3.2,

$$
\begin{aligned}
& \frac{d}{d t} \int_{\mathbb{R}^{4}}(1+u) \log (1+u) d x+\frac{d}{d t}\|w\|_{2}^{2}+d_{2}\|\nabla w\|_{2}^{2}+\int_{\mathbb{R}^{4}} \frac{|\nabla u|^{2}}{1+u} d x \\
\leq & \frac{C_{1}(\tau)}{\sqrt{\log \left(1+N^{2}\right)}} \int_{\mathbb{R}^{4}} \frac{|\nabla u|^{2}}{1+u} d x+C N^{\frac{1}{2}}+C(\tau)\left(1+\left\|\nabla \partial_{t} v\right\|_{2}^{2}\right)
\end{aligned}
$$

on $[0, \tau] \cap[0, T)$ and taking $N(\tau)$ large enough such that

$$
\frac{C_{1}(\tau)}{\sqrt{\log \left(1+N(\tau)^{2}\right)}} \leq \frac{1}{2}
$$

it follows from Proposition 3.2 by integrating with respect to time that, for $t \in[0, \tau] \cap[0, T)$,

$$
\begin{aligned}
& \int_{\mathbb{R}^{4}}(1+u(t)) \log (1+u(t)) d x+\|w(t)\|_{2}^{2}+d_{2} \int_{0}^{t}\|\nabla w(s)\|_{2}^{2} d s+\frac{1}{2} \int_{0}^{t} \int_{\mathbb{R}^{4}} \frac{|\nabla u(s)|^{2}}{1+u(s)} d x d s \\
\leq & C(\tau) \int_{0}^{t}\left(1+\left\|\nabla \partial_{t} v(s)\right\|_{2}^{2}\right) d s \leq C(\tau),
\end{aligned}
$$

which ends the proof.
The $L^{p}$-estimates of $u$ then works well by use of the standard energy method and the Nash-Moser iteration technique.

Proof of Theorem 1.2. Let $\tau>0$. According to Proposition 3.2, Lemma 3.7, and the definition of $\mathcal{D}$,

$$
\begin{equation*}
\left\|\partial_{t} v(t)\right\|_{2}^{2}+\|w(t)\|_{2}^{2}+\int_{0}^{t}\left(\left\|\nabla \partial_{t} v(s)\right\|_{2}^{2}+\|\nabla w(s)\|_{2}^{2}\right) d s \leq C(\tau) \tag{3.14}
\end{equation*}
$$

for $t \in[0, \tau] \cap[0, T)$. We now estimate the $L^{p}$-norm of $u$ for $p \in(1, \infty)$. Multiplying the first equation of (1.1) by $p u^{p-1}$ for $p>\frac{4}{3}$ and integrating by parts, we obtain

$$
\begin{aligned}
\frac{d}{d t}\|u(t)\|_{p}^{p}+\frac{4(p-1)}{p}\left\|\nabla u^{\frac{p}{2}}\right\|_{2}^{2} & =p(p-1) \int_{\mathbb{R}^{n}} u^{p-1} \nabla u \cdot \nabla v d x \\
& =\frac{p-1}{d_{1}} \int_{\mathbb{R}^{n}} u^{p}\left(w-\partial_{t} v-\lambda_{1} v\right) d x \\
& \leq \frac{p-1}{d_{1}} \int_{\mathbb{R}^{n}} u^{p} w d x+\frac{p-1}{d_{1}} \int_{\mathbb{R}^{n}} u^{p}\left|\partial_{t} v\right| d x
\end{aligned}
$$

recalling that $u^{p} v \geq 0$. Since the Hölder and Sobolev inequalities imply that

$$
\|f\|_{\frac{8}{3}} \leq\|f\|_{2}^{\frac{1}{2}}\|f\|_{4}^{\frac{1}{2}} \leq C\|f\|_{2}^{\frac{1}{2}}\|\nabla f\|_{2}^{\frac{1}{2}}
$$

another use of Hölder's inequality, along with that of the Sobolev and Young inequalities, gives, for any $\varepsilon>0$,

$$
\begin{aligned}
\int_{\mathbb{R}^{4}} u^{p} w d x & \leq\left\|u^{\frac{p}{2}}\right\|_{\frac{8}{3}}^{2}\|w\|_{4} \leq C\left\|u^{\frac{p}{2}}\right\|_{2}\left\|\nabla u^{\frac{p}{2}}\right\|_{2}\|\nabla w\|_{2} \\
& \leq \varepsilon\left\|\nabla u^{\frac{p}{2}}\right\|_{2}^{2}+C(\varepsilon)\|\nabla w\|_{2}^{2}\|u\|_{p}^{p} .
\end{aligned}
$$

Similarly,

$$
\int_{\mathbb{R}^{4}} u^{p}\left|\partial_{t} v\right| d x \leq \varepsilon\left\|\nabla u^{\frac{p}{2}}\right\|_{2}^{2}+C(\varepsilon)\left\|\nabla \partial_{t} v\right\|_{2}^{2}\|u\|_{p}^{p}
$$

Hence,

$$
\begin{align*}
& \frac{d}{d t}\|u(t)\|_{p}^{p}+\left(\frac{4(p-1)}{p}-\frac{2 \varepsilon(p-1)}{d_{1}}\right)\left\|\nabla u^{\frac{p}{2}}\right\|_{2}^{2}  \tag{3.15}\\
& \leq C(\varepsilon)(p-1)\|u\|_{p}^{p}\left(\|\nabla w\|_{2}^{2}+\left\|\nabla \partial_{t} v\right\|_{2}^{2}\right),
\end{align*}
$$

and choosing $\varepsilon=d_{1} / p$,

$$
\frac{d}{d t}\|u(t)\|_{p}^{p}+\frac{2(p-1)}{p}\left\|\nabla u^{\frac{p}{2}}\right\|_{2}^{2} \leq C(p)\|u\|_{p}^{p}\left(\|\nabla w\|_{2}^{2}+\left\|\nabla \partial_{t} v\right\|_{2}^{2}\right) .
$$

At this point, we fix $t_{0} \in(0, T)$ and assume further that $\tau>t_{0}$. Since $u\left(t_{0}\right) \in L^{p}\left(\mathbb{R}^{4}\right)$ by Proposition 1.1, the Gronwall inequality yields by (3.15) that

$$
\|u(t)\|_{p}^{p} \leq\left\|u\left(t_{0}\right)\right\|_{p}^{p} \exp \left(C(p) \int_{t_{0}}^{t}\left(\|\nabla w(s)\|_{2}^{2}+\left\|\nabla \partial_{t} v(s)\right\|_{2}^{2}\right) d s\right)
$$

for $t \in\left[t_{0}, \tau\right] \cap\left[t_{0}, T\right)$. It then follows from (3.14) and the above inequality that

$$
\begin{equation*}
\|u(t)\|_{p} \leq C\left(p, t_{0}, \tau\right), \quad t \in\left[t_{0}, \tau\right] \cap\left[t_{0}, T\right) . \tag{3.16}
\end{equation*}
$$

Parabolic regularity theory then allows us to spread the established integrability property (3.16) of $u$ to $w$ and $v$. Indeed, we infer from (1.1) and (3.16) that, for $t \in\left[t_{0}, \tau\right] \cap\left[t_{0}, T\right)$ and $p \in[1, \infty)$,

$$
\begin{align*}
\|w(t)\|_{p} & \leq\left\|e^{\left(t-t_{0}\right)\left(d_{2} \Delta-\lambda_{2}\right)} w\left(t_{0}\right)\right\|_{p}+\int_{t_{0}}^{t}\left\|e^{(t-s)\left(d_{2} \Delta-\lambda_{2}\right)} u(s)\right\|_{p} d s \\
& \leq C\left(p, t_{0}\right)\left\|w\left(t_{0}\right)\right\|_{p}+C\left(p, t_{0}\right) \int_{t_{0}}^{t}\|u(s)\|_{p} d s \leq C\left(p, t_{0}, \tau\right) \tag{3.17}
\end{align*}
$$

while

$$
\begin{align*}
\|w(t)\|_{\infty} & \leq\left\|e^{\left(t-t_{0}\right)\left(d_{2} \Delta-\lambda_{2}\right)} w\left(t_{0}\right)\right\|_{\infty}+\int_{t_{0}}^{t}\left\|e^{(t-s)\left(d_{2} \Delta-\lambda_{2}\right)} u(s)\right\|_{\infty} d s \\
& \leq C\left(t_{0}\right)\left\|w\left(t_{0}\right)\right\|_{\infty}+C\left(t_{0}\right) \int_{t_{0}}^{t}(t-s)^{-\frac{1}{2}}\|u(s)\|_{4} d s \leq C\left(t_{0}, \tau\right) \tag{3.18}
\end{align*}
$$

Furthermore, thanks to (3.17) and (3.18), we find for $t \in\left[t_{0}, \tau\right] \cap\left[t_{0}, T\right)$ and $p \in[2, \infty]$ that

$$
\|\nabla v(t)\|_{2 p} \leq C(p)\left\|\nabla v\left(t_{0}\right)\right\|_{2 p}+C(p) \int_{t_{0}}^{t}(t-s)^{-2\left(\frac{1}{p}-\frac{1}{2 p}\right)-\frac{1}{2}}\|w(s)\|_{p} d s \leq C\left(p, t_{0}, \tau\right)
$$

Consequently, for all $p \in[1, \infty)$

$$
\|(u \nabla v)(t)\|_{p} \leq C\left(p, t_{0}, \tau\right), \quad t \in\left[t_{0}, \tau\right] \cap\left[t_{0}, T\right),
$$

and choosing $p>6$, we proceed as in Tao-Winkler [38, Lemma A.1] and perform a Moser iteration to conclude that

$$
\|u(t)\|_{\infty} \leq C\left(t_{0}, \tau\right), \quad t \in\left[t_{0}, \tau\right] \cap\left[t_{0}, T\right)
$$

In particular, this bound excludes the finite time blow-up of the solution $(u, v, w)$ to (1.1), and hence the proof is complete.

## 4. Boundedness of solutions

This section deals with the proof of the boundedness of solutions to (1.1) stated in Theorem 1.3. We thus consider initial conditions

$$
\left(u_{0}, v_{0}, w_{0}\right) \in L_{+}^{1}\left(\mathbb{R}^{4}\right) \times L_{+}^{1}\left(\mathbb{R}^{4}\right) \cap W^{2,2}\left(\mathbb{R}^{4}\right) \times L_{+}^{1}\left(\mathbb{R}^{4}\right) \cap L^{2}\left(\mathbb{R}^{4}\right)
$$

with $\left(1+u_{0}\right) \log \left(1+u_{0}\right) \in L^{1}\left(\mathbb{R}^{4}\right)$ satisfying (1.14); that is,

$$
\left\|u_{0}\right\|_{1}<\frac{1}{\sqrt{3}}(8 \pi)^{2} d_{1} d_{2}<(8 \pi)^{2} d_{1} d_{2},
$$

and recall that, since (1.14) implies (1.9), the corresponding solution (u,v,w) to (1.1) is global according to Theorem 1.2. Throughout this section, $C$ and $\left(C_{i}\right)_{i \geq 1}$ denote positive constants depending only on $\left(d_{1}, d_{2}, \lambda_{1}, \lambda_{2}\right)$ and $\left(u_{0}, v_{0}, w_{0}\right)$, but not on time, that may vary
from line to line. The dependence of $C$ and $\left(C_{i}\right)_{i \geq 1}$ upon additional parameters will be indicated explicitly.
4.1. Time-independent energy estimates. Let us introduce the following energy functional $\mathcal{L}$ for the problem (1.1), which plays an essential role in ensuring uniform bounded estimates:

$$
\begin{equation*}
\mathcal{L}(u, v, w):=\mathcal{L}_{0}(u, v)+\frac{1}{2 d_{1}}\|w\|_{2}^{2}+\frac{\lambda_{2}}{d_{1} d_{2}}\|\nabla W\|_{2}^{2} \tag{4.1}
\end{equation*}
$$

where

$$
\begin{gather*}
\mathcal{L}_{0}(u, v):=\int_{\mathbb{R}^{4}}(1+u) \log (1+u) d x+\frac{1}{2 d_{1}} \mathcal{E}_{0}(v),  \tag{4.2}\\
\mathcal{E}_{0}(v):=\left\|\partial_{t} v\right\|_{2}^{2}+d_{1} d_{2}\|\Delta v\|_{2}^{2}+\left(d_{1} \lambda_{2}+d_{2} \lambda_{1}\right)\|\nabla v\|_{2}^{2}+\lambda_{1} \lambda_{2}\|v\|_{2}^{2},
\end{gather*}
$$

and $W:=(-\Delta)^{-1} w=E_{4} * w$ with the Poisson kernel in $\mathbb{R}^{4}$ given by $E_{4}(x)=1 /\left(4 \pi^{2}|x|^{2}\right)$ for $x \in \mathbb{R}^{4}$. In order to establish such estimates, we derive a differential inequality for the energy functional $\mathcal{L}$ as follows.

Proposition 4.1. There exist constants $C_{1}, C_{2}>0$ such that

$$
\frac{d}{d t} \mathcal{L}(u, v, w)+C_{1} \mathcal{L}(u, v, w)+C_{1} \mathcal{D}_{1}(u, v, w) \leq C_{2}, \quad t \geq 0
$$

where $\mathcal{L}(u, v, w)$ is the energy functional defined in (4.1),

$$
\begin{equation*}
\mathcal{D}_{1}(u, v, w):=\mathcal{D}_{0}(u, v, w)+\frac{1}{d_{1} d_{2}}\left\|\nabla \partial_{t} W\right\|_{2}^{2}+\frac{\lambda_{2}}{d_{1}}\|w\|_{2}^{2}+\frac{\lambda_{2}^{2}}{d_{1} d_{2}}\|\nabla W\|_{2}^{2} \tag{4.3}
\end{equation*}
$$

and

$$
\mathcal{D}_{0}(u, v):=\int_{\mathbb{R}^{4}} \frac{|\nabla u|^{2}}{1+u} d x+\frac{\lambda_{2}+\lambda_{1}}{d_{1}}\left\|\partial_{t} v\right\|_{2}^{2}+\frac{d_{2}+d_{1}}{d_{1}}\left\|\nabla \partial_{t} v\right\|_{2}^{2}
$$

with $W:=E_{4} * w$.

We begin with a differential inequality for the functional $\mathcal{L}_{0}$ defined in (4.2).

Lemma 4.2. The functional $\mathcal{L}_{0}$ defined in (4.2) satisfies the differential inequality

$$
\frac{d}{d t} \mathcal{L}_{0}(u, v)+\mathcal{D}_{0}(u, v) \leq \frac{1}{d_{1}} \int_{\mathbb{R}^{4}} u w d x+\frac{\lambda_{1}}{d_{1}}\left\|u_{0}\right\|_{1}^{\frac{1}{2}}\|v\|_{2}+\frac{1}{d_{1}}\left\|u_{0}\right\|_{1}^{\frac{1}{2}}\left\|\partial_{t} v\right\|_{2}
$$

Proof of Lemma 4.2. Applying the first equation of (1.1) and integrating by parts, we have

$$
\begin{equation*}
\frac{d}{d t} \int_{\mathbb{R}^{4}}(1+u) \log (1+u) d x=-\int_{\mathbb{R}^{4}} \frac{|\nabla u|^{2}}{1+u} d x+\int_{\mathbb{R}^{4}}(\log (1+u)-u) \Delta v d x \tag{4.4}
\end{equation*}
$$

At this point, we note from the equation for $v$ that

$$
\begin{aligned}
-\int_{\mathbb{R}^{4}} u \Delta v d x & =-\frac{1}{d} \int_{1} u\left(\partial_{t} v+\lambda_{1} v-w\right) d x \\
& =-\frac{1}{d_{1}} \int_{\mathbb{R}^{4}} u \partial_{t} v d x-\frac{\lambda_{1}}{d_{1}} \int_{\mathbb{R}^{4}} u v d x+\frac{1}{d_{1}} \int_{\mathbb{R}^{4}} u w d x
\end{aligned}
$$

and by use of the equation of $w$ it follows that

$$
\begin{aligned}
-\frac{1}{d_{1}} \int_{\mathbb{R}^{4}} u \partial_{t} v d x= & -\frac{1}{d_{1}} \int_{\mathbb{R}^{4}}\left(\partial_{t} w-d_{2} \Delta w+\lambda_{2} w\right) \partial_{t} v d x \\
= & -\frac{1}{d_{1}} \int_{\mathbb{R}^{4}}\left(\partial_{t}-d_{2} \Delta+\lambda_{2}\right)\left(\partial_{t}-d_{1} \Delta+\lambda_{1}\right)[v] \partial_{t} v d x \\
= & -\frac{1}{d_{1}}\left[\frac{1}{2} \frac{d}{d t}\left\|\partial_{t} v\right\|_{2}^{2}+\frac{d_{1} d_{2}}{2} \frac{d}{d t}\|\Delta v\|_{2}^{2}+\frac{d_{1} \lambda_{2}+d_{2} \lambda_{1}}{2} \frac{d}{d t}\|\nabla v\|_{2}^{2}\right. \\
& \left.+\frac{\lambda_{1} \lambda_{2}}{2} \frac{d}{d t}\|v\|_{2}^{2}+\left(\lambda_{2}+\lambda_{1}\right)\left\|\partial_{t} v\right\|_{2}^{2}+\left(d_{2}+d_{1}\right)\left\|\nabla \partial_{t} v\right\|_{2}^{2}\right],
\end{aligned}
$$

which shows that

$$
\begin{align*}
-\int_{\mathbb{R}^{4}} u \Delta v d x= & -\frac{1}{2 d_{1}} \frac{d}{d t} \mathcal{E}_{0}(v)-\frac{1}{d_{1}}\left[\left(\lambda_{2}+\lambda_{1}\right)\left\|\partial_{t} v\right\|_{2}^{2}+\left(d_{2}+d_{1}\right)\left\|\nabla \partial_{t} v\right\|_{2}^{2}\right] \\
& -\frac{\lambda_{1}}{d_{1}} \int_{\mathbb{R}^{4}} u v d x+\frac{1}{d_{1}} \int_{\mathbb{R}^{4}} u w d x . \tag{4.5}
\end{align*}
$$

Moreover, since $\log (1+r) \leq \sqrt{r}$ for $r \geq 0$, we deduce from (1.8), Hölder's inequality, and the nonnegativity of $u$ and $w$ that

$$
\begin{align*}
\int_{\mathbb{R}^{4}} \log (1+u) \Delta v d x & =\frac{1}{d_{1}} \int_{\mathbb{R}^{4}} \log (1+u)\left(\partial_{t} v+\lambda_{1} v-w\right) d x \\
& \leq \frac{1}{d_{1}} \int_{\mathbb{R}^{4}} u^{\frac{1}{2}}\left|\partial_{t} v\right| d x+\frac{\lambda_{1}}{d_{1}} \int_{\mathbb{R}^{4}} u^{\frac{1}{2}} v d x \\
& \leq \frac{1}{d_{1}}\left\|u_{0}\right\|_{1}^{\frac{1}{2}}\left\|\partial_{t} v\right\|_{2}+\frac{\lambda_{1}}{d_{1}}\left\|u_{0}\right\|_{1}^{\frac{1}{2}}\|v\|_{2} . \tag{4.6}
\end{align*}
$$

Thus we infer from (4.4)-(4.6) and the nonnegativity of $u$ and $v$ that

$$
\frac{d}{d t} \mathcal{L}_{0}(u, v)+\mathcal{D}_{0}(u, v) \leq \frac{1}{d_{1}} \int_{\mathbb{R}^{4}} u w d x+\frac{1}{d_{1}}\left\|u_{0}\right\|_{1}^{\frac{1}{2}}\left\|\partial_{t} v\right\|_{2}+\frac{\lambda_{1}}{d_{1}}\left\|u_{0}\right\|_{1}^{\frac{1}{2}}\|v\|_{2} .
$$

The proof is complete.
We now estimate the $L^{1}$-norm of $u w$, and here utilize the Hardy-Littlewood-Sobolev inequality (1.15) and its optimal constant $C_{H L S}=(3 / 2)^{\frac{1}{2}} \pi$.

Lemma 4.3. There holds

$$
\begin{aligned}
\frac{1}{d_{1}} \int_{\mathbb{R}^{4}} u w d x \leq & \frac{1}{4 \pi^{2} d_{1} d_{2}} C_{H L S}\|u\|_{\frac{4}{3}}^{2}-\frac{1}{2 d_{1}} \frac{d}{d t}\|w\|_{2}^{2}-\frac{\lambda_{2}}{d_{1} d_{2}} \frac{d}{d t}\|\nabla W\|_{2}^{2} \\
& -\frac{1}{d_{1} d_{2}}\left\|\nabla \partial_{t} W\right\|_{2}^{2}-\frac{\lambda_{2}}{d_{1}}\|w\|_{2}^{2}-\frac{\lambda_{2}^{2}}{d_{1} d_{2}}\|\nabla W\|_{2}^{2}
\end{aligned}
$$

with $C_{H L S}=(3 / 2)^{\frac{1}{2}} \pi$ and $W=(-\Delta)^{-1} w=\underset{31}{E_{4}} * w$.

Proof of Lemma 4.3. We set $U:=(-\Delta)^{-1} u=E_{4} * u$, so that $-\Delta U=u$ in $\mathbb{R}^{4}$. Integrating by parts, we observe that

$$
\begin{align*}
\frac{1}{d_{1}} \int_{\mathbb{R}^{4}} u w d x & =-\frac{1}{d_{1}} \int_{\mathbb{R}^{4}} w \Delta U d x \\
& =-\frac{1}{d_{1} d_{2}} \int_{\mathbb{R}^{4}} U\left(\partial_{t} w+\lambda_{2} w-u\right) d x \\
& =\frac{1}{d_{1} d_{2}} \int_{\mathbb{R}^{4}} u U d x-\frac{1}{d_{1} d_{2}} \int_{\mathbb{R}^{4}} U \partial_{t} w d x-\frac{\lambda_{2}}{d_{1} d_{2}} \int_{\mathbb{R}^{4}} U w d x \tag{4.7}
\end{align*}
$$

Recalling the Hardy-Littlewood-Sobolev inequality (1.15),

$$
\left|\iint_{\mathbb{R}^{4} \times \mathbb{R}^{4}} f(x)\right| x-\left.y\right|^{-2} f(y) d x d y \left\lvert\, \leq C_{H L S}\|f\|_{\frac{4}{3}}^{2}\right.
$$

with optimal constant $C_{H L S}=(3 / 2)^{\frac{1}{2}} \pi$, we realize that

$$
\begin{align*}
\frac{1}{d_{1} d_{2}} \int_{\mathbb{R}^{4}} u U d x & =\frac{1}{4 \pi^{2} d_{1} d_{2}} \iint_{\mathbb{R}^{4} \times \mathbb{R}^{4}} u(x)|x-y|^{-2} u(y) d x d y \\
& \leq \frac{1}{4 \pi^{2} d_{1} d_{2}} C_{H L S}\|u\|_{\frac{4}{3}}^{2} \tag{4.8}
\end{align*}
$$

In addition, it follows from (1.1) that $\partial_{t} W-d_{2} \Delta W+\lambda_{2} W=U$ in $(0, \infty) \times \mathbb{R}^{4}$ since $W=E_{4} * w$. Thus,

$$
\begin{align*}
-\frac{1}{d_{1} d_{2}} \int_{\mathbb{R}^{4}} U \partial_{t} w d x & =\frac{1}{d_{1} d_{2}} \int_{\mathbb{R}^{4}}\left(\partial_{t} W-d_{2} \Delta W+\lambda_{2} W\right) \partial_{t} \Delta W d x \\
& =-\frac{1}{d_{1} d_{2}}\left\|\nabla \partial_{t} W\right\|_{2}^{2}-\frac{1}{2 d_{1}} \frac{d}{d t}\|\Delta W\|_{2}^{2}-\frac{\lambda_{2}}{2 d_{1} d_{2}} \frac{d}{d t}\|\nabla W\|_{2}^{2} \\
& =-\frac{1}{d_{1} d_{2}}\left\|\nabla \partial_{t} W\right\|_{2}^{2}-\frac{1}{2 d_{1}} \frac{d}{d t}\|w\|_{2}^{2}-\frac{\lambda_{2}}{2 d_{1} d_{2}} \frac{d}{d t}\|\nabla W\|_{2}^{2} \tag{4.9}
\end{align*}
$$

Similarly,

$$
\begin{align*}
-\frac{\lambda_{2}}{d_{1} d_{2}} \int_{\mathbb{R}^{4}} U w d x & =\frac{\lambda_{2}}{d_{1} d_{2}} \int_{\mathbb{R}^{4}}\left(\partial_{t} W-d_{2} \Delta W+\lambda_{2} W\right) \Delta W d x \\
& =-\frac{\lambda_{2}}{2 d_{1} d_{2}} \frac{d}{d t}\|\nabla W\|_{2}^{2}-\frac{\lambda_{2}}{d_{1}}\|\Delta W\|_{2}^{2}-\frac{\lambda_{2}^{2}}{d_{1} d_{2}}\|\nabla W\|_{2}^{2} \tag{4.10}
\end{align*}
$$

Therefore we show from (4.7)-(4.10) that

$$
\begin{aligned}
\frac{1}{d_{1}} \int_{\mathbb{R}^{4}} u w d x \leq & \frac{1}{4 \pi^{2} d_{1} d_{2}} C_{H L S}\|u\|_{\frac{4}{3}}^{2}-\frac{1}{2 d_{1}} \frac{d}{d t}\|w\|_{2}^{2}-\frac{\lambda_{2}}{d_{1} d_{2}} \frac{d}{d t}\|\nabla W\|_{2}^{2} \\
& -\frac{1}{d_{1} d_{2}}\left\|\nabla \partial_{t} W\right\|_{2}^{2}-\frac{\lambda_{2}}{d_{1}}\|w\|_{2}^{2}-\frac{\lambda_{2}^{2}}{d_{1} d_{2}}\|\nabla W\|_{2}^{2}
\end{aligned}
$$

and this concludes the proof of Lemma 4.3.
It is obvious from Lemma 4.3 that controlling the $L^{1}$-norm of $u w$ requires an estimate on the $L^{4 / 3}$-norm of $u$, which is provided by the next lemma, inspired by [35, Lemma 2.3].

Lemma 4.4. For any $\varepsilon>0$ and $f \in W^{1,2}\left(\mathbb{R}^{4}\right) \cap L_{+}^{1}\left(\mathbb{R}^{4}\right)$, the following holds:

$$
\|f\|_{\frac{4}{3}}^{2} \leq C_{S}^{2}(1+\varepsilon)^{2}\|f\|_{1} \int_{\mathbb{R}^{4}} \frac{|\nabla f|^{2}}{1+f} d x+\frac{\sqrt{1+\varepsilon}}{\varepsilon}\left(\frac{4}{3}\right)^{\frac{3}{2}}\|f\|_{1}^{\frac{3}{2}},
$$

where $C_{S}=2^{1 / 4} /(4 \sqrt{\pi})$ is the optimal constant in the Sobolev inequality (1.16).

Proof of Lemma 4.4. For $f \in W^{1,2}\left(\mathbb{R}^{4}\right) \cap L_{+}^{1}\left(\mathbb{R}^{4}\right)$ and $\alpha>0$,

$$
\begin{align*}
\int_{\mathbb{R}^{4}} f^{\frac{4}{3}} d x & =\int_{\{f>\alpha\}}(f-\alpha+\alpha)^{\frac{4}{3}} d x+\int_{\{f \leq \alpha\}} f^{\frac{4}{3}} d x \\
& \leq \int_{\{f>\alpha\}}\left((f-\alpha)^{\frac{4}{3}}+\frac{4}{3} \alpha f^{\frac{1}{3}}\right) d x+\alpha^{\frac{1}{3}} \int_{\{f \leq \alpha\}} f d x \\
& \leq \int_{\mathbb{R}^{4}}(f-\alpha)_{+}^{\frac{4}{3}} d x+\frac{4}{3} \alpha^{\frac{1}{3}} \int_{\{f>\alpha\}} f d x+\alpha^{\frac{1}{3}} \int_{\{f \leq \alpha\}} f d x, \tag{4.11}
\end{align*}
$$

where $(f-\alpha)_{+}:=\max \{f-\alpha, 0\}$ and we have used the convexity inequality

$$
(a+b)^{\frac{4}{3}} \leq a^{\frac{4}{3}}+\frac{4}{3} b(a+b)^{\frac{1}{3}}, \quad(a, b) \in[0, \infty)^{2} .
$$

Since

$$
\begin{aligned}
\left\|\nabla(f-\alpha)_{+}\right\|_{1} & =\int_{\{f>\alpha\}}|\nabla f| d x \leq\left(\int_{\{f>\alpha\}}(1+f) d x\right)^{\frac{1}{2}}\left(\int_{\{f>\alpha\}} \frac{|\nabla f|^{2}}{1+f} d x\right)^{\frac{1}{2}} \\
& \leq\left(\frac{1+\alpha}{\alpha}\|f\|_{1}\right)^{\frac{1}{2}}\left(\int_{\mathbb{R}^{4}} \frac{|\nabla f|^{2}}{1+f} d x\right)^{\frac{1}{2}}
\end{aligned}
$$

the function $(f-\alpha)_{+}$belongs to $W^{1,1}\left(\mathbb{R}^{4}\right)$ and it follows from (4.11) and the Sobolev inequality

$$
\begin{equation*}
\|f\|_{\frac{4}{3}} \leq C_{S}\|\nabla f\|_{1}, \quad f \in W^{1,1}\left(\mathbb{R}^{4}\right) \tag{4.12}
\end{equation*}
$$

with optimal constant $C_{S}=2^{1 / 4} /(4 \sqrt{\pi})$ that

$$
\begin{aligned}
\int_{\mathbb{R}^{4}} f^{\frac{4}{3}} d x & \leq\left\|(f-\alpha)_{+}\right\|_{\frac{4}{3}}^{\frac{4}{3}}+\frac{4}{3} \alpha^{\frac{1}{3}}\|f\|_{1} \\
& \leq C_{S}^{\frac{4}{3}}\left\|\nabla(f-\alpha)_{+}\right\|_{1}^{\frac{4}{3}}+\frac{4}{3} \alpha^{\frac{1}{3}}\|f\|_{1}
\end{aligned}
$$

Collecting the above inequalities, we have for any $\varepsilon>0$

$$
\begin{aligned}
\|f\|_{\frac{4}{3}}^{2} & \leq\left[C_{S}^{\frac{4}{3}}\left(\frac{1+\alpha}{\alpha}\|f\|_{1}\right)^{\frac{2}{3}}\left(\int_{\mathbb{R}^{4}} \frac{|\nabla f|^{2}}{1+f} d x\right)^{\frac{2}{3}}+\frac{4}{3} \alpha^{\frac{1}{3}}\|f\|_{1}\right]^{\frac{3}{2}} \\
& \leq(1+\varepsilon) C_{S}^{2}\left(\frac{1+\alpha}{\alpha}\|f\|_{1}\right) \int_{\mathbb{R}^{4}} \frac{|\nabla f|^{2}}{1+f} d x+\sqrt{\frac{1+\varepsilon}{\varepsilon}}\left(\frac{4}{3}\right)^{\frac{3}{2}} \alpha^{\frac{1}{2}}\|f\|_{1}^{\frac{3}{2}}
\end{aligned}
$$

by applying

$$
(a+b)^{\frac{3}{2}} \leq(1+\varepsilon) a^{\frac{3}{2}}+\sqrt{\frac{1+\varepsilon}{\varepsilon}} b^{\frac{3}{2}}, \quad(a, b) \in[0, \infty)^{2}
$$

Then taking $\alpha=1 / \varepsilon$ leads us to

$$
\|f\|_{\frac{4}{3}}^{2} \leq(1+\varepsilon)^{2} C_{S}^{2}\|f\|_{1} \int_{\mathbb{R}^{4}} \frac{|\nabla f|^{2}}{1+f} d x+\frac{\sqrt{1+\varepsilon}}{\varepsilon}\left(\frac{4}{3}\right)^{\frac{3}{2}}\|f\|_{1}^{\frac{3}{2}}
$$

This concludes the proof.
After this preparation, we are in a position to show the claimed boundedness of $\mathcal{L}(u, v, w)$ for solutions to (1.1) when $\left\|u_{0}\right\|_{1}$ satisfies the constraint (1.14).

Proof of Proposition 4.1. Recalling the definition (4.2) and (4.3) of $\mathcal{L}$ and $\mathcal{D}_{1}$, Lemmas 4.2 and 4.3 imply that

$$
\begin{aligned}
\frac{d}{d t} \mathcal{L}(u, v, w)+\mathcal{D}_{1}(u, v, w) \leq & \frac{1}{4 \pi^{2} d_{1} d_{2}} C_{H L S}\|u\|_{\frac{4}{3}}^{2} \\
& +\frac{1}{d_{1}}\left\|u_{0}\right\|_{1}^{\frac{1}{2}}\left\|\partial_{t} v\right\|_{2}+\frac{\lambda_{1}}{d_{1}}\left\|u_{0}\right\|_{1}^{\frac{1}{2}}\|v\|_{2}
\end{aligned}
$$

from which we further obtain, after using (1.8) and Lemma 4.4,

$$
\begin{aligned}
\frac{d}{d t} \mathcal{L}(u, v, w)+\mathcal{D}_{1}(u, v, w) \leq & \frac{1}{4 \pi^{2} d_{1} d_{2}} C_{H L S} C_{S}^{2}(1+\varepsilon)^{2}\left\|u_{0}\right\|_{1} \int_{\mathbb{R}^{4}} \frac{|\nabla u|^{2}}{1+u} d x \\
& +\frac{\sqrt{1+\varepsilon}}{\varepsilon} C\left\|u_{0}\right\|_{1}^{\frac{3}{2}}+\frac{1}{d_{1}}\left\|u_{0}\right\|_{1}^{\frac{1}{2}}\left\|\partial_{t} v\right\|_{2}+\frac{\lambda_{1}}{d_{1}}\left\|u_{0}\right\|_{1}^{\frac{1}{2}}\|v\|_{2}
\end{aligned}
$$

for any $\varepsilon>0$. Since

$$
\left\|u_{0}\right\|_{1}<\frac{1}{\sqrt{3}}(8 \pi)^{2} d_{1} d_{2}
$$

by (1.14), we may choose $\varepsilon>0$ such that

$$
\left\|u_{0}\right\|_{1}(1+\varepsilon)^{2}=\frac{1}{2}\left(\left\|u_{0}\right\|_{1}+\frac{1}{\sqrt{3}}(8 \pi)^{2} d_{1} d_{2}\right) \in\left(\left\|u_{0}\right\|_{1}, \frac{(8 \pi)^{2}}{\sqrt{3}} d_{1} d_{2}\right) .
$$

Then, noting that

$$
\frac{C_{H L S} C_{S}^{2}}{4 \pi^{2}}=\frac{\sqrt{3}}{(8 \pi)^{2}}
$$

and

$$
1-\delta:=\frac{\sqrt{3}}{(8 \pi)^{2} d_{1} d_{2}} \frac{1}{2}\left(\left\|u_{0}\right\|_{1}+\frac{(8 \pi)^{2} d_{1} d_{2}}{\sqrt{3}}\right)=\frac{1}{2}\left(1+\frac{\sqrt{3}}{(8 \pi)^{2} d_{1} d_{2}}\left\|u_{0}\right\|_{1}\right) \in\left(\frac{1}{2}, 1\right)
$$

we infer from Young's inequality, Lemma 2.3, and the positivity of $\lambda_{1}, \lambda_{2}$ that

$$
\begin{aligned}
\frac{d}{d t} \mathcal{L}(u, v, w)+\mathcal{D}_{1}(u, v, w) \leq & \frac{\sqrt{3}}{(8 \pi)^{2} d_{1} d_{2}} \frac{1}{2}\left(\left\|u_{0}\right\|_{1}+\frac{(8 \pi)^{2} d_{1} d_{2}}{\sqrt{3}}\right) \int_{\mathbb{R}^{4}} \frac{|\nabla u|^{2}}{1+u} d x \\
& +\frac{1}{d_{1}}\left\|u_{0}\right\|_{1}^{\frac{1}{2}}\left\|\partial_{t} v\right\|_{2}+\frac{\lambda_{1}}{d_{1}}\left\|u_{0}\right\|_{1}^{\frac{1}{2}}\|v\|_{2}+C \\
\leq & (1-\delta) \int_{\mathbb{R}^{4}} \frac{|\nabla u|^{2}}{1+u} d x+(1-\delta) \frac{\lambda_{1}+\lambda_{2}}{d_{1}}\left\|\partial_{t} v\right\|_{2}^{2}+C\|v\|_{2}^{2}+C \\
\leq & (1-\delta) \mathcal{D}_{1}(u, v, w)+C
\end{aligned}
$$

which means that

$$
\begin{equation*}
\frac{d}{d t} \mathcal{L}(u, v, w)+\delta \mathcal{D}_{1}(u, v, w) \leq C \tag{4.13}
\end{equation*}
$$

Next, by Lemma 2.3, the positivity of $\lambda_{1}, \lambda_{2}$, and (1.1),

$$
\begin{aligned}
\frac{1}{2 d_{1}} \mathcal{E}_{0}(v) & =\frac{1}{2 d_{1}}\left(\left\|\partial_{t} v\right\|_{2}^{2}+d_{1} d_{2}\|\Delta v\|_{2}^{2}+\left(d_{1} \lambda_{2}+d_{2} \lambda_{1}\right)\|\nabla v\|_{2}^{2}+\lambda_{1} \lambda_{2}\|v\|_{2}^{2}\right) \\
& \leq \frac{1}{2 d_{1}}\left\|\partial_{t} v\right\|_{2}^{2}+\frac{d_{2}}{2 d_{1}^{1}}\left\|\partial_{t} v+\lambda_{1} v-w\right\|_{2}^{2}+C \\
& \leq C\left\|\partial_{t} v\right\|_{2}^{2}+C\|w\|_{2}^{2}+C \leq C\left(1+\mathcal{D}_{1}(u, v, w)\right)
\end{aligned}
$$

Also, since

$$
\|\nabla W\|_{2}^{2}=\int_{\mathbb{R}^{4}} w W d x \leq \frac{C_{H L S}}{4 \pi^{2}}\|w\|_{\frac{4}{3}}^{2}
$$

by the Hardy-Littlewood-Sobolev inequality (1.15) and $(1+r) \log (1+r) \leq C\left(r+r^{\frac{4}{3}}\right)$ for $r>0$, Lemma 2.3, Lemma 4.4, and (1.8) imply that

$$
\begin{aligned}
\int_{\mathbb{R}^{4}}(1+u) \log (1+u) d x+\frac{1}{2 d_{1}}\|w\|_{2}^{2} & +\frac{\lambda_{2}}{d_{1} d_{2}}\|\nabla W\|_{2}^{2} \\
& \leq C\|u\|_{\frac{4}{3}}^{2}+C\left(1+\mathcal{D}_{1}(u, v, w)\right)+C\|w\|_{\frac{4}{3}}^{2} \\
& \leq C \int_{\mathbb{R}^{4}} \frac{|\nabla u|^{2}}{1+u} d x+C\left(1+\mathcal{D}_{1}(u, v, w)\right) \\
& \leq C\left(1+\mathcal{D}_{1}(u, v, w)\right)
\end{aligned}
$$

Consequently, gathering the previous inequalities, we find

$$
\mathcal{L}(u, v, w) \leq C\left(1+\mathcal{D}_{1}(u, v, w)\right)
$$

Together with (4.13), we end up with

$$
\frac{d}{d t} \mathcal{L}(u, v, w)+\frac{\delta}{2 C} \mathcal{L}(u, v, w)+\frac{\delta}{2} \mathcal{D}_{1}(u, v, w) \leq \frac{\delta}{2}+C
$$

from which Proposition 4.1 follows.
4.2. Further time-independent estimates. We emphasize that the subsequent bounds differ from those used in the proofs of Proposition 3.2 and Lemma 3.7 to establish global existence.

Lemma 4.5. There is a constant $C>0$ such that

$$
\int_{t}^{t+1}\left(\|u(s)\|_{\frac{3}{2}}^{\frac{3}{2}}+\left\|\nabla \partial_{t} v(s)\right\|_{2}^{2}+\|\nabla w(s)\|_{2}^{2}\right) d s \leq C
$$

Proof of Lemma 4.5. It first follows from Proposition 4.1 that, for $t>0$,

$$
\begin{equation*}
\|(1+u(t)) \log (1+u(t))\|_{1}+\|w(t)\|_{2} \leq C \tag{4.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{t}^{t+1}\left(\int_{\mathbb{R}^{4}} \frac{|\nabla u(s)|^{2}}{1+u(s)} d x+\left\|\nabla \partial_{t} v(s)\right\|_{2}^{2}\right) d s \leq C \tag{4.15}
\end{equation*}
$$

We next infer from (1.8), (4.14), (4.15), and Lemma 3.6 with $N=1$ that, for $t>0$,

$$
\begin{align*}
\int_{t}^{t+1}\|u(s)\|_{\frac{3}{2}}^{\frac{3}{2}} d s & \leq C\left(\sup _{t<s<t+1}\|(1+u(s) \log (1+u(s)))\|_{1}\right) \int_{t}^{t+1} \int_{\mathbb{R}^{4}} \frac{|\nabla u(s)|^{2}}{1+u(s)} d x d s+C\left\|u_{0}\right\|_{1} \\
& \leq C \tag{4.16}
\end{align*}
$$

Finally, by (1.1)

$$
\frac{d}{d t}\|w\|_{2}^{2}+2 d_{2}\|\nabla w\|_{2}^{2}+2 \lambda_{2}\|w\|_{2}^{2}=2 \int_{\mathbb{R}^{4}} u w d x
$$

Arguing as in the proof of Lemma 3.7, we use the Hölder, the Sobolev, and the Young inequalities, along with (1.8), to obtain

$$
\begin{aligned}
2 \int_{\mathbb{R}^{4}} u w d x & \leq 2\|u\|_{\frac{3}{3}}\|w\|_{4} \leq C\|u\|_{1}^{\frac{1}{4}}\|u\|_{\frac{3}{2}}^{\frac{3}{4}}\|\nabla w\|_{2} \leq C\|u\|_{\frac{3}{2}}^{\frac{3}{4}}\|\nabla w\|_{2} \\
& \leq d_{2}\|\nabla w\|_{2}^{2}+C\|u\|_{\frac{3}{2}}^{\frac{3}{3}} .
\end{aligned}
$$

Combining the above two inequalities gives

$$
\frac{d}{d t}\|w\|_{2}^{2}+d_{2}\|\nabla w\|_{2}^{2} \leq C\|u\|_{\frac{3}{2}}^{\frac{3}{2}} .
$$

Hence, after integrating on $(t, t+1)$ and using (4.14) and (4.16),

$$
d_{2} \int_{t}^{t+1}\|\nabla w(s)\|_{2}^{2} d s \leq\|w(t)\|_{2}^{2}+C \int_{t}^{t+1}\|u(s)\|_{\frac{3}{2}}^{\frac{3}{2}} d s \leq C
$$

which completes the proof.
Finally we proceed to show the proof of Theorem 1.3. The argument used here is basically similar to that used in the proof of Theorem 1.2 to establish global existence. However, it is necessary to carefully track the time dependence of the estimates and thus to modify the argument for the $L^{p}$-bound of $u$, because we only have the time-integrated uniform bounds on $\nabla \partial_{t} v$ and $\nabla w$ in $L^{2}\left((t, t+1) \times \mathbb{R}^{4}\right)$ stated in Lemma 4.5.

Proof of Theorem 1.3. Arguing as in the proof of Theorem 1.2 with $p=3 / 2$, we obtain

$$
\frac{d}{d t}\|u(t)\|_{\frac{3}{2}}^{\frac{3}{2}} \leq C\|u\|_{\frac{3}{2}}^{\frac{3}{2}}\left(\|\nabla w\|_{2}^{2}+\left\|\nabla \partial_{t} v\right\|_{2}^{2}\right)
$$

for $t>0$. Owing to Lemma 4.5, we are in a position of applying the uniform Gronwall lemma (cf. Temam [40, Lemma III.1.1]) to conclude that

$$
u \in L^{\infty}\left(0, \infty ; L^{\frac{3}{2}}\left(\mathbb{R}^{4}\right)\right)
$$

We then infer from the parabolic regularity theory and the positivity of $\lambda_{1}, \lambda_{2}$ that

$$
w \in L^{\infty}\left(0, \infty ; L^{p}\left(\mathbb{R}^{4}\right)\right), \quad p \in[1,6)
$$

and

$$
\nabla v \in L^{\infty}\left((0, \infty) \times \mathbb{R}^{4}\right)
$$

Therefore we use the Nash-Moser iteration argument to obtain the uniform bound on the solution as in the proof of Theorem 1.2 and this concludes the proof of Theorem 1.3.
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