A Transistor Level Relational Semantics for Electrical Rule Checking by SMT Solving
Oussama Oulkaid, Bruno Ferres, Matthieu Moy, Pascal Raymond, Mehdi Khosravian, Ludovic Henrio, Gabriel Radanne

To cite this version:

HAL Id: hal-04527225
https://hal.science/hal-04527225
Submitted on 29 Mar 2024

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
A Transistor Level Relational Semantics for Electrical Rule Checking by SMT Solving

Oussama Oulkaid, Bruno Ferres, Matthieu Moy, Pascal Raymond, Mehdi Khosravian, Ludovic Henrio, Gabriel Radanne

§Univ. Lyon, EnsL, UCBL, CNRS, Inria, LIP, F-69342, LYON Cedex 07, France
†Univ. Grenoble Alpes, CNRS, Grenoble INP, VERIMAG, 38000 Grenoble, France
¶Aniah, 38000 Grenoble, France

Abstract—We present a novel technique for Electrical Rule Checking (ERC) based on formal methods. We define a relational semantics of Integrated Circuits (IC) as a means to model circuits’ behavior at transistor-level. We use Z3, a Satisfiability Modulo Theory (SMT) solver, to verify electrical properties on circuits — thanks to the defined semantics. We demonstrate the usability of the approach to detect current leakage due to missing level-shifter on large industrial circuits, and we conduct experiments to study the scalability of the approach.

Index Terms—formal verification, integrated circuits, electrical rule checking, SMT solving

I. INTRODUCTION

Modern circuits often count tens of billions of transistors [1]. Their design is a long process where verification plays a crucial role. For Application Specific Integrated Circuit (ASIC), 50%-60% of median project time is spent in verification, according to the 2022 Wilson Research Group study [2].

One essential family of verification, called Electrical Rule Checking (ERC), verifies electrical properties via electronic design rules on Integrated Circuits (IC). Mostly, such rules protect the circuit against the so-called electrical errors. Examples of electrical errors include floating (i.e., not connected to any supply) transistor gates, undesired current leakage, missing level-shifters between power domains, Electro Static Discharge (ESD), etc.

ERC requires intervening at the transistor-level, when the circuit is abstracted as a net-list (i.e., a set of transistors and nets representing wires connecting them). Indeed, in earlier stages of the circuit design flow — e.g., Register-Transfer Level (RTL), the abstraction is purely logical; power domains, for example, are not available, and thus electrical properties cannot be expressed, and even less verified. Transistor net-lists are most of the time synthesized from the logical design, by adding electrical information, but can also be partially written or adapted by hand.

Some ERC approaches rely on transistor-level simulation, which is very precise but usually neither exhaustive nor scalable. Other approaches rely on performing static voltage propagation, which computes the set of supplies that are reachable for each net in the circuit. Since this approach yields a lot of false alarms, it is usually used together with pattern-matching to filter-out warnings raised in known-correct circuit patterns.

In this work, we propose a novel approach to ERC — that is sound, scalable and automatic — based on formal methods. For this purpose, we apply a Satisfiability Modulo Theory (SMT) solving based technique to tell whether an electrical configuration of a circuit can lead to an error [3]. This is achieved by (1) encoding the circuit into a logical formula according to some semantics defined in Section III, (2) encoding the property to verify (e.g., absence of some error), and (3) checking the satisfiability of the conjunction of the circuit formula and the error formula. We delegate the formula solving task to an external solver. The latter gives an answer on whether the property is satisfiable. If so, the solver yields an error scenario. Else, we know that the error cannot occur. In Section IV, we show an application of this approach for the detection of missing level-shifters, a well known problem that can occur when circuits have several power domains [4].

II. ELECTRICAL RULE CHECKING TECHNIQUES

In this section, we present some of the most widely used approaches for ERC. We show how they do differ from each other, as well as how they compare to our approach.

A. Simulation

Simulation Program with Integrated Circuit Emphasis (SPICE) is a widely used electronic circuits simulator. It is an industry-standard tool, and is used in transistor-level verification flows. Because it is very precise, transistor-level simulation requires large computational resources, which makes it difficult to handle large designs [5]. Not only does SPICE use heavyweight mathematical models including differential algebraic equations [6], but each simulation is done for a given set of input voltages (called input vector). An exhaustive simulation requires to consider a number of input vectors that grows exponentially with the input size. Large circuits cannot be verified exhaustively in reasonable time, hence simulation provides no guarantee that all errors are detected. Another limitation of simulation is that it cannot easily explore the state-space of memory-related circuit states. Indeed the internal state of a circuit with memory does not only depend
on the input vector, but also depends on the previous state points, hence an exhaustive enumeration of inputs does not explore all internal states.

\section*{B. Topology based techniques}

Some verification strategies consist in statically searching for potential errors, using some of the so-called static voltage propagation algorithms. This kind of approach checks for topologies where a net’s static paths to supplies may lead to an error, without checking whether these paths are dynamically plausible. Some static voltage propagation algorithms use the simple abstraction of all transistors being switched-on, regardless of the voltage applied on their gate — which captures all reachable scenarios. Such abstraction provides sound results, but has the flaw of resulting in a lot of false alarms — since some unfeasible circuit states may arise \cite{4}, \cite{7}. Other algorithms use \textit{dynamic voltage propagation}: they take into consideration the dynamic states of transistors, where an iterative algorithm is applied on a graph representation of the circuit to annotate every node with the supply voltages it can reach \cite{8}. Voltage propagation analyses are usually combined with some refinement approaches as a means to reduce the number of false alarms raised by voltage propagation \cite{9}. These refinement techniques involve analyzing the structure of the circuit on which a warning was raised, to check whether it embeds some topology that is known to act as a protection block against the error of interest. These techniques are commonly referred to as \textit{topology recognition} or pattern-matching techniques. Pattern-matching can be used to check the presence of ESD protection structures in multi-supply designs \cite{10}. Other applications include the detection of floating transistor gates, missing level-shifters, and missing isolation cells \cite{4}. Such applications require an exhaustive library of circuit topologies that are known to fulfill a specific function (e.g., ESD protections, level-shifters, etc.). A search algorithm can be applied to look for those patterns within the design. This approach is useful to capture some types of errors, but may still lead to undetected false alarms.

\section*{C. Formal approaches}

Formal methods are able to prove properties by reasoning on the state-space of a system without executing it. They are usually sound \textit{(i.e., they provide a guarantee that all errors are detected)}, which makes them well-suited for the verification of safety-critical systems as well as RTL circuit verification, where proofs for correctness are highly demanded \cite{11}. The use of formal methods for ERC remains very rare. Afonso and Monteiro \cite{12} present an application of satisfiability (SAT) solving\footnote{SAT solving refers to checking whether a Boolean formula \textit{(e.g., }\neg (b \lor c)\textit{)}, where }a\textit{, }b\textit{, and }c\textit{ are Boolean variables\textit{) is satisfiable. If so, the solver provides one solution as a plausible valuation of the formula variables.} for the analysis of short-circuit conditions at transistor-level in logic circuits. They encode a circuit into a \textit{Quantified Boolean Formula} (QBF) that is derived from a graph based representation of the circuit, in order to find short-circuit configurations \textit{(i.e., input valuations that result in an electrical path from the supply to the ground)}. The presented approach only applies to circuits with a single power supply that serves as the logical “1” for the whole circuit. This is a strong limitation, since modern circuits almost always have multiple power supplies. Also, the presented approach only handles one specific type of errors — that is short-circuits. Our work is closely related to their approach, yet our aim is to present a more modular approach that deals with different kinds of errors on multi-supply designs.

\section*{D. Our contribution}

We apply SMT solving to check if errors are possible \textit{(i.e., electrical steady states that violate some electrical rules)}. SMT supplements SAT with non-Boolean theories \textit{(e.g., linear and non-linear arithmetic, integer numbers, real numbers, etc.).} SMT is, therefore, able to check the satisfiability of formulas such as: \((x < y) \land (z + y \leq x) \land (\neg (a \lor b))\), where \(a\) and \(b\) are Boolean variables and \(x, y\) and \(z\) are real number variables. The advantage of SMT over SAT is that it allows us to cover multi-supply circuits; SMT is more expressive and allows us to manipulate voltage values directly as rational numbers instead of being restricted to logical 0’s and 1’s like \cite{12}. In contrast to simulation, our approach consists in symbolically, and therefore exhaustively, verifying electrical properties on circuits. Our approach is more precise than static voltage propagation, and unlike pattern-matching based approaches, it requires no prior knowledge on circuit topologies.

\section*{III. Integrated circuit semantics}

In this section, we introduce the mathematical abstraction modeling circuits at transistor-level. We introduce our model, piece by piece, as conjoint SMT formulas. Such model makes it possible to capture the electrical steady states in a given supplies configuration.

\subsection*{A. Prerequisites}

Let \(N\) denote the set of nets in a circuit, and let \(S\) denote the set of circuit supplies. \(2^S\) is the power set of \(S\). We consider a static function\footnote{A static function is a function that returns information that can be extracted statically from the circuit net-list. We use \texttt{SMALLCAPS} font to write those functions. In contrast, dynamic functions \((Q\text{\textbullet}n\text{\textbullet} and \forall \text{\textbullet} \text{\textbullet} \text{\textbullet} \text{\textbullet} \text{\textbullet}\) below) encode the logical constraints to be solved by an SMT solver.} \textsc{ReachS}, which returns the set of reachable supplies from a given net \textit{(Equation }\textsc{ReachS}(n)\textit{)}. We assume that this information is obtained from static voltage propagation.

\[
\textsc{ReachS} : N \rightarrow 2^S \quad (\text{\textsc{ReachS}})
\]

Let \(I\) denote the set of all inputs of the circuit — which are free variables of the system. From static voltage propagation, we build the set of inputs \(I\) as the circuit nets that can reach no supply \textit{(Equation }\text{\textsc{ReachS}}(I)\textit{)}. Both sets \(S\) and \(I\) are subsets of \(N\).

\[
I = \{ i \in N \mid \textsc{ReachS}(i) = \emptyset \} \quad (E_I)
\]
B. Voltage abstraction

A function \( \mathcal{V} \) defines the voltage value, for each net, as a non-negative rational number (Equation \( E_{\mathcal{V}} \)).

\[
\mathcal{V} : \mathbb{N} \rightarrow \mathbb{Q}^+ \\
\tag{E_{\mathcal{V}}}
\]

In the following section, we define a transistors’ model, which we formalize using the \( \mathcal{V} \) function. Later on, we define a set of constraints that \( \mathcal{V} \) and other functions of the system must satisfy. Our tool then uses an SMT solver to check whether there exists a valuation of these functions such that these constraints are satisfied.

C. Transistor modeling

We now describe the physical behavior of transistors, and our abstract model that represents it. We base our modeling of transistors on MOSFET (Metal-Oxide-Semiconductor Field-Effect Transistor) devices. There exists two complementary MOSFET device types (Fig. 1).

![Fig. 1: PMOS (left) and NMOS (right) device symbols](image)

PMOS and NMOS devices have characteristic curves \( I_d = f(V_{GS}) \) that can be obtained from running a SPICE simulation, as shown by the blue line in Fig. 2. \( I_d \) is the outgoing current from the transistor drain, and \( V_{GS} \) is the voltage difference between the gate and source nets (i.e., \( \mathcal{V}(\text{Gate}) - \mathcal{V}(\text{Source}) \)). \( V_S \) denotes \( \mathcal{V}(\text{Source}) \). Both PMOS and NMOS devices are characterized with a threshold voltage \( V_{th} \). An NMOS device starts to be active (i.e., current flows between its source and drain) as the voltage difference \( V_{GS} \) exceeds \( |V_{th}| \). The current is maximal when \( V_{GS} \) reaches the saturation voltage \( V_{sat} \). On the other hand, a PMOS device is in the saturation region when \( V_{GS} \) is minimal, and as soon as \( V_{GS} \) reaches \(-|V_{th}|\) it enters the cut-off region — disconnecting thus source from drain.

We use the switch abstraction to model transistor states; a transistor is considered to be either switched-on or switched-off. Since we don’t model voltage values precisely, a precise value for \( V_{th} \) would not make sens. We choose \( V_{th} = 0 \) V as a simplification, i.e., consider that transistors are switched-on as soon as a voltage difference is applied on their gate. The corresponding abstract model is shown in Fig. 2 with a dashed red line, where the PMOS is switched-on for \( V_{GS} < 0 \) V, and the NMOS is switched-on for \( V_{GS} > 0 \). The switch abstraction is widely used when dealing with digital circuits [13], [14]. It also serves as a good choice for an abstract modeling that can apply beyond digital circuits. Albeit this abstraction does not provide the precise computation of voltage values given transistor states, it is possible to estimate voltage values with intervals.

![Fig. 2: PMOS (left) and NMOS (right) characteristic curves (obtained from SPICE with \( V_{th} = 0.7 \) V) and their abstraction](image)

We consider the example of an inverter circuit (Fig. 3), where three configurations are possible, as shown in Table I. When the ground voltage (0 V) applies on the input pin (A), the M1 PMOS device is switched-on and the M2 NMOS device is switched-off, which makes the output pin (Z) connected to the 5 V supply. Similarly, when A is of value 5 V, Z connects to the ground through M2. Finally, for all voltage values of A that are situated between the supply and ground, we associate an identical configuration: both M1 and M2 are switched-on, thus Z connects to both supply and ground pins.

![Fig. 3: Inverter circuit](image)

In our formalism, we denote \( \mathbb{D}_{\text{NMOS}} \) the set of NMOS devices in a circuit, and \( \mathbb{D}_{\text{PMOS}} \) the set of PMOS devices. We denote \( \mathbb{D} \) the set of all transistors: \( \mathbb{D} = \mathbb{D}_{\text{NMOS}} \uplus \mathbb{D}_{\text{PMOS}} \). We use the notation \( M_x \) to denote a transistor device, where \( M_x \in \mathbb{D} \). Transistor nets can be retrieved with some static functions that we denote GATE, SRC and DRN, that respectively return the gate, source and drain nets of a device. A predicate \( \text{On} : \mathbb{D} \rightarrow \mathbb{B} \), indicates whether a transistor is switched-on. A MOSFET transistor is a symmetrical device (i.e., its source and drain nets may be swapped in some contexts of use): its state depends on both the voltage difference between gate and source, and the voltage difference between gate and drain. The corresponding semantics rules for NMOS and PMOS device types are shown, respectively, by Rule \( R_{\text{NMOS}} \) and Rule \( R_{\text{PMOS}} \).

\[
\begin{align*}
\bigwedge_{M_x \in \mathbb{D}_{\text{PMOS}}} & \left( \text{On}(M_x) \triangleq \mathcal{V}(\text{Gate}(M_x)) > \mathcal{V}(\text{Source}(M_x)) \lor \mathcal{V}(\text{Gate}(M_x)) < \mathcal{V}(\text{Drain}(M_x)) \right) \\
& \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad (R_{\text{PMOS}})
\end{align*}
\]

\[
\begin{align*}
\bigwedge_{M_x \in \mathbb{D}_{\text{NMOS}}} & \left( \text{On}(M_x) \triangleq \mathcal{V}(\text{Gate}(M_x)) < \mathcal{V}(\text{Source}(M_x)) \lor \mathcal{V}(\text{Gate}(M_x)) > \mathcal{V}(\text{Drain}(M_x)) \right) \\
& \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad (R_{\text{NMOS}})
\end{align*}
\]
These rules only define the condition for a device to be switched-on, but assign no value to devices’ source and drain nets. We define other rules to constrain these values, as we explain in the following section.

D. Local dynamic voltage

We denote \( \Pi(n) \) the set of static neighbors of a net \( n \). Elements of \( \Pi(n) \) are triple of the form \( (n, M_x, p) \), where \( n \) is connected to some other net \( p \) through some device \( M_x \).

We define nets’ voltage values with respect to their neighboring nets (i.e., nets at the other end of switched-on devices). Rule \( R_{local\ voltage} \) encodes the constraints to locally restrict a net’s voltage value. It ensures that, for every net in the circuit, some current enters the net (i.e., there is a strictly positive voltage difference across a switched-on device connected to the net) if and only if some current exits the net. This is an abstraction of Kirchhoff’s current law.

\[
\bigwedge_{n \in \mathbb{N} \setminus \{S\cup I\}} \left( \bigvee_{(n, M_x, p) \in \Pi(n)} \bigwedge \left( \text{On}(M_x) \land \left( V(p) < V(n) \right) \right) \right) \iff \bigvee_{(n, M_x, p) \in \Pi(n)} \left( \text{On}(M_x) \land \left( V(n) < V(p) \right) \right)
\]

By construction, for each net, the formula evaluates to \( \text{true} \) either by (1) having both sides evaluate to \( \text{true} \) (i.e., \( \text{true} \Leftrightarrow \text{true} \)) — which corresponds to the case where current flows through the net — or (2) having both sides evaluate to \( \text{false} \) — which corresponds to the case where no current flows through the net. In case (1), the rule enforces that the voltage value of the net is strictly between the voltage values of its neighbouring nets, in other words, it ensures a strict voltage monotony along the nets that are part of some of its neighbouring nets, in other words, it ensures a strict voltage difference across a switched-on device connected to the net) if and only if some current exits the net. This is an abstraction of Kirchhoff’s current law.

Rule \( R_{local\ voltage} \) only applies to circuit nets that are neither supplies nor inputs. Both supplies and inputs do not depend on the internal state of the circuit, but are constrained by the environment. Hence, we define special rules to restrict supplies and inputs, as we present in Section III-F.

E. Static voltage range

Some circuit nets may be floating — in which case Rule \( R_{local\ voltage} \) doesn’t constrain their value. To ensure the integrity of the voltage value of a floating net, the voltage value \( V \) of a net \( n \) (that is neither a supply nor an input) is bounded by a static interval defined by the supplies it can reach. We obtain such supplies statically from function \( \text{REACHS} \) (Equation \( E_{REACHS} \)) as shown in Rule \( R_{static\ domain} \).

\[
\bigwedge_{n \in \mathbb{N} \setminus \{S\cup I\}} \left( V(n) \geq \min_{s \in \text{REACHS}(n)} V(s) \land V(n) \leq \max_{s \in \text{REACHS}(n)} V(s) \right)
\]

F. Building circuit formula

The presented circuit semantics allows us to write, for any circuit description, a formula that models it. Circuits are, in general, intended to function within a specific context of power supplies and input values. In order to obtain meaningful results, we need to define such context. We present, in the following, clauses to restrict circuit supplies and inputs. Afterwards, we show how a circuit formula is built, and we present its use for error verification.

We denote \( V \) the set of all existing supply values in a circuit, where: \( V \subset \mathbb{Q}^+ \). For every supply, we assume that a set of possible voltage values is given.

1) Supply constraint: We define a static function \( \text{SUPPL} \) that, given a supply pin, returns a set of potential voltage values (Equation \( E_{\text{SUPPL}} \)).

\[
\text{SUPPL}: S \rightarrow 2^V \quad (E_{\text{SUPPL}})
\]

We simply constrain each of the circuit supplies' voltage value to the set of possible voltages they are given (Rule \( R_{supplies} \)).

\[
\bigwedge_{s \in S} \left( \bigvee_{v \in \text{SUPPL}(s)} V(s) = v \right) \quad (R_{supplies})
\]

2) Input constraint: We consider inputs to be restricted to the context of the circuit supply voltage values; every input can have the same \( V \) value as any available supply (Rule \( R_{inputs} \)).

\[
\bigwedge_{i \in I} \left( \bigvee_{v \in V} V(i) = v \right) \quad (R_{inputs})
\]

3) Formula building: Let \( \mathcal{F} \) denote the circuit formula that is built using the local relational semantics (Equation \( E_{\mathcal{F}} \)). \( \mathcal{F} \) is defined as the logical conjunction of all semantics rules.

\[
\mathcal{F} \equiv R_{MOS} \land R_{PHOS} \land R_{local\ voltage} \land R_{static\ domain} \land R_{supplies} \land R_{inputs} \quad (E_{\mathcal{F}})
\]

4) Error specification and verification: Given a circuit and its corresponding formula \( \mathcal{F} \), we consider an error as a relation between the variables appearing in \( \mathcal{F} \) (most of the ERC errors can be expressed as such a relation). Let \( \mathcal{E} \) be such a relation. We can use an SMT solver, like Z3, to check whether the conjunction \( \mathcal{F} \land \mathcal{E} \) is satisfiable or not. If it is satisfiable, the corresponding solution gives a diagnosis of the error as a valuation of nets’ voltages and transistors’ states. It is important to note that our approach only considers electrical steady states (Section III) and cannot check for errors that involve a succession of different circuit states. If it is not satisfiable, it means that, with the transistor abstraction we have chosen, the error cannot appear in the considered circuit.

IV. APPLICATION: MISSING LEVEL-SHIFTERS DETECTION

In this section, we demonstrate how the proposed approach can be used to tackle industrial problems, in particular the identification of missing level-shifters in integrated circuits.

A level-shifter is a circuit that is used to connect circuit cells belonging to different power domains, in a way that prevents...
undesired current leakage on transistors at the interface of power domains. There exists several conventional level-shifter circuits. They are, in general, supplied with voltage values from the two power domains to connect, and are made of some switch circuitry to select one of the supply voltage values as the output, depending on the input value.

In this work, we study the case of level-up shifters — which translate signals from low to high power domains [15]. Fig. 4 illustrates the use of a level-up shifter to connect two inverters in series, from a 1.2 V domain to a 3.3 V domain. The level-shifter transforms the value of net1 to a suitable value on net2, from 1.2 V to 3.3 V, or repeats 0 V on net2 when net1 is grounded. In the absence of a level-shifter (i.e., directly connecting net1 to net2) net2 may be at 1.2 V, which will result in a possibly undesired current leakage on M3 and M4.

Fig. 4: Use of a level-up shifter to connect two inverters

A. Error specification

For a given circuit, we formalize a simple condition to detect a missing level-shifter with the function \( \mathcal{E}_{\text{MLS}} \) defined by Equation \( E_{\text{MLS}} \). It consists in checking whether a specific PMOS device belongs to two different power domains in a way that results in a current leakage across the transistor. A dual clause can be expressed on NMOS device types. We say that a PMOS transistor \( M_x \) is at a low-to-high power domain interface when its gate voltage is lower than its source (or drain) voltage, without being equal to the minimal reachable value from source and drain nets (which is usually the ground). Since we are dealing with PMOS device types, this is equivalent to the device being switched-on (Rule \( R_{\text{PMOS}} \)). There is a current leakage if the transistor is switched-on and \( V(\text{SRC}(M_x)) \neq V(\text{DRN}(M_x)) \) as long as the gate voltage does not correspond to the minimal reachable value from source and drain. There may be a current leakage that is not due to a missing level-shifter if \( V(\text{GATE}(M_x)) = \min_{s \in \text{REACH}(\text{SRC}(M_x)) \cup \text{REACH}(\text{DRN}(M_x))} V(s) \).

\[
\mathcal{E}_{\text{MLS}}(M_x) \triangleq D_{\text{PMOS}} \rightarrow \exists \in [0,1] \\
M_x \mapsto \left( \begin{array}{c}
\text{OR}(M_x) \\
\land V(\text{SRC}(M_x)) \neq V(\text{DRN}(M_x)) \\
\land V(\text{GATE}(M_x)) > \min_{s \in \text{REACH}(\text{SRC}(M_x)) \cup \text{REACH}(\text{DRN}(M_x))} V(s)
\end{array} \right)
\]

Finally, we check the absence of an error on a specific PMOS device \((M_x)\): if \( \mathcal{F} \land \mathcal{E}_{\text{MLS}}(M_x) \) is satisfiable, then we consider that \( M_x \) is indeed at the interface of two power domains where a level-shifter is missing — as we do in Section IV-B. Alternatively, we check whether there exists at least one missing level-shifter in the whole circuit, by checking the satisfiability of \( \mathcal{F} \land \bigvee_{M_x \in D_{\text{PMOS}}} \mathcal{E}_{\text{MLS}}(M_x) \) — as we do in Section IV-C. Note that the error formula can be tweaked to fulfill specific needs, in a fully compositional way (e.g., search for missing level-shelters between specific power domains).

B. Industrial case-study

Our case-study consists of a set of real-life circuits and a set of PMOS devices which we obtained from the Aniah company, as part of a research partnership. The circuits database is made of net-lists that are part of a 10-bit Analog-to-Digital Converter (ADC). It represents a large variety of topologies that can be found in modern CMOS designs, while exhibiting a strong analog content. We analyze a total of 11459 circuit instances (i.e., distinct supplies configurations) of 197 unique circuits, among which 20 distinct supplies are used. The complexity of analyzed circuits depends on both the number of transistors and their connectivity. We represent the latter with the connectivity ratio \( \frac{\text{Number of transistors}}{\text{Number of nets}} \). Table II presents a summary of the analyzed circuits.

<table>
<thead>
<tr>
<th>Number of transistors</th>
<th>Min</th>
<th>Med</th>
<th>Ave</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Connectivity ratio</td>
<td>0.5</td>
<td>1.27</td>
<td>1.46</td>
<td>5.5</td>
</tr>
</tbody>
</table>

Table II: Statistics related to the case-study

Each pair of circuit instance and transistor represents a case of specific interest for our industrial partner. Our industrial database therefore has a set of 22168 cases that we proceed to check using our SMT based approach.

Experiments are run on a machine with 2720 GiB system memory, using a single core running at 3.4 GHz. The CPU model used is Intel® Xeon® Processor E7-4890 v2. The analysis consists in building the SMT problem (i.e., logical conjunction of the circuit formula and the error formula) and checking its satisfiability with Z3. Fig. 5 shows a scatter plot of the analysis time, which takes 16 min 12 s in total. 49.51 % of analyzed cases were found not to be erroneous, and for the remaining 50.49 % an error scenario is found.

Fig. 5: Time spent in the solving phase for each analyzed case

Fig. 6 shows a box-plot of the time spent in each of the analysis steps. Given the relatively narrow interquartile range, we may say that 50 % of circuits instances are analyzed in the order of hundredths of a second. For more complex circuits,
the analysis may require a few seconds. Note that the static
time propagation, used in REACHS (Equation $E_{\text{REACHS}}$), is
not considered a contribution of this paper, therefore not taken
into account. We use an unoptimized prototype but much faster
industrial tools exist for this particular task.

![Time Distribution Diagram](image)

**Fig. 6:** Distribution of time spent in each of the analysis steps

**C. Performance evaluation on synthetic benchmarks**

To study the scalability of our approach, we run benchmarks
on generated full-adder circuits of variable size. A 2-bit full-
adder is composed of 9 NAND gates, and each NAND gate
is made of 4 transistors (2 PMOS and 2 NMOS). The full-
adder is therefore composed of 36 transistors. We generate $N$-
bit adders as a composition of 2-bit full-adder blocks. Each
block is assigned a random voltage value ranging from 1 V
to $N-1$ V. Benchmarks consist in running the analysis to
check for missing level-shifters, using the same experimental
setup as in Section IV-B, where the checked formula is
$\text{F} \land \left( \bigvee_{M_i \in \text{D}_\text{int}} \mathcal{E}_{\text{INT}}(M_i) \right)$ — with $\text{F}$ being the circuit formula.

![Benchmarking Results](image)

**Fig. 7:** Full-adder analysis benchmarking results

Obtained results demonstrate that our approach scales up
to thousands of transistors (Fig. 7). It is however difficult to
compare these performances against existing works, as our
approach differs from the state-of-the-art. Yet similar metrics
were studied in [12] on a different ERC problem, where a
SAT solving based solution is proposed to check the possibility
to perform Electrical Rule Checking (ERC). The presented
case-study shows the applicability of the approach on a
particular error: missing level-shifters. As experimental re-
sults show, circuits with a few hundreds of transistors are
analyzed almost instantaneously. Our approach is, therefore,
convenient for analyzing small assemblies of basic circuit
cells. Furthermore, circuits with thousands of transistors were
analyzed in a reasonable amount of time and memory usage.
The presented technique showed interesting results and has
been implemented in the Aniah OneCheck solution. Future
works include studying the applicability of classical techniques
for scaling up, such as counter-example guided abstraction
refinement, to our approach. Other future works include taking
into account physical parameters of transistors (e.g., threshold
voltage $V_{th}$, width-to-length ratio $W/L$) and improving the
transistor modeling to be less abstract, to provide more precise
and quantitative results. This would notably be useful for
reproducibility of error scenarios in simulation based setups.

**V. Conclusion and perspectives**

In this work, we introduce a novel transistor-level semantics
that makes it possible to use formal verification techniques
to perform Electrical Rule Checking (ERC). The presented
case-study shows the applicability of the approach on a
particular error: missing level-shifters. As experimental re-
sults show, circuits with a few hundreds of transistors are
analyzed almost instantaneously. Our approach is, therefore,
convenient for analyzing small assemblies of basic circuit
cells. Furthermore, circuits with thousands of transistors were
analyzed in a reasonable amount of time and memory usage.
The presented technique showed interesting results and has
been implemented in the Aniah OneCheck solution. Future
works include studying the applicability of classical techniques
for scaling up, such as counter-example guided abstraction
refinement, to our approach. Other future works include taking
into account physical parameters of transistors (e.g., threshold
voltage $V_{th}$, width-to-length ratio $W/L$) and improving the
transistor modeling to be less abstract, to provide more precise
and quantitative results. This would notably be useful for
reproducibility of error scenarios in simulation based setups.
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