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QUANTUM TRAJECTORY OF THE ONE ATOM MASER

T. BENOIST, L. BRUNEAU, AND C. PELLEGRINI

Abstract. The evolution of a quantum system undergoing repeated indirect measurements natu-
rally leads to a Markov chain on the set of states which is called a quantum trajectory. In this paper
we consider a specific model of such a quantum trajectory associated to the one-atom maser model.
It describes the evolution of one mode of the quantized electromagnetic field in a cavity interacting
with two-level atoms. When the system is non-resonant we prove that this Markov chain admits
a unique invariant probability measure. We moreover prove convergence in the Wasserstein metric
towards this invariant measure. These results rely on a purification theorem: almost surely the
state of the system approaches the set of pure states. Compared to similar results in the literature,
the system considered here is infinite dimensional. While existence of an invariant measure is a con-
sequence of the compactness of the set of states in finite dimension, in infinite dimension existence
of an invariant measure is not free. Furthermore usual purification criterions in finite dimension
have no straightforward equivalent in infinite dimension.
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1. Introduction

Quantum trajectories describe the evolution of a quantum system undergoing repeated and in-
direct measurements. An indirect measurement means that a direct measurement is performed on
an auxiliary system, called probe or ancilla, after it has interacted for some time with the system

Date: March 29, 2024.
1



2 T. BENOIST, L. BRUNEAU, AND C. PELLEGRINI

we are interested in, see e.g. [HR06]. The physical paradigm of quantum trajectories is proba-
bly the one atom maser model [FJM86a, CDG92, MWM85, WVHW99, WBKM00], and some of
its subsequent elaborations [DRBH87, GK07, RH05, RBH01]. Here, the system of interest is the
quantized electromagnetic field in a cavity through which a beam of atoms, the probes, is shot in
such a way that, at least with very high probability [HBR97], no more than one atom is present in
the cavity at any time. Such systems play a fundamental role in the experimental and theoretical
investigations of basic matter-radiation processes. They are also of practical importance in quantum
optics and quantum state engineering [MWM85, WVHW99, WBKM00, RH05, VAS93]. So-called
“One-Atom Masers”, where the beam is tuned in such a way that at each given moment a single
atom is inside a microwave cavity and the interaction time τ is the same for each atom, have been
experimentally realized in laboratories [MWM85, WVHW99, HR06]. These systems have also been
considered as an effective ressource of non equilibrium free energy or as a heat, work or information
reservoir [SSB17]. They are sometimes called Quantum collision models. For a recent review from
a more theoretical and experimental physics point of view we refer the reader e.g. to [CLGP22] and
references therein.

The one-step “interaction + indirect measurement” time evolution of the quantum system is
then conditioned to the measurement outcome. More precisely if the possible outcomes of the
measurement are labeled by ω in some alphabet R, and the system is in the state described by
the density operator ρ, then ω is observed with probability Tr(VωρV

∗
ω ) and the state of the system

becomes
VωρV

∗
ω

Tr(VωρV ∗
ω )
,

where the operators Vω satisfy the stochasticity condition
∑
ω∈R

V ∗
ωVω = 1l.

Iterating this procedure defines a Markov chain (ρt)t∈N on the set of states which is called a
quantum trajectory: after t measurements with outcomes ω1, . . . , ωt the state of the system becomes

ρt =
Vωt · · ·Vω1ρ0V

∗
ω1

· · ·V ∗
ωt

Tr
(
Vωt · · ·Vω1ρ0V

∗
ω1

· · ·V ∗
ωt

) ,
and this happens with probability Tr

(
Vωt · · ·Vω1ρ0V

∗
ω1

· · ·V ∗
ωt

)
.

On the mathematical side, and to the best of our knowledge, the study of the large time behavior
of quantum trajectories goes back to the pioneering works [KM03, KM04, MK06] (for continuous
time models one can also consult [Bar09] for a general introduction and [Bar03] for further results).
When the quantum system under consideration is finite dimensional, so that the ρt are simply
non-negative matrices with unit trace, a key result in the theory is a purification theorem obtained
by Kümmerer and Maassen in [MK06]. Provided a suitable purification condition (Pur) holds
(see Remark 3.19, p.16) the state ρt almost surely approaches the set of pure states (the rank 1
orthogonal projections which are also the extreme points of the convex set of states). This result
has been proven using a slightly different argument in [BFPP19] and then used as a key step to
prove the uniqueness of an invariant probability measure for quantum trajectories together with
convergence towards this invariant measure. The convergence is proven to be geometric in the
Wasserstein metric. A similar result for continuous time models has been proven in [BFPP21].

In this paper we consider a specific model of a quantum trajectory in which the system under
consideration is infinite dimensional. This model describes the one-atom maser experiment men-
tioned above, see Section 2.1 for a precise description. It was considered in [BP09, Bru14] but only
at the level of the averaged state, and without mention to quantum trajectories. The averaged state
at time t is given by

E(ρt) =
∑

ω1,...,ωt

Vωt · · ·Vω1ρ0V
∗
ω1

· · ·V ∗
ωt

Tr
(
Vωt · · ·Vω1ρ0V

∗
ω1

· · ·V ∗
ωt

) × Tr
(
Vωt · · ·Vω1ρ0V

∗
ω1

· · ·V ∗
ωt

)
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and can be written as E(ρt) = Lt(ρ0) where L denotes the, completely positive and trace preserving,
map defined on the set of states by

L(ρ) =
∑
ω∈R

Vω ρ V
∗
ω .

The analysis of the map L, and in particular its large t limit, is the main subject of [BP09, Bru14],
see Theorem 2.2 at the end of Section 2.1. In the present article we study similar questions taking
into account the measurements outcomes, namely for the associated quantum trajectories.

One of the key notion for the investigation of this model is that of Rabi resonance, see Equa-
tion (2.6). Generically the system has no such resonance. In this case we prove a purification
theorem similar to the one in [MK06] and existence and uniqueness of an invariant probability mea-
sure for the quantum trajectory as in the finite dimensional case of [BFPP19]. We moreover prove
convergence in the Wasserstein metric towards this invariant measure. The convergence relies in
part on the convergence result of the average state E(ρt) = Lt(ρ0). It was proven in [Bru14] that the
latter can be arbitrarily slow (this is related to the absence of a spectral gap for the map L). As a
consequence, here too one cannot expect any rate of convergence contrary to what happens in finite
dimensional systems. Note also that in finite dimension the set of density matrices is a compact
set. One of the crucial consequences is that there always exists at least one invariant measure (the
sequence of laws of the Markov chain is indeed tight). In infinite dimension this property is not
ensured and we bypass this problem by linking quantum trajectories and the invariant state of L
with a classical birth and death process. Concerning the purification property we show by hand
that quantum trajectories converge towards some subset of the pure states, namely the set of pure
Fock states. One of the main ingredients is a convergence theorem for martingales in Banach spaces.

When the system possesses Rabi resonances the first immediate consequence is the non uniqueness
of invariant probability measures. However this excludes neither purification nor convergence in law
towards an invariant measure. We prove partial results in this direction. In particular, when the
system possesses at least two pairs of consecutive Rabi resonances (called degenerate case in [BP09])
we prove that purification does not hold.

Finally let us stress that we are only concerned here with the state of the quantum system, and
not with the process describing the sequence of measurement outcomes themselves (see however
Theorem 2.9). These repeated measurements exhibit a rich mathematical structure. Numerous
considerations have been dedicated to limit theorems for the measurement outcomes. Notably, Law
of Large Numbers [KM03], Central Limit Theorems [AGPS15, vHG15, CP15] and Large Deviation
Principles [vHG15, CP15] have been derived. We refer the reader to e.g. [BJPP18, BCJP21] and
references therein for recent developments in this direction. Note that these results deal with finite
dimension. We mention [GvHCG] where a large deviation result is proven for the counting process
associated to a similar one-atom maser model in infinite dimension.

Our paper is organized as follows. In Section 2 we describe the one-atom maser model we consider
and state our main results, Theorem 2.4 concerning the invariant measure and the purification
Theorem 2.18. The proof of Theorem 2.18 is given in Section 3, while Theorem 2.4 is proven in
Section 4. Finally Section 5 is devoted to the resonant situation.

Acknowledgements. T. B. and C. P. were supported by the ANR project “ESQuisses”, grant num-
ber ANR-20-CE47-0014-01, the ANR project “Quantum Trajectories” grant number ANR-20-CE40-
0024-01 and the program “Investissements d’Avenir” ANR-11-LABX-0040 of the French National
Research Agency. C. P. is also supported by the ANR projects Q-COAST ANR-19-CE48-0003.

2. Description of the model and main results

2.1. The one-atom maser model. The Hilbert space for the cavity field is

HS ≡ Γ+(C),
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the Bosonic Fock space over C. Its states are element of the set J1 of density operators on HS ,
i.e. the set of positive semidefinite trace class operators on HS with unit trace. We equip the space
J (HS) of trace class operators on HS with the usual trace norm denoted ∥·∥1. Then, (J (HS), ∥·∥1)
is a Banach space. The system Hamiltonian is

HS ≡ ε0N = ε0a
∗a,

where a∗, a are the creation/annihilation operators on HS satisfying the commutation relation
[a, a∗] = 1l, N is the number operator and ε0 > 0 is the frequency of the considered mode. We
denote by (|n⟩)n∈N the Fock basis. The vectors |n⟩ are the eigenstates of the number operator N ,
N |n⟩ = n|n⟩, hence of HS , and the creation/annihilation operators act on them as

a|n⟩ =
√
n|n− 1⟩, a∗|n⟩ =

√
n+ 1|n+ 1⟩.

For an introduction to Fock spaces we refer the reader e.g. to [AJP06, BR97, DG13].
The Hilbert space for a single atom is

Hat ≡ C2.

Each of the atoms states are 2× 2 density matrices. The Hamiltonian of a single atom is

Hat ≡ εb∗b,

where b∗, b denote the creation/annihilation operators on Hat, i.e. b =
(
0 1
0 0

)
, and ε > 0 is the

Bohr frequency between the atomic levels (we have set the lowest energy to 0 since it amounts
to an irrelevant energy shift). Stationary states of the atom can be parametrized by the inverse
temperature β ∈ R and are given by the density matrices ρat := e−βHat/Tr e−βHat . We will further
denote by |−⟩, resp. |+⟩, the ground, resp. excited state of an atom, namely Hat|+⟩ = ε|+⟩ and
Hat|−⟩ = 0.

In the dipole and rotating wave approximation the interaction is given by

Hint ≡ λ(a∗ ⊗ b+ a⊗ b∗), (2.1)

where λ is (half of) the Rabi frequency. This leads to the Jaynes-Cummings Hamiltonian, see e.g.
[Ba99, CDG92, Du05],

H ≡ HS ⊗ 1lat + 1lS ⊗Hat +Hint.

The cavity will interact in a successive way with independent atoms, each for a duration time
τ > 0. If the cavity is in a state ρ before an interaction, the state of the joint cavity+atom system
after interaction is therefore

e−iτH ρ⊗ ρat e
iτH .

To obtain the state of the cavity field one has to take the partial trace over the atomic part, and it
is thus given by

L(ρ) := TrHat

[
e−iτH(ρ⊗ ρat) e

iτH
]
. (2.2)

The map L is the completely positive trace preserving (CPTP) map acting on J1(HS) describing
the evolution of the cavity field during one interaction (discarding any measurement outcome). Such
CPTP maps admit Kraus decompostions [Kr83]. An explicit computation, relying on the fact that
the Jaynes-Cummings hamiltonian commutes with the total number operator N ⊗ 1lat + 1lS ⊗ b∗b,
leads to the following Kraus representation of the map L:

L(ρ) =
∑

σ,σ′=±
Vσσ′ρV ∗

σσ′ ,
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where the operators Vσσ′ are given by

V−− = pat(−)1/2 e−iτεN C(N), V−+ = pat(−)1/2 e−iτεN S(N + 1) a,

V+− = pat(+)1/2 e−iτεN S(N) a∗, V++ = pat(+)1/2 e−iτεN C(N + 1)∗,

(2.3)

with

C(N) := cos(π
√
ξN + η) + iη1/2

sin(π
√
ξN + η)√

ξN + η
, S(N) := ξ1/2

sin(π
√
ξN + η)√

ξN + η
.

Here η and ξ are respectively the dimensionless detuning parameter and coupling constant

η ≡
(
∆τ

2π

)2

, ξ ≡
(
λτ

π

)2

,

with ∆ = ε− ε0 the detuning parameter, and

pat(−) =
1

1 + e−βε
, pat(+) =

e−βε

1 + e−βε
,

are the probabilities that the atom enters in the cavity in its ground, resp. excited, state.
One can easily verify that ∑

σ,σ′=±
V ∗
σσ′Vσσ′ = 1l, (2.4)

which traduces the trace preserving property of the map L.
As we mentioned in the introduction, quantum trajectories describe the evolution of quantum

systems undergoing indirect measurements. We will come back to it in the next section but, even
without further going to quantum trajectories, such an indirect measurement sheds a light on the
above Kraus decomposition. If we perform a two-time measurement on the atom along the basis
{|−⟩, |+⟩}, one before and one after its interaction with the cavity, this yields two results. The first
measurement gives a result σ ∈ {−,+} with probability pat(σ), the atom being then in the state
|σ⟩⟨σ|. If the cavity is in the state ρ before the interaction, the second measurement gives then a
result σ′ ∈ {−,+} with (conditional) probability

P (σ′|σ) = Tr
(
1lS ⊗ |σ′⟩⟨σ′| e−iτHρ⊗ |σ⟩⟨σ|eiτH

)
.

Altogether, the pair of results (σ, σ′) occurs with probability

P (σ, σ′) = pat(σ)× Tr
(
1lS ⊗ |σ′⟩⟨σ′| e−iτHρ⊗ |σ⟩⟨σ|eiτH

)
.

Introducing the operators Vσσ′ := pat(σ)
1/2(1lS ⊗ ⟨σ′|) e−iτH (1lS ⊗ |σ⟩) we may rewrite it as

P (σ, σ′) = Tr (Vσσ′ρV ∗
σσ′) ,

and the state of the cavity is then, after the two measurements,

ρ(σ, σ′) =
Vσσ′ρV ∗

σσ′

Tr
(
Vσσ′ρV ∗

σσ′
) . (2.5)

Note that the condition (2.4) ensures this defines a probability distribution on {−,+}2. It is then
easy to see that Vσσ′ is indeed given by (2.3), in other words Vσσ′ is associated to the atomic
transition from state σ to state σ′, and L(ρ) is then nothing but the expectation value

L(ρ) =
∑

σ,σ′=±
ρ(σ, σ′)P (σ, σ′).

As mentioned in the introduction, an essential feature of the dynamics generated by the Jaynes-
Cummings Hamiltonian are Rabi oscillations. In the presence of n photons, the probability for
the atom to make a transition from its ground state to its excited state is a periodic function of
time. The circular frequency of this oscillation is given by νn :=

√
4λ2n+∆2. These oscillations
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are at the origin of what was called a Rabi resonance in [BP09]. Such a resonance occurs when the
interaction time τ is an integer multiple of the period of a Rabi oscillation, i.e. τ = k 2π

νn
for some

k ∈ N. A positive integer n is a Rabi resonance iff

ξn+ η = k2, (2.6)

for some positive integer k. Depending on the arithmetic properties of η and ξ one easily proves
([BP09], Lemma 3.2) that the system has either no, one or infinitely many Rabi resonances. Ac-
cordingly, the system is called non-resonant, simply resonant or fully resonant. The latter two
correspond to situations where one, respectively infinitely many, splitting of the cavity occurs.

Definition 2.1. We say that the non-resonant condition holds if there is no Rabi resonance.

In this paper we shall mostly be concerned with the non-resonant situation. Except in Section 5
we shall assume that the non-resonant condition holds without further mentioning.

The large time analysis of this maser model, without measurements, has been studied in [BP09,
Bru14]. The main result is the following

Theorem 2.2 ([Bru14], Theorem 3.4). Suppose the non-resonant condition holds and β > 0. Then
ρinv := e−βεN

Tr(e−βεN)
is the unique invariant state of L and for any initial state ρ one has

lim
t→∞

∥∥Lt(ρ)− ρinv
∥∥
1
= 0. (2.7)

Although it is not our main concern in this paper, these results about L will be a key step in our
proofs.

Remark 2.3. 1) If β ≤ 0 there is no invariant state.
2) One cannot expect any general estimate on the convergence speed in (2.7), in the sense that it

can be arbitrarily slow, see [Bru14].

2.2. The quantum trajectory. The quantum trajectory we are interested in describes the evo-
lution of the cavity interacting with a sequence of atoms, each of which is subject to a double
measurement as described in Section 2.1. Each step gives as a result of the measurements a data
in R = {−,+}2, and conditionally to the results of the observation the evolution of the system is
updated. If at time t the state of the cavity is described by ρt ∈ J1 and if we have collected a result
(σ, σ′) at the (t+ 1)-st step, according to (2.5) the state of the cavity becomes

ρt+1 =
Vσσ′ρtV

∗
σσ′

Tr(Vσσ′ρtV ∗
σσ′)

,

and this occurs with probability Tr(Vσσ′ρtVσσ′). As we shall see this describes recursively a Markov
chain (ρt)t which is the main subject of our paper.

Let us make more precise the probabilistic framework allowing us to study this Markov chain.
We denote by Ω = RN∗ , an element of Ω shall be denoted by ω = (ω1, ω2, . . .) where ωj = (σj , σ

′
j)

describes the result of the j-th measurements. On this set we introduce the cylinder algebra O
generated by the cylinder sets. More precisely let t ∈ N∗ and let (ω1, . . . , ωt) ∈ Rt, we denote
Λ(ω1,...,ωt) = {z ∈ Ω s.t z1 = ω1, . . . , zt = ωt}. This is an elementary cylinder of size t. We then
define Ot the sigma-algebra generated by all the elementary cylinders of size t that is

Ot = σ
(
Λ(ω1,...,ωt), (ω1, . . . , ωt) ∈ Rt

)
.

Thus we have

O = σ

(⋃
t∈N

Ot

)
.

This sigma-algebra describes actually the sequence of results of the entire measurement protocol.
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We introduce the random variables
Vi : Ω → B(HS)

ω 7→ Vi(ω) = Vωi

and
Wt(ω) = Vt(ω) · · ·V1(ω),

for all ω ∈ Ω and all t ∈ N∗. The quantum trajectory is then the Markov chain, defined on the set
J1 of density matrices over HS , by

ρt+1(ω) =
Vt+1(ω)ρt(ω)Vt+1(ω)

∗

Tr(Vt+1(ω)ρt(ω)Vt+1(ω)∗)
,

or in an equivalent way, and if ρ is the initial state of the cavity,

ρt(ω) =
Wt(ω)ρWt(ω)

∗

Tr(Wt(ω)ρWt(ω)∗)
.

Note that ρt(ω) and Wt(ω) actually depend only on ω1, . . . , ωt, hence are Ot measurable. Moreover,
according to the previous discussion, if ρ is the initial state of the cavity then the probability that
one has obtained (ω1, . . . , ωt) as the first t outcomes of the measurements is

P(ω1, . . . , ωt|ρ0 = ρ) = Tr (Wt(ω)ρW
∗
t (ω)) . (2.8)

It follows, as mentioned in the introduction, that E(ρt|ρ0 = ρ) = Lt(ρ).
If µ denotes the counting measure on R, i.e.

µ =
∑
y∈R

δy,

the Markov kernel associated to this Markov chain is thus

Π(ρ, S) =
∑
y∈R

1lS

(
VyρV

∗
y

Tr(VyρV ∗
y )

)
Tr(VyρV

∗
y )

=

∫
R
1lS

(
VyρV

∗
y

Tr(VyρV ∗
y )

)
Tr(VyρV

∗
y )dµ(y), (2.9)

where ρ ∈ J1 and S ∈ B the Borel sigma-algebra over J1.
Our main result concerns invariant measures for this Markov chain. We recall that if ν is a

probability measure over (J1,B) then νΠ is the probability measure defined by

νΠ(S) =

∫
Π(ρ, S)dν(ρ),

and that ν is Π-invariant if νΠ = ν. We equip the set of probability measures over (J1,B) with the
Wassertein metric of order 1. Using the Kantorovich-Rubinstein duality theorem, for two probability
measures ν1, ν2 it can be defined by

W1(ν1, ν2) = sup

{∫
J1

f(ρ)dν1(ρ)−
∫
J1

f(ρ)dν2(ρ), f ∈ Lip1(J1)

}
(2.10)

with
Lip1(J1) = {f : J1 → R, |f(ρ)− f(ϱ)| ≤ ∥ρ− ϱ∥1} .

Theorem 2.4. Suppose the non-resonant condition holds and β > 0. Then

νinv ≡
+∞∑
n=0

⟨n, ρinvn⟩δ|n⟩⟨n| (2.11)

is the unique Π-invariant probability measure and for any probability measure ν over (J1,B)

lim
t→∞

W1(νΠ
t, νinv) = 0.
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In particular, (νΠt)t∈N converges weakly to νinv.

Remark 2.5. If the non-resonant condition holds and β ≤ 0 there is actually no invariant measure,
see Corollary 4.4.

Remark 2.6. The proof of the convergence uses Equation (2.7). As mentioned in Remark 2.3 the
latter can be arbitrarily slow, hence one can not expect any rate of convergence in the above theorem.

The strategy of proof of Theorem 2.4 is similar to the one developed in [BFPP19]. As already
mentioned it partly relies on Equation (2.7). More precisely, the latter implies that the dynamical
system on Ω induced by the left-shift is strongly mixing in total variation – see Theorem 2.9. Then,
the trajectory (ρt)t is consistently estimated as t grows using a filter independent of the initial
state. Namely, it depends only on the realization ω ∈ Ω. The consistency of the estimator (or
filter) is proved using purification of the quantum trajectories. The proof of purification is the main
innovation, as known proofs rely on compactness of the set of density operators, assumption that
is not verified for the one atom maser. The next section is dedicated to the dynamical system on
Ω. The purification theorem is then given in Section 2.4.

2.3. Dynamical system properties. Let θ : Ω → Ω denote the left-shift θ(ω)t = ωt+1. This
section is devoted to a result of mixing type for the dynamical system (Ω, θ). Note that it can be
easily generalized to arbitrary repeated quantum measurements using the instrument formalism –
see [DL70].

Let us start by defining some probability measures. They are defined by Kolmogorov extension
theorem. The condition of Equation (2.4) ensures the theorem can be applied.

Definition 2.7. For any state ρ ∈ J1, let Pρ be the probability measure over Ω defined by

Pρ(O) =

∫
O
Tr(ρW ∗

t (ω)Wt(ω))dµt(ω)

for any t ∈ N∗ and O ∈ Ot.

In this definition µt is the product measure of µ on the first t terms of the sequence ω and an
arbitrary probability measure on the rest of the terms. The fact that O ∈ Ot ensures that the choice
of this “tail” probability measure is not relevant.

Remark 2.8. Note that the restriction of Pρ to Ot is nothing but the conditional probability distri-
bution in Equation (2.8).

We can now state the two main results of this section. The first one is a strong mixing result on
the measurement outcomes.

Theorem 2.9. Assume the non-resonant condition holds and β > 0. Then for any state ρ ∈ J1,

lim
t→∞

∥Pρ ◦ θ−t − Pρinv∥TV = 0

where ∥ · ∥TV is the total variation norm.

The second result concerns the transfer of the notion of absolute continuity between states to
their associated probability distribution. We recall that if ρ and ϱ are two states, ϱ is said to be
absolutely continuous with respect to ρ, denoted ϱ ≪ ρ, if ker(ρ) ⊂ ker(ϱ). In particular if ρ is a
faithful state then any state is absolutely continuous with respect to it.

Proposition 2.10. If ρ, ϱ are two states such ϱ ≪ ρ then Pϱ ≪ Pρ. In particular if ρ is faithful
then Pϱ ≪ Pρ for all states ϱ.

Remark 2.11. When ρ is faithful this result will be refined in the sequel by exhibiting the density
of Pϱ with respect to Pρ, see Proposition 3.15. We shall use the above proposition several time with
the faithful invariant state ρ = ρinv.
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Both these results are actually the consequence of an extension theorem for positive operator
valued measures (POVM).

Lemma 2.12. There exists a POVM P : O → B(HS) such that for any state ρ ∈ J1 and O ∈ O,

Pρ(O) = Tr(ρP (O)).

Proof. Let G = P(R) be the collection of all subsets of R (recall R is a finite set). For any t ∈ N∗

let (Rt,G⊗t, Pt) be the positive operator valued measure (POVM) defined by

Pt(O) =

∫
O
V ∗
ω1

· · ·V ∗
ωt
Vωt · · ·Vω1dµ

⊗t(ω1, . . . , ωt)

for any O ∈ G⊗t. Since for any O ∈ G⊗t, Equation (2.4) implies Pt+1(O×R) = Pt(O), the family of
POVMs (Pt)t is consistent. Then, [Tu08, Corollary 1] implies there exists a POVM (Ω,O, P ) such
that for any O ∈ Ot, P (O) = Pt(O) where we denote O as an element of Ot and as an element of
G⊗t with the same letter. Since R is finite, it follows that for any O ∈ O, Pρ(O) = Tr(ρP (O)). □

Note that the proof relies only on the fact that Kolmogorov’s extension theorem can be generalized
to POVM using Riesz’s representation theorem as done in [Tu08]. This lemma then implies the
following Lipschitz continuity of the family of probability measures (Pρ)ρ.

Proposition 2.13. For all states ρ, ϱ ∈ J1, the following holds

∥Pρ − Pϱ∥TV ≤ ∥ρ− ϱ∥1.

This result has been given in [BFP23] in the finite dimensional setting. The proof is the same.
Since it is rather short we give it for the reader convenience.

Proof. Lemma 2.12 ensures there exists a POVM P such that for any O ∈ O

Pρ(O)− Pϱ(O) = Tr[(ρ− ϱ)P (O)].

Then Hölder inequality for Schatten norms implies

|Pρ(O)− Pϱ(O)| ≤ ∥ρ− ϱ∥1 ∥P (O)∥
≤ ∥ρ− ϱ∥1,

where ∥ · ∥ denotes the usual operator norm and we have used P (O) ≤ IdH in the last line. □

We can now prove the two results of this section.

Proof of Theorem 2.9. By definition, for any O ∈ O, Pρ ◦ θ−t(O) = Pρ(Rt ×O). Then Lemma 2.12
leads to

Pρ ◦ θ−t(O) =
∑

(ω1,...,ωt)∈Rt

Tr(ρV ∗
ω1

· · ·V ∗
ωt
P (O)Vωt · · ·Vω1).

Using the cyclicity of the trace and the definition of L we further have

Pρ ◦ θ−t(O) = Tr(Lt(ρ)P (O)) = PLt(ρ)(O)

and Proposition 2.13 together with Theorem 2.2 yield the result. □

Proof of Proposition 2.10. Let ρ, ϱ be two states such that ϱ≪ ρ, i.e. ker(ρ) ⊂ ker(ϱ). If O ∈ O is
such that Pρ(O) = 0 then, using Lemma 2.12 we have range(P (O)) ⊂ ker ρ. Hence range(P (O)) ⊂
ker ϱ and another use of Lemma 2.12 leads to Pϱ(O) = Tr(ϱP (O)) = 0 and indeed Pϱ ≪ Pρ. □



10 T. BENOIST, L. BRUNEAU, AND C. PELLEGRINI

2.4. Purification. It is easy to see that the set of pure states is preserved along the trajectory.
Namely, if the initial state ρ is a pure state, i.e. ρ = |ϕ⟩⟨ϕ| for some unit vector ϕ ∈ HS , then ρt(ω)
remains a pure state for all t ∈ N and ω ∈ Ω. Even stronger, we shall see in Section 3.1 that if
this unit vector is a Fock vector |n⟩ then ρt remains a Fock state. As the result of Theorem 2.4
suggests, one can actually expect that starting from any state ρ the evolved state ρt(ω) approaches
a pure state, and moreover that the latter is a Fock state. When HS is finite dimensional this
phenomenon is known as purification. The first proof of purification, under some suitable and
natural assumption, was published in [MK06]. We refer the reader to e.g. [BFPP19] and references
therein for alternative proofs and more details. Our second main result, which is also the second
main ingredient in the proof of Theorem 2.4, is a precise formulation of the above heuristic.

One can infer from Equation (2.3) that, up to normalization, the operators Vσσ′ map Fock states
to Fock states, see Equation (3.1), and more precisely (except V−+|0⟩ which vanishes) map the state
|k⟩ to either |k − 1⟩, |k⟩ or |k + 1⟩ depending on (σ, σ′). This is not surprising because of the form
of the interaction in the Jaynes-Cummings hamiltonian, see Equation (2.1). This will thus lead to
a natural birth and death Markov chain, see Section 3.1 for more details.

We actually construct explicitly a process on N∪{−1} that we use to obtain the estimator of the
quantum trajectories mentioned at the end of Section 2.2. To construct this process we introduce
the following quantities.

Definition 2.14. For all t ∈ N∗, define st : Ω → Z as,

st(ω) :=
t∑

u=1

δ(ωu) where δ(ωu) =

 1 if ωu = (+,−),
−1 if ωu = (−,+),
0 otherwise.

The quantity st(ω) amounts for the total left or right shift induced by Wt(ω) on Fock states.

Definition 2.15. For all k ∈ N∗, define the extinction times τk : Ω → N∗ ∪ {+∞} by

τk(ω) = inf{t ≥ 1 :Wt|k⟩ = 0} (2.12)

for any ω ∈ Ω. In the non resonant case this is equivalent to τk = inf{t ≥ 1 : k + st(ω) < 0}.

Definition 2.16. For all t ∈ N∗, define Nt : N× Ω → N ∪ {−1} as follows. For ω ∈ Ω:

Nt(k, ω) =

{
k + st(ω) if t < τk(ω),

−1 otherwise.

This defines a family of O measurable random variables that we shall denote (Nt(k, .))k∈N,t∈N∗ .

Remark 2.17. If the system is initially in the pure Fock state |k⟩⟨k|, then |Nt(k, ω)⟩⟨Nt(k, ω)| is
the pure Fock state which is reached at time t if we have observed ω (see Equation (3.5)), i.e. it is
such that

|Nt(k, ω)⟩ =
Wt(ω)|k⟩

∥Wt(ω)|k⟩∥
,

if t < τk(ω).
The state −1 plays the role of a cemetery state as if the extinction of the birth and death process

occurs and in that case Wt(ω)|k⟩ = 0. For all t and k, the map Nt(k, ·) is clearly Ot measurable
and then O mesurable.

As we shall see, the state 0 of the involved birth and death process is not absorbing (one can jump
from 0 to 1 with a positive probability). The state 0 of the birth and death process corresponds actually
to the Fock state |0⟩. In particular it follows directly from Definition 2.7 that P|k⟩⟨k|(τk < ∞) = 0
for all k i.e. starting from a Fock state k we always have τk = ∞ almost surely. In the sequel we
shall consider τk when k is not the starting point and in this case one can have τk < ∞ with non
zero probability.
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We can now state our purification theorem.

Theorem 2.18. Suppose the non-resonant condition holds and β > 0. Then there exists a random
variable n∞ valued in N such that

(1) for any ρ ∈ J1, the law of n∞ under Pρ is given by Pρ(n∞ = n) = ⟨n, ρn⟩. In particular
Eρinv (|n∞⟩⟨n∞|) = ρinv,

(2) τn∞ = +∞, Pρinv-almost surely,
(3) For any initial state ρ ∈ J1 the associated quantum trajectory

ρt =
WtρW

∗
t

Tr(WtρW ∗
t )

satisfies, Pρ-almost surely and in L1,

lim
t→+∞

∥ρt − |Nt(n∞, .)⟩ ⟨Nt(n∞, .)|∥1 = 0. (2.13)

The meaning of Equation (2.13) is that the state ρt indeed approaches a pure state which is a Fock
state. More precisely, independently of the initial state of S the quantum trajectory asymptotically
approaches the one which starts from the (random) Fock state |n∞(ω)⟩⟨n∞(ω)|. This evolved Fock
state |Nt(n∞, .)⟩ ⟨Nt(n∞, .)| will be our estimator in the proof of Theorem 2.4. Note also that the
law of n∞, given the initial state ρ, is actually the Born’s rule law of a measurement of the number
operator N with respect to the same state ρ. Finally, remark that point (2) means that Pρinv -
almost surely extinction does not occur when one starts from n∞. Because ρinv is faithful, and due
to Proposition 2.10, it is also true Pρ-almost surely for any state ρ.

3. Purification of the trajectory

3.1. The quantum trajectory on Fock states. Using Equation (2.3) a simple computation gives

V−−|k⟩⟨k|V ∗
−− = pat(−) [1− αk] |k⟩⟨k|, V−+|k⟩⟨k|V ∗

−+ = pat(−)αk |k − 1⟩⟨k − 1|,

V+−|k⟩⟨k|V ∗
+− = pat(+)αk+1 |k + 1⟩⟨k + 1|, V++|k⟩⟨k|V ∗

++ = pat(+) [1− αk+1] |k⟩⟨k|,
(3.1)

where αk := sin2(π
√
ξk + η)

ξk

ξk + η
∈ [0, 1]. Hence the set {|k⟩⟨k|, k ∈ N} is invariant along the

trajectory. More precisely, note that V−+|0⟩ vanishes and otherwise

Vσσ′ |k⟩
∥Vσσ′ |k⟩∥

= |k + δ(σ, σ′)⟩,

where δ(σ, σ′) is the one-step shift introduced in Definition 2.14.
If we identify a Fock state |k⟩⟨k| with the integer k, the quantum trajectory is thus identified

with the classical Markov chain on N whose transition matrix P is given by

p(0, 0) = 1− pat(+)α1, p(0, 1) = pat(+)α1,

and for k ∈ N∗ by

p(k, k − 1) = pat(−)αk, (3.2)
p(k, k + 1) = pat(+)αk+1, (3.3)

p(k, k) = 1− p(k, k − 1)− p(k, k + 1), (3.4)

and p(k, ℓ) = 0 otherwise. The quantity p(k, ℓ) denotes the probability that a transition from exactly
k to ℓ photons occurs in the cavity. Note that p(k, k − 1) and p(k − 1, k) vanish exactly when k is
a Rabi resonance. Hence under the non-resonant condition they never vanish. This is exactly the
context of a classical birth and death processes. As we shall see, this classical Markov chain will be
central in our final result.



12 T. BENOIST, L. BRUNEAU, AND C. PELLEGRINI

Classical results about birth and death Markov chains – see e.g. [Bre13] – lead to the following
proposition.

Proposition 3.1. The Markov chain on N with transition kernel P = (p(k, ℓ))k,ℓ∈N is irreducible
and positive recurrent. Its unique invariant probability measure is

µGibbs(k) =
e−kβε

1 + e−βε
= ⟨k, ρinvk⟩.

Furthermore the Markov chain is aperiodic and for any probability measure µ over N, limt µP
t =

µGibbs weakly.

Proof. An immediate consequence of the non-resonant condition is that for any k, ℓ ∈ N, there exists
t ∈ N such that P t(k, ℓ) > 0. A direct computation shows that the (not normalized) measure µ
defined for any k ∈ N by

µ(k) =

k∏
j=1

p(j − 1, j)

p(j, j − 1)
=

(
pat(+)

pat(−)

)k
= e−kβε,

is invariant. It is finite therefore the Markov chain is positive recurrent. Irreducibility yields
µGibbs = µ/µ(N) is the unique invariant probability measure. Since β > 0 and α1 ≤ 1, p(0, 0) > 0
therefore the Markov chain is aperiodic. The convergence follows. □

Remark 3.2. This proposition can also be seen as a direct consequence of [Bru14, Theorem 3.4].
For ρ ∈ J1 let µρ be the probability measure defined by µρ(n) = ⟨n, ρn⟩. Then ⟨n,Lt(ρ)n⟩ = µρP

t

and the irreducibility and positive recurrence follow from limt ∥Lt(ρ) − ρinv∥1 = 0 remarking that
µρinv = µGibbs.

Equations (3.1) together with Definitions 2.14, 2.15 and 2.16 imply that the above defined birth
and death Markov chains encodes the action of (Wt)t on the set of Fock states. Namely,

i) Recall the extinction times τk introduced in Definition 2.15. As already mentioned, for all
k we have P|k⟩⟨k|(τk < +∞) = 0.

ii) if τk(ω) = +∞ then, for any t,

Wt(ω)|k⟩⟨k|W ∗
t (ω)

Tr (Wt(ω)|k⟩⟨k|W ∗
t (ω))

= |Nt(k, ω)⟩⟨Nt(k, ω)|, (3.5)

iii) if τk(ω) < +∞ then Equation (3.5) holds for t < τk(ω). For t ≥ τk(ω), from Definition 2.16,
Nt(k, ω) = −1 and we denote by | − 1⟩ an arbitrary unit vector in HS which is not in
{|k⟩, k ∈ N}.

The following lemma follows immediately from Definition 2.14.

Lemma 3.3. For k,m ∈ N we have {τk = +∞} ⊂ {τk+m = +∞} and, on {τk = +∞},

Nt(k +m, .) = Nt(k, .) +m, ∀t ∈ N.

We end this section with the consequence of the recurrence property on the quantum trajectory.

Proposition 3.4. For any k ∈ N let Ak := {ω |Nt(k, ω) = k for infinitely many t ∈ N}, and let
A = ∪kAk. Then Pρinv(A) = 1. Moreover, for any ω ∈ A there exists a strictly increasing sequence
of integers (tj)j such that for all k

• if τk(ω) = +∞ then Ntj (k, ω) = k for all j,
• if τk(ω) < +∞ then Ntj (k, ω) = −1 for any j large enough.
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Proof. Let k ∈ N. From Proposition 3.1, the recurrence property with µ = δk means that
P|k⟩⟨k|(Ak) = 1. Hence P|k⟩⟨k|(A) = 1 for all k. Since ρinv =

∑
k

⟨k, ρinvk⟩|k⟩⟨k|, using Definition

(2.7), we get
Pρinv(A) =

∑
k

⟨k, ρinvk⟩P|k⟩⟨k|(A) = 1.

Take now ω ∈ A and choose l such that ω ∈ Al. By definition, there exists a strictly increasing
subsequence (tj)j such that Ntj (l, ω) = l for all j. In particular τ l(ω) = +∞. Pick now k ∈ N. If
τk(ω) < +∞, then Nt(k, ω) = −1 for all t ≥ τk and the proposition holds, while if τk(ω) = +∞
the result follows from Lemma 3.3. □

3.2. A key martingale. This section is devoted to the analysis of a key martingale. While inspired
by the finite dimensional situation studied in [BFPP19], the fact that HS has infinite dimension
imposes a more careful approach. Some arguments are based on the theory of Banach space valued
martingales. On this subject we refer the reader to e.g. [Pi16].

Definition 3.5. For all t ∈ N∗, let

Mt(ω) =
ρ

1
2
invW

∗
t (ω)Wt(ω)ρ

1
2
inv

Tr(W ∗
t (ω)Wt(ω)ρinv)

. (3.6)

Remark 3.6. The state ρinv is a faithful state so Mt(ω) is a well defined state for any ω.

The random operator Mt is related to the polar decomposition of Wt. Indeed, up to the nor-
malization factor

√
Tr(W ∗

t (ω)Wt(ω)ρinv), M
1/2
t is the positive part of the polar decomposition of

Wtρ
1/2
inv . As such it inherits the following elementary, but important, property.

Lemma 3.7. For any t ∈ N and ω ∈ Ω, the operator W ∗
t (ω)Wt(ω) is a bounded function of the

number operator N . As a consequence so is Mt(ω).

Proof. It follows from Equation (2.3) that for any σ, σ′ ∈ {+,−} the operators V ∗
σσ′Vσσ′ are bounded

functions of N . Moreover for any bounded function f : N → C, af(N) = f(N + 1)a. An induction
argument then proves that W ∗

t (ω)Wt(ω) is a function of N . Since ρinv is also a function of N , see
Theorem 2.2, it follows that Mt(ω) is a function of N . □

As an immediate consequence we have the following decomposition result of the measures Pρ
which we shall use several times in the sequel. We have already used such a decomposition in the
particular case of Pρinv in the proof of Proposition 3.4.

Lemma 3.8. For any ρ ∈ J1 we have

Pρ =
∑
n∈N

⟨n, ρ n⟩P|n⟩⟨n|.

Proof. It suffices to prove equality when applied on elementary cylinder sets Λ(ω1,...,ωt). We then
have

Pρ(Λ(ω1,...,ωt)) = Tr(ρW ∗
t (ω)Wt(ω))

=
∑
n∈N

⟨n, ρW ∗
t (ω)Wt(ω)n⟩

=
∑
n∈N

⟨n, ρ n⟩⟨n,W ∗
t (ω)Wt(ω)n⟩

=
∑
n∈N

⟨n, ρ n⟩P|n⟩⟨n|(Λ(ω1,...,ωt)),
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where we have used that W ∗
t Wt is a function of the number operator in the third line. □

Before turning to the analysis of (Mt)t let us comment on its meaning. The Fock states are
eigenstates of ρinv hence, for all t ∈ N∗ and n ∈ N, one has

⟨n, ρ
1
2
invW

∗
t Wtρ

1
2
invn⟩ = ⟨n, ρinvn⟩ × Tr (W ∗

t Wt|n⟩⟨n|) .

On the right-hand side, the second factor is precisely the probability that we observe the first
t outcomes (ω1, . . . , ωt) if the initial state is |n⟩⟨n|, while the first one can also be seen as the
probability that we obtain |n⟩⟨n| if the initial state is distributed according to the invariant measure
νinv, see Equation (2.11). If on J1 × Ω we consider the sigma algebras

Ft = B⊗Ot, F = B⊗O, (3.7)

where we recall that B is the Borel sigma-algebra on J1, and introduce

P(S,Ot) :=
∫
S×Ot

Tr (Wt(ω)ρW
∗
t (ω)) dνinv(ρ)dµ

⊗t(ω), (3.8)

then P defines a probability measure on (J1 × Ω,F) and we can write

⟨n, ρ
1
2
invW

∗
t (ω)Wt(ω)ρ

1
2
invn⟩ = P

(
{|n⟩⟨n|},Λ(ω1,...,ωt)

)
. (3.9)

On the other hand,
Tr (W ∗

t (ω)Wt(ω)ρinv) = P
(
J1,Λ(ω1,...,ωt)

)
. (3.10)

With a slight abuse of notation we can therefore write

⟨n,Mt(ω)n⟩ =
P(n;ω1, . . . , ωt)

P(ω1, . . . , ωt)
= P(n|ω1, . . . , ωt). (3.11)

In other words ⟨n,Mt(ω)n⟩ can be interpreted as the probability to start in the Fock state |n⟩⟨n|
if the initial state is distributed according to the invariant distribution νinv and we have observed
(ω1, . . . , ωt) as the t first measurement outcomes.

Remark 3.9. The probability measure P is a special case, when ν = νinv, of the family Pν we will
consider in Section 4.

Lemma 3.10. The process (Mt)t is a Pρinv uniformly bounded martingale in J1. As a consequence
there exists M∞ such that (Mt)t converges in trace norm, Pρinv-almost surely and in L1, to M∞.

Proof. The main point is to prove the martingale property. The proof is an immediate adaptation of
the one in the finite dimensional case, see e.g. [BFPP19]. We provide it for the reader convenience.

Let Ot ∈ Ot, then it follows from Definition 2.7 and Equation (3.6) that

Eρinv [Mt+11lOt ] =

∫
Ot×R

Mt+1dPρinv

=

∫
Ot×R

ρ
1
2
invW

∗
t (ω)V

∗
ωt+1

Vωt+1Wt(ω)ρ
1/2
inv dµ⊗t+1(ω).

Then the consistency condition of Equation (2.4) implies

Eρinv [Mt+11lOt ] =

∫
Ot

ρ
1
2
invW

∗
t (ω)Wt(ω)ρ

1/2
inv dµ⊗t(ω)

=

∫
Ot

MtdPρinv

= Eρinv [Mt1lOt ].

This proves (Mt)t is a Pρinv martingale.
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The convergence then follows from the general theory of Banach space valued martingales, see
e.g. [Pi16]. Since the space of trace class operators is a separable dual (it is separable since HS is
separable and it is the dual of the space of compact operators on HS) it is sufficient to prove that
(Mt)t is bounded in L1 to get almost sure convergence in trace class norm, and that it is uniformly
integrable to get the L1 convergence, see Theorem 2.9 and Corollary 2.15 in [Pi16]. These properties
follow directly from the definition of Mt because ∥Mt(ω)∥1 = Tr(Mt(ω)) = 1 for any ω ∈ Ω. □

Remark 3.11. As mentioned, the use of Mt is inspired by the finite dimensional case. The main
difference is the presence of the two ρ

1/2
inv factors in the numerator. The reason for adding these

extra terms is related to the theory of Banach space valued martingales. While we can apply it in the
space J (HS) of trace class operators, it is not valid in the space of bounded operators B(HS). The
introduction of these factors will require some care later on: we will obtain Equation (2.13) first for
a suitable dense subset of initial states and then proceed via an approximation argument.

Corollary 3.12. Let ρ ∈ J1. Then (Mt)t converges in trace norm, Pρ-almost surely and in L1,
towards M∞.

Proof. Since ρinv is faithful, for all ρ ∈ J1, Proposition 2.10 implies Pρ ≪ Pρinv . Hence the almost
sure convergence under Pρinv implies the one with respect to Pρ. The L1 convergence follows using
Lebesgue’s dominated convergence theorem and ∥Mt∥1 = ∥M∞∥1 = 1. □

Remark 3.13. Following Lemma 2.12, actually M∞(ω)dPρinv(ω) = ρ
1
2
invP (dω)ρ

1
2
inv, where we recall

that P is the POVM such that dPρ(ω) = Tr(ρP (dω)) for any ρ ∈ J1.

Remark 3.14. We can make the following observation relating ⟨n,Mt(ω)n⟩, hence P(n|ω1, . . . , ωt),
to the extinction time τn(ω). Using again that |n⟩ is an eigenvector of ρinv, it is easy to check that
⟨n,Mt(ω)n⟩ = P(n|ω1, . . . , ωt) = 0 if and only if t ≥ τn(ω). As a consequence,

⟨n,M∞(ω)n⟩ = 0, ∀ω ∈ {τn < +∞}. (3.12)

Our main result about (Mt)t, which is the key step to prove Theorem 2.18, is the following.

Proposition 3.15. If the non-resonant condition holds and β > 0 there exists a random variable
n∞ valued in N such that

M∞ = |n∞⟩⟨n∞|.
Moreover for any ρ ∈ J1,

dPρ = ⟨n∞,ρ n∞⟩
⟨n∞,ρinv n∞⟩dP

ρinv

and, for any n ∈ N, Pρ(n∞ = n) = ⟨n, ρ n⟩.

Remark 3.16. This proposition is the analogue of Proposition 2.2 in [BFPP19].

Remark 3.17. Coming back to our probabilistic interpretation of Mt, the quantity ⟨n,M∞(ω)n⟩ is
the conditional probability P(n|ω) to start in the Fock state |n⟩⟨n| if the initial state is distributed
according to the invariant distribution νinv and we have observed the full sequence ω of measurement
outcomes. The result of Proposition 3.15 says that P(n|ω) is nothing but the delta measure at n∞(ω):
the knowledge of the full sequence of outcomes tells us where we started from (if the initial state is
distributed according to νinv).

The rest of this section is devoted to the proof of Proposition 3.15.
In the finite dimensional situation, the fact that M∞ is a rank one projection holds if and only if

a so-called purification condition holds. In our case the non-resonant condition implies the following
lemma which plays the role of purification condition, see the remark below.



16 T. BENOIST, L. BRUNEAU, AND C. PELLEGRINI

Lemma 3.18. Suppose the non-resonant condition holds. Then, for any n ̸= m there exists s ∈ N
and w ∈ Rs such that

P|m⟩⟨m|(Λw) ̸= P|n⟩⟨n|(Λw),

where we recall that Λw ∈ Os is the cylinder set associated to w ∈ Rs.

Proof. Assume without loss of generality that m > n, and set w = (−,+)m. On the one hand,
the non resonant condition implies P|m⟩⟨m|(Λw) =

∏m−1
s=0 p(m − s,m − s − 1) > 0. On the other

hand P|n⟩⟨n|(Λw) =
∏m−1
s=0 p(n − s, n − s − 1) and m > n implies p(n −m,n −m − 1) = 0 so that

P|n⟩⟨n|(w) = 0 and the lemma is proved. □

Remark 3.19. In finite dimension the purification assumption is, see [BFPP19]:
(Pur) if π is an orthogonal projection such that, for any ω ∈ Ω and t ≥ 1,
πW ∗

t (ω)Wt(ω)π = λπ for some λ ∈ R+ then π is of rank one.
If π is an orthogonal projection, the condition “πW ∗

t (ω)Wt(ω)π = λπ for some λ ∈ R+” is equivalent
to “there exists λ ∈ R+ such that ∥Wt(ω)ϕ∥2 = λ for any unit vector ϕ ∈ Ran(π)”. That this holds
for all t and ω therefore means that any initial state in the range of π leads to the same distribution
of probability on the sequence of outcomes, i.e. if ϕ, ψ ∈ Ran(π) then P|ϕ⟩⟨ϕ| = P|ψ⟩⟨ψ|.

The above lemma says that any two different Fock states lead to different probability distributions
on the sequence of outcomes. In our case that is sufficient to ensure purification as expressed in
Theorem 2.18.

In the sequel we shall use computation techniques which are reminiscent of the usual Bayes’
rule and total probability formula. Although it is not necessary, we believe that it will make the
computation more transparent if write it in a classical probability theory language. We have already
introduced

P(n;ω1, . . . , ωt) = P
(
|n⟩⟨n|,Λ(ω1,...,ωt)

)
, P(ω1, . . . , ωt) = P

(
J1,Λ(ω1,...,ωt)

)
and P(n|ω1, . . . , ωt),

with the obvious interpretation, see Equations (3.9)-(3.11). We further denote, for any n ∈ N,
s, t ∈ N and (ω1, . . . , ωt+s) ∈ Rt+s,

P(ωt+1, . . . , ωt+s|ω1, . . . , ωt) ≡
P(ω1, . . . , ωt+s)

P(ω1, . . . , ωt)
=

Tr(Wt+s(ω)
∗Wt+s(ω)ρinv)

Tr(W ∗
t (ω)Wt(ω)ρinv)

, (3.13)

P(n;ωt+1, . . . , ωt+s|ω1, . . . , ωt) ≡
P(n;ω1, . . . , ωt+s)

P(ω1, . . . , ωt)
=

⟨n, ρ1/2invWt+s(ω)
∗Wt+s(ω)ρ

1/2
invn⟩

Tr(W ∗
t (ω)Wt(ω)ρinv)

, (3.14)

P(ω1, . . . , ωt|n) ≡
P(n;ω1, . . . , ωt)

P(n)
=

⟨n, ρ1/2invWt(ω)
∗Wt(ω)ρ

1/2
invn⟩

⟨n, ρinvn⟩
= ⟨n,W ∗

t (ω)Wt(ω)n⟩, (3.15)

and

P(ωt+1, . . . , ωt+s|n;ω1, . . . , ωt) ≡
P(n;ω1, . . . , ωt+s)

P(n;ω1, . . . , ωt)
=

⟨n, ρ1/2invWt+s(ω)
∗Wt+s(ω)ρ

1/2
invn⟩

⟨n, ρ1/2invWt(ω)∗Wt(ω)ρ
1/2
invn⟩

, (3.16)

where we have used that |n⟩ is an eigenstate of ρinv in Equation (3.15), and where Equation (3.16)
makes sense only if P(n;ω1, . . . , ωt) ̸= 0. Note that all the other terms are always well defined
because ρinv is faithful. By convention we have fixed P(ω1, . . . , ωt) = 1 for t = 0.

All these quantities have transparent probabilistic interpretations, remembering that the ini-
tial state is distributed according to the invariant distribution νinv. For example the quantity
P(ω1, . . . , ωt|n) is the probability to observe the first t outcomes ω1, . . . , ωt if the initial state
is |n⟩ while P(ωt+1, . . . , ωt+s|n;ω1, . . . , ωt) is the probability to further obtain the s outcomes
ωt+1, . . . , ωt+s if we have previously observed ω1, . . . , ωt and started from state |n⟩. Note that
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if the latter event occurs then at time t the system is in the state |Nt(n, ω)⟩, see Equation (3.5), so
that one expects that

P(ωt+1, . . . , ωt+s|n;ω1, . . . , ωt) = P
(
ωt+1, . . . , ωt+s

∣∣Nt(n, ω)
)
. (3.17)

The following lemma shows that this is indeed the case and that the above notations are consistent
in the sense that they indeed allow to use the classical Bayes’ rule and total probability law.

Lemma 3.20. Let s, t ∈ N∗ and (ω1, . . . , ωt+s) ∈ Rt+s.
(1) If n ∈ N is such that P(n|ω1, . . . , ωt) ̸= 0, i.e. t < τn(ω), then Equality (3.17) holds and we

have the following Bayes’ rule

P(n|ω1, . . . , ωt+s)× P(ωt+1, . . . , ωt+s|ω1, . . . , ωt)

P(n|ω1, . . . , ωt)
= P

(
ωt+1, . . . , ωt+s

∣∣Nt(n, ω)
)
. (3.18)

(2) The total probability formula

P(ωt+1, . . . , ωt+s|ω1, . . . , ωt) =
∑
k

P
(
ωt+1, . . . , ωt+s

∣∣Nt(k, ω)
)
P(k|ω1, . . . , ωt) (3.19)

holds. In the right-hand side, Nt(k, ω) = −1 when P(k|ω1, . . . , ωt) = 0, i.e. t ≥ τk(ω). We
therefore set P(ωt+1, . . . , ωt+s| − 1) = 0 without loss of generality.

Proof. 1) Using that |n⟩ is an eigenstate of ρinv we immediately have from Equation (3.16)

P(ωt+1, . . . , ωt+s|n;ω1, . . . , ωt) =
⟨n,Wt+s(ω)

∗Wt+s(ω)n⟩
⟨n,Wt(ω)∗Wt(ω)n⟩

=
⟨n,Wt(ω)

∗(Vωt+s · · ·Vωt+1)
∗Vωt+s · · ·Vωt+1Wt(ω)n⟩

∥Wt(ω)n⟩∥2
= ⟨Nt(n, ω), (Vωt+s · · ·Vωt+1)

∗Vωt+s · · ·Vωt+1Nt(n, ω)⟩
= P

(
ωt+1, . . . , ωt+s

∣∣Nt(n, ω)
)
,

where we have used Remark 2.17 in the third line. Bayes’ rule (3.18) is then a direct computation
left to the reader using Equations (3.11), (3.13) and (3.16)

2) We can write

P(ωt+1, . . . , ωt+s|ω1, . . . , ωt) =
Tr(Wt+s(ω)

∗Wt+s(ω)ρinv)

Tr(W ∗
t (ω)Wt(ω)ρinv)

=
∑
k

⟨k, ρ1/2invWt+s(ω)
∗Wt+s(ω)ρ

1/2
inv k⟩

Tr(W ∗
t (ω)Wt(ω)ρinv)

=
∑
k

P(k;ω1, . . . , ωt+s)

P(ω1, . . . , ωt)

=
∑
k

P
(
ωt+1, . . . , ωt+s

∣∣Nt(k, ω)
)
P(k;ω1, . . . , ωt)

P(ω1, . . . , ωt)

=
∑
k

P
(
ωt+1, . . . , ωt+s

∣∣Nt(k, ω)
)
P(k|ω1, . . . , ωt),

where we have used the fact that (|k⟩)k is an orthonormal basis to obtain the 2nd line, Equa-
tion (3.14) for the 3rd one, Equations (3.16)-(3.17) for the 4th one and Equation (3.11) for the last
one. □

Proof of Proposition 3.15. Let n ∈ N. The sequence (⟨n,Mtn⟩)t is then a bounded real mar-
tingale. Reproducing some arguments of the proof of Proposition 2.2 of [BFPP19], in particular
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Equation (17) and the arguments leading to the two following displayed equations, we have that for
all s ∈ N

lim
t→∞

Eρinv [|⟨n,Mtn⟩ − ⟨n,Mt+sn⟩| | Ot] = 0, Pρinv -a.s. (3.20)

Let us write this conditional expectation using Equations (3.9)-(3.11) and (3.13)-(3.16). For any
s, t ∈ N∗ and ω ∈ Ω we have

|⟨n,Mt(ω)n⟩ − ⟨n,Mt+s(ω)n⟩| = |P(n|ω1, . . . , ωt)− P(n|ω1, . . . , ωt+s)| .

Taking the conditional expectation, for any s, t ∈ N∗ and Pρinv -almost all ω1, . . . , ωt, we get

Eρinv [|⟨n,Mtn⟩ − ⟨n,Mt+sn⟩| |Ot] (ω1, . . . , ωt)

=

∫
Rs

∣∣∣P(n|ω1, . . . , ωt)− P(n|ω1, . . . , ωt, ζ1, . . . , ζs)
∣∣∣× P(ζ1, . . . , ζs|ω1, . . . , ωt) dµ

⊗s(ζ1, . . . , ζs)

=

∫
Rs

P(n|ω1, . . . , ωt)
∣∣∣P(ζ1, . . . , ζs|ω1, . . . , ωt)− P(ζ1, . . . , ζs|Nt(n, ω))

∣∣∣ dµ⊗s(ζ1, . . . , ζs)
=

∫
Rs

P(n|ω1, . . . , ωt)
∣∣∣∑
k

P(ζ1, . . . , ζs|Nt(k, ω))P(k|ω1, . . . , ωt)− P(ζ1, . . . , ζs|Nt(n, ω))
∣∣∣

dµ⊗s(ζ1, . . . , ζl)

=

∫
Rs

⟨n,Mt(ω)n⟩
∣∣∣∑
k

∥Vζs · · ·Vζ1 |Nt(k, ω)⟩∥2⟨k,Mt(ω)k⟩ − ∥Vζs · · ·Vζ1 |Nt(n, ω)⟩∥2
∣∣∣ (3.21)

dµ⊗s(ζ1, . . . , ζl),

where we have successively used Equation (3.13), Bayes’ rule (3.18), the total probability for-
mula (3.19) and finally Equations (3.11) and (3.15) in the last step.

Using Equation (3.20), since µ has finite support and all the terms in Equation (3.21) are non-
negative, for Pρinv -almost all ω we have

lim
t→∞

⟨n,Mt(ω)n⟩
∣∣∣∑
k

∥Vζs · · ·Vζ1 |Nt(k, ω)⟩∥2⟨k,Mt(ω)k⟩ − ∥Vζs · · ·Vζ1 |Nt(n, ω)⟩∥2
∣∣∣ = 0 (3.22)

for all s ∈ N∗ and ζ1, . . . , ζs ∈ R.
Now, on the one hand, Corollary 3.12 implies for any k and Pρinv -almost every ω,

lim
t→∞

⟨k,Mt(ω)k⟩ = ⟨k,M∞(ω)k⟩.

On the other hand, it follows from Proposition 3.4 that for Pρinv -almost every ω there exists a
subsequence (tj)j such that for all k either limj Ntj (k, ω) = k, if τk(ω) = +∞, or limj Ntj (k, ω) =

−1, if τk(ω) < +∞. Since ⟨k,M∞(ω)k⟩ = 0 whenever τk(ω) < +∞, see Equation (3.12), for
Pρinv -almost all ω there exists a subsequence (tj)j such that for any s ∈ N∗ and ζ1, . . . , ζs ∈ R,

lim
j→+∞

∥Vζs · · ·Vζ1 |Ntj (k, ω)⟩∥2⟨k,Mtj (ω)k⟩ = ∥Vζs · · ·Vζ1 |k⟩∥2⟨k,M∞(ω)k⟩, ∀k

where we have set ∥Vζs · · ·Vζ1 | − 1⟩∥ = 0.
Considering the limit in Equation (3.22) along this subsequence we hence obtain that, Pρinv -almost

surely, for all s ∈ N∗ and ζ1, . . . , ζs ∈ R

⟨n,M∞(ω)n⟩
∣∣∣∑
k

∥Vζs · · ·Vζ1 |k⟩∥2⟨k,M∞(ω)k⟩ − ∥Vζs · · ·Vζ1 |n⟩∥2
∣∣∣ = 0

where we have used Proposition 3.4 for both the Ntj (k, ω) and Ntj (n, ω). Note that this expression
is also valid if we had limj Ntj (k, ω) = −1 for some k ∈ N.
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At this stage all the computations and arguments are independent of the choice of n which has
been fixed at the beginning of the proof. Thus, for any n,m ∈ N,

⟨n,M∞(ω)n⟩
(∑

k

∥Vζs · · ·Vζ1 |k⟩∥2⟨k,M∞(ω)k⟩ − ∥Vζs · · ·Vζ1 |n⟩∥2
)

= 0,

⟨m,M∞(ω)m⟩
(∑

k

∥Vζs · · ·Vζ1 |k⟩∥2⟨k,M∞(ω)k⟩ − ∥Vζs · · ·Vζ1 |m⟩∥2
)

= 0.

Multiplying the first identity by ⟨m,M∞(ω)m⟩, the second by ⟨n,M∞(ω)n⟩ and substracting the
two this yields, for any m,n ∈ N, s ∈ N∗ and ζ1, . . . , ζs,

⟨n,M∞(ω)n⟩ × ⟨m,M∞(ω)m⟩ ×
(
∥Vζs · · ·Vζ1 |m⟩∥2 − ∥Vζs · · ·Vζ1 |n⟩∥2

)
= 0. (3.23)

At this stage we can invoke Lemma 3.18 which plays the role of the purification assumption. Indeed,

∥Vζs · · ·Vζ1 |m⟩∥2 = P|m⟩⟨m|(Λζ1,...,ζs).

Taking (ζ1, . . . , ζs) = w such that P|m⟩⟨m|(Λw) ̸= P|n⟩⟨n|(Λw) as allowed by Lemma 3.18, Equa-
tion (3.23) implies that, for any n ̸= m,

⟨n,M∞(ω)n⟩ × ⟨m,M∞(ω)m⟩ = 0, Pρinv - a.s. (3.24)

Therefore, for Pρinv -almost all ω, there exists at most one n ∈ N such that ⟨n,M∞(ω)n⟩ ≠ 0. Since
Mt ∈ J1 for all t ∈ N and (Mt)t converges in trace norm we also have, Pρinv -almost surely, that
M∞ ∈ J1. Hence there exists a unique n such that ⟨n,M∞(ω)n⟩ ≠ 0 and actually ⟨n,M∞(ω)n⟩ = 1.
We denote it n∞(ω). Then Cauchy-Schwartz inequality for positive semi-definite operators implies
M∞ = |n∞⟩⟨n∞|.

It remains to prove that Pρ(n∞ = k) = ⟨k, ρ k⟩ for any k ∈ N and ρ ∈ J1, and that

dPρ = ⟨n∞,ρ n∞⟩
⟨n∞,ρinvn∞⟩dP

ρinv .

We first prove Pρinv(n∞ = k) = ⟨k, ρinvk⟩. For any k, the quantity ⟨k, n∞⟩2 defines a Bernoulli
random variable with parameter Pρinv(n∞ = k). Hence

Pρinv(n∞ = k) = Eρinv
(
⟨k, n∞⟩2

)
= Eρinv (⟨k,M∞k⟩) .

But, by definition of Mt, we have Eρinv(Mt) = ρinv for all t, and because (Mt)t converges in L1 to
M∞ we also have Eρinv(M∞) = ρinv and hence Pρinv(n∞ = k) = ⟨k, ρinvk⟩.

Now, for any n ∈ N, because |n⟩ is an eigenvector of ρinv it follows from Definitions 2.7 and 3.6
that dP|n⟩⟨n||Ot =

⟨n,Mtn⟩
⟨n,ρinvn⟩dP

ρinv |Ot . Since (Mt)t converges in L1(Pρinv) and in trace norm to M∞,

dP|n⟩⟨n| =
⟨n,M∞n⟩
⟨n, ρinvn⟩

dPρinv . (3.25)

Using Lemma 3.8 and ⟨n,M∞n⟩ = 1n,n∞ we get the desired change of measure formula

dPρ = ⟨n∞,ρ n∞⟩
⟨n∞,ρinvn∞⟩dP

ρinv .

Finally, Pρ(n∞ = k) = ⟨k,ρ k⟩
⟨k,ρinvk⟩P

ρinv(n∞ = k) = ⟨k, ρ k⟩ which ends the proof. □
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3.3. Purification. This section is devoted to the proof of Theorem 2.18.

Let St =
W ∗
t Wt

Tr(W ∗
t Wtρinv)

and Ut denote the partial isometry in the polar decomposition of Wt so

that
Wt =

√
Tr(W ∗

t Wtρinv)UtS
1/2
t .

Recall that, Pρinv -almost surely, Tr(W ∗
t Wtρinv) ̸= 0 so that St is indeed well defined.

We remark that St is directly related to Mt, namely Mt = ρ
1/2
invStρ

1/2
inv . Actually, the same

argument as in Lemma 3.7 shows that St is a bounded function of the number operator N . As a
consequence we actually have, Pρinv -almost surely and for all t,

M
1/2
t = S

1/2
t ρ

1/2
inv . (3.26)

With a slight abuse of notation, we also denote by St the associated function of the number operator.
In particular S1/2

t |n⟩⟨n|S1/2
t = St(n)|n⟩⟨n| for some scalar St(n) so for any Fock state one has

Wt|n⟩⟨n|W ∗
t = Tr(W ∗

t Wtρinv)St(n)Ut|n⟩⟨n|U∗
t . Hence, if Wt|n⟩ ≠ 0 we have

Wt|n⟩⟨n|W ∗
t

Tr(Wt|n⟩⟨n|W ∗
t )

= Ut|n⟩⟨n|U∗
t . (3.27)

Lemma 3.21. The random variable n∞ defined in Proposition 3.15 satisfies τn∞ = +∞, Pρinv-
almost surely. As a consequence, for all t ∈ N∗ one has

Ut|n∞⟩⟨n∞|U∗
t = |Nt(n∞, .)⟩⟨Nt(n∞, .)| , (3.28)

Pρinv-almost surely.

Proof. Consider the quantum trajectory associated to the initial state ρinv. Then for all t one has

ρt =
WtρinvW

∗
t

Tr(W ∗
t Wtρinv)

= UtS
1/2
t ρinvS

1/2
t U∗

t = UtMtU
∗
t .

Since Ut is a partial isometry, it follows from Lemma 3.10 and Proposition 3.15 that

lim
t→+∞

∥ρt − Ut|n∞⟩⟨n∞|U∗
t ∥1 = 0, Pρinv − a.s.

Because ρt is a state one has ∥Ut|n∞⟩∥ = 1, i.e. Wt|n∞⟩ ≠ 0, for all t (this holds apriori only
for t large enough but hence for all t by definition of the Wt’s). The lemma then follows from
Equations (2.12)-(3.5) and (3.27). □

We will prove that Theorem 2.18 holds with n∞ given by Proposition 3.15. Its law was given in
the proposition so together with the last lemma it proves the first part of the theorem. In view of
Equation (3.28) it only remains to prove that for any initial state ρ ∈ J1 one has

lim
t→∞

∥ρt − Ut|n∞⟩⟨n∞|U∗
t ∥1 = 0, Pρ − a.s.

Using the polar decomposition of Wt we may write ρt = Ut
S
1/2
t ρS

1/2
t

Tr(Stρ)
U∗
t and because Ut is a partial

isometry it actually suffices to prove that

lim
t→∞

∥∥∥∥∥S1/2
t ρS

1/2
t

Tr(Stρ)
− |n∞⟩⟨n∞|

∥∥∥∥∥
1

= 0, Pρ − a.s. (3.29)

Formally, using Equation (3.26), one would like to write S1/2
t ρS

1/2
t as M1/2

t ρ
−1/2
inv ρρ

−1/2
inv M

1/2
t and

then use the result of Section 3.2 about (Mt)t. However ρ−1/2
inv ρρ

−1/2
inv may not be well defined as

a bounded operator because ρ−1/2
inv is not. We thus first consider states of the form ρ = ρ

1/2
invAρ

1/2
inv

where A ∈ B(HS). Because the set {ρ1/2invAρ
1/2
inv , A ∈ B(HS) s.t. A ≥ 0 and Tr[ρinvA] = 1} is dense

in J1 we can then use an approximation argument.
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Remark 3.22. Finite rank operators are dense in J1 and because the Fock vectors |n⟩ form an
orthonormal basis so is Span{|n⟩⟨m|, n,m ∈ N}. This subspace is contained in {ρ1/2invAρ

1/2
inv , A ∈

B(HS)} so that the latter is indeed dense in J1.

Lemma 3.23. Let ρ ∈ J1 and suppose there exists A ∈ B(HS) such that ρ = ρ
1/2
invAρ

1/2
inv . Then

lim
t→∞

S
1/2
t ρS

1/2
t =

⟨n∞, ρ n∞⟩
⟨n∞, ρinvn∞⟩

× |n∞⟩⟨n∞|, Pρinv − a.s,

where the convergence is in trace norm. In particular

lim
t→∞

Tr(Stρ) =
⟨n∞, ρ n∞⟩
⟨n∞, ρinvn∞⟩

, Pρinv − a.s.

so that Equation (3.29) holds.

Proof. Since ρ = ρ
1/2
invAρ

1/2
inv , it follows from Equation (3.26) that

S
1/2
t ρS

1/2
t =M

1/2
t AM

1/2
t .

Using Lemma 3.10 and Proposition 3.15 we have lim
t→∞

Mt = |n∞⟩⟨n∞|, Pρinv -almost surely and in

trace norm. Hence by continuity of the map J1 ∋ X 7→ |X|1/2 ∈ J2, see e.g. [Si05, Example 2
Page 28], (M1/2

t )t converges Pρinv -almost surely to |n∞⟩⟨n∞| in the Hilbert-Schmidt topology. It
implies M1/2

t AM
1/2
t converges weakly to M1/2

∞ AM
1/2
∞ and limt ∥M1/2

t AM
1/2
t ∥1 = ∥M1/2

∞ AM
1/2
∞ ∥1

Pρinv -almost surely. Since M
1/2
t AM

1/2
t and M

1/2
∞ AM

1/2
∞ are positive semi-definite, [Si05, Theo-

rem 2.20] implies, Pρinv -almost surely and in trace norm,

lim
t→+∞

M
1/2
t AM

1/2
t = ⟨n∞, An∞⟩ × |n∞⟩⟨n∞| = ⟨n∞, ρ n∞⟩

⟨n∞, ρinvn∞⟩
× |n∞⟩⟨n∞|,

where we have used that the |n∞⟩ are eigenstates of ρinv in the last step. □

To extend the previous lemma to arbitrary state ρ we require the following one.

Lemma 3.24. The sequence (St)t converges Pρinv-a.s. in B(HS) to S∞ := ⟨n∞, ρinvn∞⟩−1 |n∞⟩⟨n∞|
in the weak−∗ topology. In particular the sequence (St)t is bounded in B(HS).

Proof. Using the same argument as in Lemma 3.10, for any ρ ∈ J1, the sequence (Tr(Stρ))t is a
non-negative (Ot)t-martingale with respect to Pρinv . Hence it converges Pρinv -almost surely. Because
any trace class operator is the linear combination of at most 4 elements of J1 this proves the weak−∗
convergence and thus the boundedness of the sequence (St)t. It remains to identify the limit.

When ρ is of the form ρ = ρ
1/2
invAρ

1/2
inv we know by Lemma 3.23 that

lim
t→+∞

Tr(Stρ) =
⟨n∞, ρ n∞⟩
⟨n∞, ρinvn∞⟩

, Pρinv − a.s.

Since the set {ρ1/2invAρ
1/2
inv , A ∈ B(HS)} is dense in J1 the lemma holds. □

End of the proof of Theorem 2.18. It remains to prove that Equation (3.29) holds for any initial
state ρ.

Let ρ ∈ J1. Given ε > 0 let ρ̃ = ρ
1/2
invAρ

1/2
inv , A ∈ B(HS), be a state such that ∥ρ − ρ̃∥1 < ε. We

decompose
S
1/2
t ρS

1/2
t

Tr(Stρ)
=
S
1/2
t (ρ− ρ̃)S

1/2
t

Tr(Stρ)
+
S
1/2
t ρ̃S

1/2
t

Tr(Stρ)
. (3.30)

From Lemma 3.24, lim
t→∞

Tr(Stρ) =
⟨n∞, ρ n∞⟩
⟨n∞, ρinvn∞⟩

which is Pρ-a.s. non zero by Proposition 3.15.

Since (St)t is bounded in B(HS) by Lemma 3.24 this proves that the first term on the right hand
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side of Equation (3.30) is bounded Pρ-a.s. in trace norm by Cε (the constant C may be random
but does not depend on t).

Now using Lemma 3.23 we have Pρinv -a.s., hence Pρ-a.s. by Proposition 2.10, and in trace norm

lim
n→∞

S
1/2
t ρ̃S

1/2
t =

⟨n∞, ρ̃ n∞⟩
⟨n∞, ρinvn∞⟩

× |n∞⟩⟨n∞|.

Using again that, Pρ-a.s., lim
t→∞

Tr(Stρ) =
⟨n∞, ρ n∞⟩
⟨n∞, ρinvn∞⟩

̸= 0 we get that, Pρ-a.s. and in trace norm,

lim
t→∞

S
1/2
t ρ̃S

1/2
t

Tr(Stρ)
=

⟨n∞, ρ̃ n∞⟩
⟨n∞, ρ n∞⟩

× |n∞⟩⟨n∞|.

All together, Pρ-a.s.,

lim sup
n→+∞

∥∥∥∥∥S1/2
t ρS

1/2
t

Tr(Stρ)
− |n∞⟩⟨n∞|

∥∥∥∥∥
1

≤ Cε+
|⟨n∞, (ρ̃− ρ)n∞⟩|

⟨n∞, ρ n∞⟩
≤
(
C +

1

⟨n∞, ρ n∞⟩

)
ε.

Since this is true for any ε > 0 it implies Equation (3.29).
Finally the L1 convergence in Theorem 2.18 follows from the almost sure convergence and the

dominated convergence theorem. □

4. Proof of Theorem 2.4

The strategy of the proof is similar to the one in the finite dimensional case. For the sake of
completeness and to be self-contained we recall some ingredients of [BFPP19]. Following [BFPP19]
we first need to introduce another family of probability measures. Recall that B is the Borel sigma
algebra on J1 and F = B⊗O is the extended sigma algebra on J1 × Ω, see Equation (3.7).

Definition 4.1. For a given probability measure ν on J1, we define the probability measure Pν on
(J1 × Ω,F) by

Pν(S,Ot) :=
∫
S×Ot

Tr (Wt(ω)ρW
∗
t (ω)) dν(ρ)dµ

⊗t(ω),

for all t ∈ N∗, for all S ∈ B and all Ot ∈ Ot.

Remark 4.2. The family of measures Pν generalizes the probability P defined in Equation (3.8) to
interpret the quantity ⟨n,Mt(ω)n⟩.

There is a natural connection between the Pν ’s and the probability measures Pρ we have used so
far. Given a measure ν on J1 let

ρν := Eν [ρ]
be the expected state. Then Pρν is the second marginal of Pν , while its first marginal is clearly ν.
As an immediate consequence of Proposition 2.13, for any bounded and O-measurable function f
and for any measures ν and ν̃,

|Eν̃ [f ]− Eν [f ]| ≤ ∥f∥∞∥ρν̃ − ρν∥1. (4.1)

An important example is when ν = νinv. A direct computation gives that Eνinv [ρ] = ρinv so that
the second marginal of Pνinv is Pρinv , i.e. for any O ∈ O one has

Pνinv(J1, O) = Pρinv(O).

The following lemma characterizes ρν for Π-invariant measures ν. Recall that Π denotes the Markov
kernel defined in Equation (2.9) and L is the CPTP map describing the evolution of the cavity
without measurement, see Equation (2.2).

Lemma 4.3. For any probability measure ν one has ρνΠ = L(ρν). In particular if ν is an invariant
probability measure then ρν in an invariant state for L.
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Proof. It suffices to write

ρνΠ =

∫
J1×R

VyρV
∗
y

Tr(VyρV ∗
y )

Tr(VyρV
∗
y ) dµ(y)dν(ρ)

=

∫
R
VyρνV

∗
y dµ(y)

= L(ρν)

and the lemma follows. □

Using Theorem 2.2 and Remark 2.3, the preceding lemma immediately gives the following infor-
mation about invariant measures.

Corollary 4.4. Suppose the non-resonant condition holds. If β > 0 any invariant probability
measure ν satisfies ρν = ρinv and if β ≤ 0 there is no invariant probability measure.

Remark 4.5. The absence of invariant probability measure when β ≤ 0 should not come as a
surprise. Besides the absence of invariant state for the map L, the restriction to Fock states is
naturally associated to a classical birth and death process exactly as in Section 3.1. Following the
proof of Proposition 3.1 one then obtains that this Markov chain is either transient, when β < 0, or
null recurrent, when β = 0. In any case it has no invariant probability distribution.

Proof of Theorem 2.4. Using Equations (3.1) and Proposition 3.1, the probability measure defined
by νinv({|n⟩⟨n|}) = µGibbs(n) and νinv(J1 \ {|n⟩⟨n| : n ∈ N}) = 0 is a Π-invariant measure. It
remains to prove it is unique and the convergence for any initial measure.

We first prove that νinv is the unique invariant probability measure. Suppose ν is an invariant
probability measure. Let f : J1 → R be a bounded uniformly continuous function (for the ∥.∥1
norm induced metric). We denote by Eν the expectation with respect to Pν . For shortness we also
denote by ρ∞,t the “asymptotic quantum trajectory”, i.e.

ρ∞,t := |Nt(n∞, .)⟩⟨Nt(n∞, .)|.

As mentioned after Theorem 2.18 it is the quantum trajectory associated to the initial state ρ∞ =
|n∞⟩⟨n∞|. We will use it as a consistent estimator for the trajectory ρt.

The invariance of ν implies that for all t

Eν [f(ρ)] = Eν [f(ρt)].

On the other hand, it follows from the purification Theorem 2.18, the uniform continuity of f and
Lebesgue dominated convergence theorem that for any probability measure ν

lim
t→+∞

Eν [f(ρt)]− Eν [f(ρ∞,t)] = 0. (4.2)

Moreover, because ρ∞,t is O-measurable and Pρν is the second marginal of Pν , we have for all t

Eν [f(ρ∞,t)] = Eρν [f(ρ∞,t)].

Since ν is invariant Lemma 4.3 implies ρν = ρinv and all together,

Eν [f(ρ)] = lim
t→+∞

Eρinv [f(ρ∞,t)].

The right-hand side does not depend on ν so that Eν [f(ρ)] = Eνinv [f(ρ)] for any uniformly bounded
continuous function f . This proves that ν = νinv.

We now prove the convergence in Wasserstein metric of νΠt towards νinv. Let f ∈ Lip1(J1). By
the translation invariance of the dual definition of Wasserstein metric in Equation (2.10) we can
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assume f(ρinv) = 0. Since supρ,ϱ∈J1
∥ρ − ϱ∥1 = 2 we get ∥f∥∞ ≤ 2 + |f(ρinv)| = 2 so that f is

bounded uniformly continuous. For any s, u such that t = s+ u,

|EνΠt [f(ρ)]− Eνinv [f(ρ)]| = |EνΠs [f(ρu)]− Eνinv [f(ρu)]|
≤ |EνΠs [f(ρu)]− EνΠs [f(ρ∞,u)]|+ |Eνinv [f(ρ∞,u)]− Eνinv [f(ρu)]|

+|EνΠs [f(ρ∞,u)]− Eνinv [f(ρ∞,u)]|
≤ EνΠs [∥ρu − ρ∞,u∥1] + Eνinv [∥ρ∞,u − ρu∥1]

+|EνΠs [f(ρ∞,u)]− Eνinv [f(ρ∞,u)]|, (4.3)

where we have used that f ∈ Lip1(J1) in the last step.
In the third term, because ρ∞,u is O measurable, combining Equation (4.1), Lemma 4.3 and the

fact that ρνinv = ρinv we have

|EνΠs [f(ρ∞,u)]− Eνinv [f(ρ∞,u)]| ≤ 2∥Ls(ρν)− ρinv∥1.

Inserting in Equation (4.3) we therefore have, for any s and u such that t = s+ u,

|EνΠt [f(ρ)]− Eνinv [f(ρ)]| ≤ EνΠs [∥ρu − ρ∞,u∥1] + Eνinv [∥ρ∞,u − ρu∥1] + 2∥Ls(ρν)− ρinv∥1.

Note that this upper bound is uniform in f ∈ Lip1 hence, by the Kantorovich-Rubinstein duality
Equation (2.10), it is also an upper bound for W1(νΠ

t, νinv).
Fix now ε > 0. From Theorem 2.2, there exists s0 ∈ N such that 2∥Ls0(ρν)−ρinv∥1 ≤ ε/3. Using

the L1 convergence of Equation (2.13) twice, respectively with νΠs0 and νinv, for u large enough we
have

EνΠs [∥ρu − ρ∞,u∥1] ≤ ε/3 and Eνinv [∥ρ∞,u − ρu∥1] ≤ ε/3.

All together, for all t large enough,
W1(νΠ

t, νinv) < ε,

which ends the proof. □

5. The resonant cases

5.1. Rabi sectors. As we mentioned in Section 2.1, see Equation (2.6) and below, depending on
the arithmetic properties of the parameters ξ and η one may have zero, one or infinitely many
resonances. Up to now we have only considered the case where there is no such resonance. From a
dynamical point of view it is certainly the most interesting case because it then involves an infinite
dimensional system. The resonant situations are however not without interest. In particular we will
exhibit particular situations where purification fails.

The resonances then induce splittings of the cavity. More precisely if R(ξ, η) denotes the set of
resonances, i.e.

R(ξ, η) = {n ∈ N | ∃j ∈ N, ξn+ η = j2}
and r = 1 + Card(R(ξ, η)), the Hilbert space HS has a decomposition of the form

HS =

r⊕
j=1

H(j)
S ,

where H(j)
S ≡ ℓ2(Ij) and {Ij | j = 1, . . . , r} is the partition of N induced by the resonances, namely

I1 ≡ N if R(η, ξ) is empty,
I1 ≡ {0, . . . , n1 − 1}, I2 ≡ {n1, n1 + 1, . . .} if R(η, ξ) = {n1},
I1 ≡ {0, . . . , n1 − 1}, I2 ≡ {n1, . . . , n2 − 1}, . . . if R(η, ξ) = {n1, n2, . . .}.

The resonances are exactly those values of n for which the transition probabilities p(n − 1, n) and
p(n, n−1) vanish, see Equations (3.2)-(3.3), inducing a similar splitting of the classical Markov chain
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considered in Section 3.1. H(j)
S is called the j-th Rabi sector, and we denote by Pj the corresponding

orthogonal projection.
Although not obvious at this point, there is a particular subcase when infinitely many resonances

occur.

Definition 5.1. The system is called degenerate if there exists m ∈ {0} ∪ R(ξ, η) and n ∈ R(ξ, η)
such that m < n and m+ 1, n+ 1 ∈ R(ξ, η). In other words it is degenerate if there exist, at least,
two Rabi sectors of dimension 1. We shall denote N(ξ, η) ≡ {n ∈ {0} ∪R(ξ, η), n+ 1 ∈ R(ξ, η)}.

Remark 5.2. Degenerate systems exist. For example N(724, 241) = {1, 2} and N(840, 1) = {1, 52}.
It is easy to prove (see [BP09]) that, for given ξ, η, N(ξ, η) is a finite set and that is empty in the
perfectly tuned case η = 0, i.e. when the frequency of the cavity mode equals the atom Bohr frequency.
We refer to [BP09] for more details about degenerate systems.

For β ∈ R, to each Rabi sector H(j)
S we associate the local Gibbs state

ρ
(j)
inv :=

e−βεNPj
Tr (e−βεNPj)

.

Note that, for β ≤ 0, ρ(j)inv is a well defined state only for finite dimensional sectors. The following
theorem is the analogue of Theorem 2.2 in the resonant situations.

Theorem 5.3. 1. If the system has exactly one resonance and β > 0, the invariant states of L are
the convex combinations of ρ(1)inv and ρ(2)inv. Moreover for any state ρ one has

lim
t→∞

Lt(ρ) = Tr(ρP1) ρ
(1)
inv +Tr(ρP2) ρ

(2)
inv,

where the limit is in the trace norm.
2. If the system has infinitely many resonances and is non-degenerate, the invariant states of L

are the convex combinations of the ρ(j)inv’s. Moreover for any state ρ one has

lim
t→∞

Lt(ρ) =
∞∑
j=1

Tr(ρPj) ρ
(j)
inv, (5.1)

where the limit is again in the trace norm.

Remark 5.4. 1. The above theorem is essentially proven in [BP09]. The only difference is that the
convergence was stated in the ergodic mean and in the weak topology. In the case of infinitely many
resonances the same proof as in [BP09] actually suffices. In the case of a single resonance it can be
proven using exactly the same approach as for the non-resonant case in [Bru14].

2. From a spectral point of view, in all but the degenerate case, 1 is the only peripheral eigen-
value of L and with corresponding eigenstates given by the local Gibbs states ρ(j)inv and their convex
combinations. In the degenerate case there are additional peripheral eigenvalues. They are exactly
the ei(τε+πξ)(n−m) where n,m ∈ N(ξ, η), n ̸= m. If these numbers are different from 1 then the
convergence (5.1) holds but only in the mean ergodic sense.

3. As we shall see below, the degenerate case has also some consequence at the level of quantum
trajectories. It provides a situation where purification then does not hold.

5.2. Invariant measures. In the resonant cases one then obviously loses the uniqueness of an
invariant probability measure for the Markov kernel Π defined in (2.9). The probability measures

ν
(j)
inv :=

∞∑
n=0

⟨n, ρ(j)invn⟩δ|n⟩⟨n|
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associated to the local Gibbs states ρ(j)inv, as well as any of their convex combination, are indeed
all invariant. One can then expect that our convergence Theorem 2.4 can be adjusted in the spirit
of the above Theorem 5.3. For finite dimensional systems, this situation corresponds to the non
irreducible case considered in Appendix B of [BFPP19]. Mimicking the proof in Section 4 it is not
hard to see that, provided a purification result as in Proposition 3.15 holds and using Theorem 5.3
instead of Theorem 2.2, for any given probability distribution ν on J1 the sequence (νΠt)t converges
in the Wasserstein distance to

ν =
∑
j

Tr(ρνPj) ν
(j)
inv,

where we recall that ρν = Eν [ρ].

5.3. Purification. Throughout Section 3, and up to (3.23), we have used the non-resonant condi-
tion only when considering the classical birth and death process in Section 3.1, and in Lemma 3.18
which allows to go from Equation (3.23) to Equation (3.24). At the level of the classical chain,
the existence of resonances is related to a lack of irreducibility. Indeed, n ∈ R(ξ, η) if and only if
p(n− 1, n) = p(n, n− 1) = 0. In any case this classical chain is however still recurrent and the only
change is in Lemma 3.3. The extinction time τk = inf{t, ∥Wt|k⟩∥ = 0} is now the first time where
the trajectory leaves the Rabi sector in which it started, i.e if |k⟩ ∈ H(j)

S is in the j-th Rabi sector
then

τk(ω) = inf{t ≥ 1, k + st(ω) /∈ {nj , . . . , nj+1 − 1}}.
We do not have anymore {τk = +∞} ⊂ {τ l = +∞} when k ≤ l, but the result of Lemma 3.3 holds
on {τk = +∞} ∩ {τk+m = +∞} and, as a consequence, Proposition 3.4 remains true with exactly
the same proof. No matter if the system is resonant or not, Equation (3.23) therefore holds.

To understand whether we have a purification result the next step is thus to see if, for all n ̸= m
there exists ζ1, . . . , ζs such that

∥Vζs · · ·Vζ1 |m⟩∥2 ̸= ∥Vζs · · ·Vζ1 |n⟩∥2. (5.2)

This is exactly the step where we used Lemma 3.18. If it holds true then we have Equation (3.24)
and one can copy-paste the end of Section 3. Below we analyze Equation (5.2) and hence derive
necessary and sufficient conditions for purification, see Lemma 5.7.

Before we embark in that endeavour let us point out that Equation (5.2) is actually necessary for
purification.

Proposition 5.5. Let N be a maximal subset of N such that for any n,m ∈ N , s ∈ N∗ and any
ζ1, . . . , ζs ∈ R,

∥Vζs · · ·Vζ1 |m⟩∥2 = ∥Vζs · · ·Vζ1 |n⟩∥2. (5.3)
Let Q be the orthogonal projector onto the closed subspace spanned by {|n⟩ : n ∈ N}. Then, for any
state ρ ∈ J1,

Pρ
(
M∞ =

QρinvQ

Tr(ρinvQ)

)
= Tr(ρQ). (5.4)

Moreover, if CardN ≥ 2, there exists ρ ∈ J1 such that

inf
t∈N∗

inf
ϕ∈H,∥ϕ∥=1

∥ρt − |ϕ⟩⟨ϕ|∥1 = 1, Pρ-a.s. (5.5)

Remark 5.6. Purification holds if and only if for any maximal N , we have CardN = 1.

Proof. Fix ρ ∈ J1. Equation (5.3) and the fact that Mt is a function of N imply that for any t ∈ N∗,
QMtQ = ⟨n,Mtn⟩

⟨n,ρinvn⟩QρinvQ where n is an arbitrary element of N . Hence, using Corollary 3.12 we get

QM∞Q =
⟨n,M∞n⟩
⟨n, ρinvn⟩

QρinvQ, Pρ-a.s.



QUANTUM TRAJECTORY OF THE ONE ATOM MASER 27

SinceM∞ is also a function of the number operatorN we haveQM∞ =M∞Q so thatM∞ ∝ QρinvQ
if and only if ⟨n,M∞n⟩ = 0 for any n /∈ N . Because M∞ has trace one, this automatically implies
that both statements are also equivalent to M∞ = QρinvQ

Tr(Qρinv)
. Note in particular that ⟨n,M∞n⟩ =

⟨n, ρinvn⟩Tr(ρinvQ) ̸= 0 for any n ∈ N .
To prove Equation (5.4) we calculate P|n⟩⟨n|

(
M∞ = QρinvQ

Tr(ρinvQ)

)
for all n and then use Lemma 3.8.

The key remark is that P|n⟩⟨n| (⟨n,M∞n⟩ ≠ 0) = 1 for all n ∈ N. It follows directly from the change
of measure formula dP|n⟩⟨n| = ⟨n,M∞n⟩

⟨n,ρinvn⟩dP
ρinv which is the generalization to the non-resonant case of

the one given in Proposition 3.15, see Equation (3.25).
Suppose first n /∈ N . From the above equivalence, P|n⟩⟨n| (⟨n,M∞n⟩ ≠ 0) = 1 implies

P|n⟩⟨n|
(
M∞ =

QρinvQ

Tr(ρinvQ)

)
= 0. (5.6)

Consider now n ∈ N . Following the proof of Proposition 3.15, for any m /∈ N there exists
s ∈ N∗ and ζ1, . . . , ζs such that Equation (5.2) holds (recall N is maximal). Hence, for any
m /∈ N , ⟨n,M∞n⟩⟨m,M∞m⟩ = 0 Pρ-almost surely for any state ρ. In particular, using again
P|n⟩⟨n| (⟨n,M∞n⟩ ≠ 0) = 1, we also have P|n⟩⟨n| (⟨m,M∞m⟩ = 0) = 1 for all m /∈ N . Therefore,
from the above equivalence,

P|n⟩⟨n|
(
M∞ =

QρinvQ

Tr(ρinvQ)

)
= 1. (5.7)

Finally it follows from Equations (5.6)-(5.7) and Lemma 3.8 that

Pρ
(
M∞ =

QρinvQ

Tr(ρinvQ)

)
=
∑
n∈N

⟨n, ρn⟩ = Tr(ρQ).

It remains to prove Equation (5.5). Let m,n ∈ N be distinct and chose ρ = 1
2(|m⟩⟨m|+ |n⟩⟨n|).

Then Equations (3.1) and Equation (5.3) imply

ρt(ω) =
1

2
(|m+ st(ω)⟩⟨m+ st(ω)|+ |n+ st(ω)⟩⟨n+ st(ω)|)

for all t and Pρ-almost every ω, i.e. 2ρt(ω) is a rank 2 orthogonal projection. A simple computation

then shows that, for any such projection Π and any unit vector ϕ, one has
∥∥∥∥12Π− |ϕ⟩⟨ϕ|

∥∥∥∥
1

≥ 1 with

equality if and only if ϕ ∈ Range(Π). Hence for all t we have

inf
ϕ∈H,∥ϕ∥=1

∥ρt − |ϕ⟩⟨ϕ|∥1 = 1, Pρ-a.s.

□

We now turn to the analysis of Equation (5.2). If there is a single resonance then it holds for all
n ̸= m. Indeed, let n1 denote the unique resonance, then

(1) if n1 ≤ m < n, the result of Lemma 3.18 holds for those n and m, with the same argument
choosing all the ζj ’s equal to (−,+) and s = m− n1.

(2) if n < n1 ≤ m, choosing all the ζj ’s equal to (+,−) with s = n1−n we have ∥Vζs · · ·Vζ1 |n⟩∥2 =
0 while ∥Vζs · · ·Vζ1 |m⟩∥2 ̸= 0,

(3) if n < m < n1, choosing again all the ζj ’s equal to (+,−) but with s = n1 −m we have
∥Vζs · · ·Vζ1 |m⟩∥2 = 0 while ∥Vζs · · ·Vζ1 |n⟩∥2 ̸= 0.

Suppose now there are infinitely many resonances. If |n⟩, |m⟩ belong to the same Rabi sector
then the same argument as in case (3) above applies. If they are in two different sectors, let
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nk, nl ∈ R(ξ, η) such that nk ≤ n < nk+1 and nl ≤ m < nl+1. Choosing first all ζj ’s equal to (+,−)
and 0 ≤ s ≤ min{nk+1 − n, nl+1 −m} we get that Equation (5.2) holds unless

nk+1 − n = nl+1 −m and αn+j = αm+j , ∀j ∈ {0, . . . , nk+1 − n},
and where αn is the one from Section 3.1. On the other hand, choosing all ζj ’s equal to (−,+) and
0 ≤ s ≤ min{n− nj − 1,m− nk − 1} we get that Equation (5.2) holds unless

n− nk = m− nl and αn−j = αm−j , ∀j ∈ {0, . . . , n− nk}.
Combining the two we therefore have the following

Lemma 5.7. There exists n ̸= m such that for any ζ1, . . . , ζs Equation (5.2) does not hold if
and only if there exists nk ̸= nl ∈ {0} ∪ R(ξ, η) such that nk+1 − nk = nl+1 − nl and, for all
j ∈ {0, . . . , nk+1 − nk}, one has αnk+j = αnl+j, i.e.

sin2(π
√
ξ(nk + j) + η)

ξ(nk + j)

ξ(nk + j) + η
= sin2(π

√
ξ(nl + j) + η)

ξ(nl + j)

ξ(nl + j) + η
. (5.8)

In other words if there exists two Rabi sectors which have the same dimension and the “same transi-
tion probabilities”. In this case (5.2) fails if and only if (n,m) ∈ Ik×Il is such that n−nk = m−nl.

Proposition 5.5 together with Lemma 5.7 give thus necessary and sufficient conditions for a
failure of purification. Degenerate systems provide examples where this situation occurs. Indeed, if
nk, nl ∈ N(ξ, η) then nk+1 − nk = nl+1 − nl = 1 and for j ∈ {0, 1} one has αnk+j = αnl+j = 0. In
general, we do not know whether it is possible to find two Rabi sectors of dimension greater than 1
and such that Equality (5.8) occurs, except in the particular case η = 0 (perfectly tuned cavity).

5.4. Tuned cavity. In this section we suppose that η = 0. This corresponds to the situation where
the frequency ε0 of the cavity is perfectly tuned to the Bohr frequency ε of the atoms. Using the
same argument as the one in [BP09] to study the peripheral spectrum of L, we prove that the
situation of Lemma 5.7 can not happen. As a consequence, in a perfectly tuned cavity purification
always holds.

As noticed in [BP09] the only possible consecutive resonances are 0 and 1. Indeed if n ≥ 1 is
such that n and n + 1 are resonances there exists p, q ∈ N∗ such that ξn = p2 and ξ(n + 1) = q2.
As a consequence √

n

n+ 1
=
p

q

which contradicts the irrationality of the left-hand side. Hence there does not exist two Rabi sectors
of dimension 1.

Suppose now there exists nk < nl such that nk+1−nk = nl+1−nl = d ≥ 2 and that Equation (5.8)
holds for j = 0, . . . , d. Taking j = 1 we have

sin2(π
√
ξ(nk + 1)) = sin2(π

√
ξ(nl + 1))

hence √
ξ(nl + 1)±

√
ξ(nk + 1) = p

for some integer p > 0. Using that nl is a resonance there exists q ∈ N∗ such that ξnl = q2. Dividing
the above identity by q we obtain

±
√
nk + 1

nl
=
p

q
−
√
nl + 1

nl
.

Squaring both sides leads to

nk + 1

nl
=
p2

q2
+
nl + 1

nl
− 2

p

q

√
nl + 1

nl
,
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which contradicts the irrationality of
√
nl + 1

nl
.

5.5. The degenerate case. We suppose throughout this section that the system is degenerate, i.e.
the set N(ξ, η) has at least two elements. Then N(ξ, η) is actually a maximal set N in the sense of
Proposition 5.5. As in this proposition, we denote by Q the orthogonal projection onto the closed
linear span of the one dimensional Rabi sectors, i.e.

Q :=
∑

n∈N(ξ,η)

|n⟩⟨n|. (5.9)

The degeneracy assumption amounts to Rank(Q) ≥ 2.
Let O ∈ O be defined by

O =

{
ω ∈ Ω :M∞(ω) =

QρinvQ

Tr(ρinvQ)

}
. (5.10)

Proposition 5.5 ensure Pρ(O) = Tr(ρQ) for any state ρ.
Using exactly the same reasoning as in Section 3.3, we omit the details which are left to the

reader, we can further deduce that for any state ρ and Pρ-almost every ω ∈ O one has

lim
t→∞

∥∥∥∥ρt − Ut
QρQ

Tr(ρQ)
U∗
t

∥∥∥∥
1

= 0,

where we recall that Ut denotes the partial isometry in the polar decomposition of Wt. At this point
we can actually further use Equation (2.3) to make more explicit the action of Ut on QρQ.

For any ρ the quantity QρQ is a linear combination of |n⟩⟨m| with n,m ∈ N(ξ, η). It thus suffices
to consider Ut|n⟩⟨m|U∗

t for such n and m. Let n,m ∈ N(ξ, η). There exists integers k, ℓ, p, q so that√
ξn+ η = k,

√
ξ(n+ 1) + η = ℓ,

√
ξm+ η = p and

√
ξ(m+ 1) + η = q.

For any ω ∈ O, and with Nt,ω(y) the number of occurrences of y ∈ R in ω ∈ Ω up to time t,
Equation (2.3) then gives

Ut(ω)|n⟩⟨m|U∗
t (ω) = e−iτε(n−m)t (−1)(k+p)Nt,ω(−−) (−1)(ℓ+q)Nt,ω(++) |n⟩⟨m|.

From Equation (5.6) we infer that P|k⟩⟨k|(O) = 0 for any k ̸∈ N(ξ, η). On the other, for n ∈ N(ξ, η),
it follows from αn = αn+1 = 0 that P|n⟩⟨n|(Nt,ω(±∓)) = 0. Using Lemma 3.8 we derive that, for
Pρ-almost every ω ∈ O, Nt,ω(±∓) = 0 hence Nt,ω(−−) +Nt,ω(++) = t.

But p+ k has the parity p2 − k2 hence of ξ(m− n), and similarly for ℓ+ q, so we finally have

Ut(ω)|n⟩⟨m|Ut(ω)∗ = e−i(τε+ξπ)(n−m)t|n⟩⟨m| = e−i(ετ+πξ)Nt|n⟩⟨m|ei(ετ+πξ)Nt.

We can summarize the results of the degenerate case in the following.

Proposition 5.8. Suppose the system is degenerate and let Q and O be defined by (5.9)-(5.10). For
any initial state ρ, we have Pρ(O) = Tr(ρQ) and the quantum trajectory starting from ρ satisfies

lim
t→∞

∥∥∥∥ρt − e−i(ετ+πξ)Nt
QρQ

Tr(ρQ)
ei(ετ+πξ)Nt

∥∥∥∥
1

= 0,

for Pρ-almost every ω ∈ O.
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