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Abstract

We leverage generative Al for the task of creating images for Wikidata items that do not have them.
Our approach uses knowledge contained in Wikidata triples of items describing fictional characters
and uses the fine-tuned T5 model based on the WDV dataset to generate natural text descriptions
of items about fictional characters with missing images. We use those natural text descriptions as
prompts for a transformer-based text-to-image model, Stable Diffusion (SD) v2.1, to generate plausible
candidate images for Wikidata image completion. We motivate this choice by the fact that querying
Wikidata shows that only 7% out of the 83.7K instances of the fictional character class have an image.
Our work addresses the following Research Questions (RQs):

« RQ1: To what extent can different types of prompts based on triples be used in text-to-image models
to produce high-quality images?

« RQ2: To what extent can the output of generative Al be used for Wikidata image completion?

« RQ3: How can generative text-to-image models be evaluated?

Proposed Approach
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Figure 1: The pipeline of our proposed KG completion process.

1. Triple extraction
« Generating an image for a specific character requires a description gathered from its related triples.
« Obtained through SPARQL queries in Wikidata, yielding all triples with the character.

2. Prompt Generation
« Basic Label: Label of the fictional character on Wikidata.

« Plain Triples: derived by concatenating the subject, predicate, and object of a triple to form a sin-
gle sentence, utilising all available triples linked to a specific entity. Notably, sentences might lack
proper structure and grammar.

» Verbalised Triples: transformation of structured data (i.e., triples) into human-readable formats (i.e.,
text) which obtained them by using the T5 language model fine-tuned on the WDV dataset [1].

- DBpedia Abstracts: obtained by querying the English chapter of DBpedia [2] which is the only one
originally written by a human in natural language.

3. Images Generation
Harlequin (Q17298)

Figure 2: Images for the character of Harlequin. (a) Ground truth from Wikidata. (b) the basic label prompt. (c) the plain
triples prompt. (d) verbalised triples prompt. (e) DBpedia abstract prompt

« Utilizing SD version 2.1; however, limited to the English language.

« The SD model requires negative prompts to eliminate its malformation issues, so inte-
grated negative prompts proposed on a public practitioners community GitHub repository:
https://github.com/mikhail-bot/stable-diffusion-negative-prompts

« Resolved the limitation on the number of tokens in the prompt sentences by Compel library:
https://github.com/damian0815/compel

Evaluation

Automatic evaluation

« Compared the generated images with the ground-truth one by computing the two following met-
rics:

1. UQI [7] is based on pixel-based
2. CLIPscore [4] exploits the joined text-to-image CLIP embedding used by the SD model.

« The CLIPscore records a significant difference between the prompts used for the generation.

Prompt Type min ClipSim mean ClipSim max ClipSim
Basic Label 0.14 0.48 0.95
Plain Triples 0.18 0.54 0.88
Verbalised Triples 0.17 0.55 0.92
DBpedia Abstract 0.16 0.60 0.92

Table 1: The CLIPScore is computed on the entire dataset consisting of the generated images of 1,500 fictional characters.

Findings about the CLIPscore
 No correlation with the # of relation and the # of distinct relation
 Not significantly impacted in the properties values

« Generally, low quality with characters with known visual representations; however, higher for fic-
tional characters from novels.

Human evaluation
A human evaluation is conducted on generated images of randomly chosen 10 fictional characters
presented to 101 people.
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Figure 3: Distribution of the human evaluation survey results for all four prompt types.

« Human evaluation gives more similar results with CLIPScore rather than UQIl and FID [5].
« Krippendorff’s alpha equals 0.17.

« Key elements influencing the decision are mainly based on the physical characteristics of the char-
acter, and the coherence of it with its cultural context.

Limitations

« Dataset: contains photography, limited to English, prompt plain triples design choices
« Generative model: SD quality and bias issues; choice of negative prompts

« Evaluation: only based on entities small subset having an image; 1-5 score is not enough to evaluate
the image quality

« Metric: the CLIPscore is not sensitive to the triples properties.

—>To mitigate any copyright and/or privacy risks, we stress that our method is not suggested to be
directly deployed into Wikidata, as we think that using Al-generated images might not be robust.
Should this method be used for image completion, we encourage clearly watermarking images as
Al-generated.
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