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Abstract. Humans are critical for the creation and maintenance of
high-quality Knowledge Graphs (KGs). However, creating and maintain-
ing large KGs only with humans does not scale, which is especially true
for contributions based on multimedia (e.g. images) that are hard to
find on the Web and expensive to generate by humans. Therefore, we
leverage creative AI for the task of generating images for Wikidata items
that do not have them. Our approach uses triples contained in Wikidata
and generates natural text descriptions of items about fictional charac-
ters with missing images in multiple ways, including verbalizing them
through large language models (LLMs). Then, we use those natural text
descriptions as prompts for text-to-image models to generate plausible
candidate images for Wikidata KG image completion. We design and
implement several evaluations to verify the plausibility of our methods.

Keywords: Knowledge Graph Completion · Creative AI · Image Gen-
eration.

1 Research Questions

Our report addresses the following research questions (RQs):

– RQ1: To what extent can the output of generative AI be used for knowledge
graph completion?

– RQ2: To what extent do prompts increasingly similar to natural language
can be used in text-to image models to produce higher quality images?

– RQ3: To what extent do prompts increasingly similar to natural language
can be used in text-to image models to preserve the emotion and sentiment
between prompts and generated images?

⋆ Technical report of the task force Gryffindor from ISWS 2023 led by Albert Meroño
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2 Semantic Web for Creative AI

Our definition of Semantic Web for creative AI is circular. On the one hand, we
think that Semantic Web technologies can be used for knowledge-aware prompt
engineering to be used as input for generative AI. And on the other hand, gener-
ative AI can be a powerful tool for multimodal KG construction and completion.
Our approach demonstrates this full circle by using triples of Wikidata items as
prompts for a text-to-image model, and then using the creative AI output to
complete missing images for the same items.

3 Introduction

Recent advances in artificial intelligence (AI) have given rise to automatic sys-
tems that can generate images from textual descriptions [30]. Thus, the field of
creative AI has witnessed an increasing number of use cases and applications.
Consequently, researchers have been looking into methodologies for enhancing
the textual prompts given to creative AI models, in order to exploit its inner
features and receive the best results [16].

Semantic Web technologies have been incorporating AI into many of their appli-
cations and tasks. Some examples include ontology creation and enhancement,
knowledge graph (KG) embeddings, and KG completion (KGC) [8]. In this re-
port, we will focus on the task of KGC, i.e. completing missing information in
KGs, by leveraging creative AI applications and using different prompt engineer-
ing approaches.

To exemplify our idea, we focus on one aspect of KGC in Wikidata [25]: image
completion of fictional characters. Querying Wikidata shows that only 7% out
of the 83.7K instances of the fictional character class (including its sub-classes)
have an image. To resolve this, we propose the following method: 1) Extracting
knowledge about fictional character entities in Wikidata in the form of triples.
2) Creating different types of prompts to portray those triples. And 3) Using a
text-to-image model to create images portraying the fictional characters.

We then present two strategies for evaluating our approach. The first consists of
constructing a ground-truth dataset of fictional character entities that do have
an image on Wikidata, feeding those to our pipeline, and comparing the resulting
images to the ground-truth ones. The second approach compares the sentiment
and emotion of each prompt to that of its corresponding image. This is based
on our intuition that having similar affective features of the prompt describing
the character and the generated image depicting it indicates that generative AI
can indeed be used for the purpose of KGC, and more specifically for image
completion of characters.

This project contributes to the ever-growing area of research that leverages
AI technologies for KGs. To the best of our knowledge, no previous study has
explored the realm of using generative text-to-image AI for KGC.
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4 Related Work

Generative AI: Current groundbreaking advances in AI enable machines to
generate novel and original content based on textual prompts. Such genera-
tive applications include text-to-text [9], text-to-image, and even text-to-music.
Generally, these models can capture complex patterns from the input text and
produce coherent outputs. A recent survey [30] shows that text-to-image ap-
plications specifically have been emerging since 2015, when AlignDRAW [13]
pioneered the field by leveraging recurrent neural networks (RNNs) to encode
textual captions and produce corresponding images. Since then, end-to-end mod-
els started leveraging architectures such as deep convolutional generative adver-
sarial networks (GANs) [18, 31, 29], autoregressive methods [17, 6, 27], and the
current state-of-the-art diffusion-based methods [14, 20, 19].

Prompt Engineering: Because of the afore-mentioned advances, a novel area
of prompt-based engineering has emerged, in which humans interact with AI in
an iterative process to produce the best prompt (i.e. textual input) for a specific
desired output [12]. Recent work has shed light on prompt engineering for AI art
specifically [16], concluding that simple and intuitive prompts written by humans
are not enough to get desired results. Rather, writing good prompts is a learned
skill that is enhanced by the usage of specific prompt templates and modifiers
[15]. Naturally, prompts themselves can also be automatically generated and do
not necessarily require human manual writing. A novel research approach intro-
duced mechanisms to enrich and refine prompts in order to create images with
pre-defined emotion expressions [26]. This was done by extracting text features
and applying strategies such as adding emotion words, context, paraphrasing,
and increasing concreteness. However, to the best of our knowledge, no work has
been done yet on leveraging Knowledge Graphs (KGs) for prompt engineering.

Knowledge Graph Completion: KGs are essential knowledge structures that
have been increasingly used to solve many knowledge-aware tasks [8]. A large
number of KGs have been constructed and are being used and edited by users
such as DBpedia [11], Freebase [3], YAGO [23], and Wikidata [25]. However,
a major problem of KGs remains their incompleteness, as many relations and
entities are still missing [8]. As such, the task of KG completion (KGC) intro-
duces many algorithms that can be leveraged for predicting missing parts of
triples based on existing ones [22]. Researchers have leveraged some generative
AI models to solve this task, however, existing studies use text-to-text gener-
ation, e.g., converting KGC to a sequence-to-sequence generation task using a
pre-trained language model [28]. Another similar work tackled this problem with
a similar solution by verbalizing graph structures and using flat text and using
it as input for a language model [5]. In contrast to previous studies, our work
proposes contributing to KGC by leveraging text-to-image generative models for
missing images in Wikidata, using human fictional characters as a use-case.
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5 Resources

All the code required to reproduce our results, including the evaluation frame-
work, is openly available and can be accessed at https://github.com/helemanc/
gryffindor.
Dataset Creation: We firstly began by designing a Wikidata SPARQL queries,
that allows us to obtain all the triples related to the fictional characters8. In re-
gards of the limited time we have for conducting our study we sampled a dataset
of 100 randomly selected entities that have images. This first sample allowed us
to have a first intuition and a first basis for conducting our analysis. As second
step we computed some statistics about theses triples : 100 different predicates
are invested into our subsets and each entity are described by 9 different pred-
icates. The top 10 predicates used are the following one : ‘instance of’ (99),
‘sex or gender’ (75), ‘present in work’ (71), ‘occupation’ (42), ‘given name’ (39),
‘creator’ (36), ‘country of citizenship’ (32), ‘performer’ (32), ‘from narrative uni-
verse’ (23), ‘languages spoken, written or signed’ (21) and ‘spouse’ (19). Please
note that the predicate altLabel is discarded since only English is considered in
our initial evaluation.
Prompt Generation: We designed 4 types of prompts, based on the data
extracted from the knowledge graph, please refer to section 6.2 for more details.
Among them, the verbalised triples are generated by the WDV verbalisation
model9 proposed by Amaral et al. [1].
Image Generation: For the image generation task, we proceeded to apply
DALL·E 210 and the free version of Craiyon v.311. We decided to use two dif-
ferent AI models to compare them considering three main aspects: open-source
availability, computational power, and output modalities. DALL·E 2 has been
released in January 2022 and constitutes an improvement of DALL·E in text
comprehension and image resolution. In addition to these elements, the second
version allows users to load and modify their own images. In this work, it was
applied via the official API that makes it possible to quickly generate one image
per prompt. Craiyon is formerly a web-based mini DALL·E 2 created by Craiyon
LLC. able to generate a group of nine images from the same prompt according
to different stylistic effects. In addition to this, this model offers users the pos-
sibility to exclude certain concepts from the image generation process using the
“negative words” slot. For the image generation task, these two models are used
and the results obtained analyzed and compared.
Evaluation Framework: To assess how the affective content of the prompt
influences the representation of affective content in the generated image and
determine whether the character from the original image remains recognizable,
we employed two distinct models: Emotion English DistilRoBERTa-base12 and

8 The package qwikidata (https://pypi.org/project/qwikidata/) is used for triple re-
trieval.

9 https://github.com/gabrielmaia7/wdv
10 https://openai.com/dall-e-2
11 https://www.craiyon.com/
12 https://huggingface.co/j-hartmann/emotion-english-distilroberta-base
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DeepFace[21]. For inferring emotions from the four types of prompts, we uti-
lized Emotion English DistilRoBERTa-base. This model, a distilled version of
RoBERTa, was trained on a diverse range of datasets containing emotion-labeled
texts from platforms like Twitter, Reddit, student self-reports, and TV dialogues.
It focuses on predicting the six emotions defined in Ekman’s emotion model[7]
(anger, disgust, fear, joy, neutral, sadness) along with surprise. We selected this
model due to its alignment with the emotions considered in DeepFace and its
demonstrated high performance. DeepFace is an agile Python framework de-
signed for face recognition and comprehensive analysis of facial attributes. It
seamlessly integrates several cutting-edge models, including VGG-Face, Google
FaceNet, OpenFace, Facebook DeepFace, DeepID, ArcFace, Dlib, and SFace. In
our study, we specifically harnessed the power of VGG-Face within the Deep-
Face framework. This allowed us to extract a wealth of valuable information
from both the original and generated images, encompassing attributes such as
age, gender, emotion, and race. Among this diverse array of attributes, we fo-
cused on leveraging the emotion feature for our research purposes.

6 Proposed approach

This section outlines a method for image generation corresponding to Wikidata
entities currently lacking visual representation. Our primary focus for this report
is the class designated as fictional character. The initial stage of our approach in-
volves extraction of relevant triples pertaining to a specific entity. Subsequently,
these triples are used to form various types of prompts, functioning as inputs to
a sophisticated text-to-image artificial intelligence model. The ultimate goal is
to generate suitable images that can serve as accurate visual identifiers for their
corresponding Wikidata entities. This pipeline is shown in Fig. 1.

Fig. 1: The pipeline of our proposed KG completion process.

6.1 Triple Extraction

Generating an image for a specific entity requires its related triples to define the
characteristics. In Wikidata, these can be obtained through SPARQL queries,
yielding all triples with the entity as the subject. Moreover, since properties and
entities are represented by IDs, we also extract and translate each triple from
IDs to their corresponding labels.
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6.2 Prompt Generation

For each unique entity, we generate several distinct prompts. The first three
prompts are created utilizing the set of triples that have been extracted for the
respective entity. These prompts are described as follows:

1. Basic Label : This prompt merely employs the “label” that Wikidata assigns
to its entities. For instance, given the entity Q692395, the corresponding
basic prompt is denoted as Habinnas.

2. Plain Triples: This prompt is derived by concatenating the subject, pred-
icate, and object of a triple to form a single coherent sentence, utilizing
all available triples linked to a specific entity. For instance, for the triple
[Habinnas, occupation, craftsman], the sentence created from this triple
is given as Habinnas is an occupation craftsman.

3. Verbalised Triples: Triple verbalisation is defined as the transformation of
structured data (i.e., triples) into human-readable formats (i.e., text). The
verbalised triples can serve as a paragraph of summarization of input triples.

4. DBpedia Abstracts: We also use DBpedia abstracts as prompts, obtained by
querying the English chapter of DBpedia et al. [4]. Different from the above
prompts, the abstract is edited by human editors.

Please note that for (2) and (3) above, the duplicate predicate of input triples
except instance of is removed to avoid information duplication.

6.3 Image Generation

To run the text-image process, prompts were applied according to the distinc-
tion of the categories described above. First of all, Craiyon was applied without
resorting ”negative words” and selecting ”none” for the style effect. Of the nine
images generated, we opted for the one with the best resolution. DALL·E 2 has
been used to apply the official API to automatically generate one image per
prompt. In both generation processes, the output images were grouped by refer-
ence resource and sorted according to the resource ID provided by Wikidata. As
Craiyon requires the manual insertion of prompts, we proceeded to select and
organize a limited corpus of sample images to quantitatively and qualitatively
compare the performances of two A.I. models.
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6.4 Evaluation Framework

Fig. 2: The evaluation methods.

Fig. 3: Generated images for Bevo.
(a) Ground truth from Wikidata. (b) Basic
label. (c) Plain triples. (d) Verbalised
triples. (e) DBpedia abstracts.

Two different evaluations are used to evaluate the characteristics of generated
images, and how are they related to the types of prompts, as shown in Fig. 2.

1. The generated images are compared to the ground-truth image in Wikidata.
For image similarity metrics, the Universal Quality Image Index (UQI) was
utilized. UQI computes a pixel-based similarity score by comparing the gen-
erated images with their corresponding original images. Notably, since the
majority of the original images are in grayscale, the similarity computation
also takes into account their grayscale versions. UQI evaluates “image qual-
ity based on factors such as loss of correlation, luminance distortion, and
contrast distortion” [24]. In a previous study [24], various pixel similarity
metrics were compared, and the authors proposed UQI as an ideal metric.
We have decided to leverage UQI metric for our evaluation distortion.

2. To assess the impact of prompt nature on generated image characteris-
tics, we conducted a comparative analysis of prompts and resulting images.
Our study specifically focused on evaluating the sentiment and emotion ex-
pressed in both elements, enabling a direct comparison. Emotion English
DistilRoBERTa-base and DeepFace models were employed to predict emo-
tions and extract information, respectively. The highest-scoring predicted
emotion was considered for analysis, and sentiment analysis was performed
for both prompts and image content. By following the widely accepted as-
sumption[2] that certain emotions are perceived as positive or negative, we
gained insights into the overall emotional tone conveyed by the prompts and
images.

7 Results

Emotional Analysis: Table 1 shows the coherence of emotions and sentiments
between prompts and their corresponding images. It investigates how well the
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emotions and sentiments expressed in the prompts align with those observed
in the generated images, providing valuable insights into their consistency and
correlation. The coherence score is based on matching emotions/sentiments be-
tween prompts and images. The results demonstrates that the highest coherence
is achieved when the image generator is prompted with verbalised triples as
input.

Prompt Type emotion sentiment

Basic Label 10 % 53 %
Plain Triples 34 % 62 %
Verbalised Triples 35 % 86 %
DBpedia Abstract 42 % 80 %

Table 1: Coherence of Emotion and Sentiment between Prompts and Images

Image Evaluation: The DALLE-2 image generator has been used to gener-
ate images for 100 fictional characters across four prompt types. Table 2 shows
the mean, minimum, and maximum UQI scores computed for the four differ-
ent prompts. The basic label prompt exhibits the lowest mean, maximum, and
minimum similarity scores compared to the other metrics. Conversely, the plain
triples prompt yields the highest mean similarity scores, followed by the ver-
balised triples prompt. Consequently, relying solely on the basic label prompt is
insufficient for generating images of fictional characters.

Prompt Type min max avg

Basic Label 0.170945 0.792142 0.484021
Plain Triples 0.241029 0.848880 0.582811
Verbalised Triples 0.251560 0.674282 0.523799
DBpedia Abstract 0.171420 0.766946 0.508574

Table 2: Comparison between generated and ground-truth images based on UQI

8 Discussion and Conclusions

Our findings demonstrate that enhancing prompts, through verbalization or in-
clusion of DBpedia abstracts, significantly improves the coherence of emotions
and sentiments between prompts and images. This highlights the potential of
using natural language-like prompts in text-to-image models to effectively pre-
serve emotional and sentiment aspects (addressing RQ2). Moreover, we cannot
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say if enriching prompts improves image quality or not, as the evaluation metric
fails to capture semantic content adequately. Thus, we cannot answer RQ3.
To address the limitation of image-similarity evaluation, future experiments will
incorporate alternative measures such as DICE metric[10]. Additionally, human
evaluation is crucial to better understand how prompt content and composition
influence image quality (RQ2 and RQ3). Furthermore, we plan to evaluate on a
larger and more diverse dataset, including testing on a dataset without ground
truth, relying solely on human evaluation. Finally, we aim to expand our study
to other domains, such as fictional cities and abstract concepts, for a broader
understanding of prompt influence.
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